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Total Stress Analysis of Soft Clay Ground Response in Centrifuge Models 1 

by: Kamil B. Afacan0F

1, Samuel Yniesta2, Ali Shafiee1F

3, M. ASCE,  Jonathan P. Stewart 2F

4, F. ASCE, 2 

and Scott J. Brandenberg3F

5, M. ASCE. 3 

Abstract: This paper presents one-dimensional ground response simulations of centrifuge 4 

models involving soft clay deposits subjected to ground motions of varying intensity. Total stress 5 

ground response simulations were performed using equivalent-linear (EL) and nonlinear (NL) 6 

methods. Shear strains higher than 10% were mobilized during large ground motions, therefore 7 

undrained shear strength of the clay is an important parameter for the simulations. Testing shows 8 

that the Bay Mud materials used in centrifuge modeling have monotonic shear strengths that 9 

increase by 13% per log cycle of shear strain rate. Comparison of simulation results to 10 

observations reveals the importance of incorporating shear strength into the development of 11 

stress-strain backbone curves, with appropriate consideration of rate-adjustments to shear 12 

strength and stiffness. NL ground response simulations provide a good match to observed 13 

pseudo-spectral accelerations only when rate-adjusted shear strengths are properly accounted 14 

for, otherwise the NL simulations have significant under-prediction bias at oscillator periods less 15 
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than the soil column period. EL modeling, even with incorporation of shear strength, leads to 16 

unrealistic spectral shapes and over-prediction at short spectral periods for tests involving large-17 

strain site response.   18 

  19 
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INTRODUCTION 20 

Earthquake ground motions are influenced by source, path and site effects. Site effects, the 21 

topic of this paper, are commonly approximated in contemporary codes, standards, and ground 22 

motion models using ergodic (i.e., not site-specific) nonlinear site amplification functions, which 23 

are often conditioned on the time-averaged shear-wave velocity in the upper 30 m of the site 24 

(VS30) (e.g., Borcherdt, 1994; Dobry et al. 2000). Site amplification functions are typically 25 

developed using statistical analysis of measured ground motions, and may be constrained by 26 

ground response simulations for conditions poorly represented in empirical databases. Because 27 

ergodic models are not site specific, in effect they capture the average site response observed 28 

across many regions, conditional on a particular value of the independent variable used in the 29 

model (VS30 and perhaps others). Non-ergodic (site-specific) analyses of site response can better 30 

account for site-specific conditions and can be coupled with an aleatory variability model for 31 

ground motions that removes the site-to-site component of variability. Due to this reduction of 32 

aleatory variability, probabilistic seismic hazard analyses using a non-ergodic site function will 33 

often provide lower hazard estimates for long return periods than would be provided with an 34 

ergodic model (Stewart et al., 2017).  35 

Site-specific analyses of site effects are most typically performed using one-dimensional (1D) 36 

ground response analysis (GRA) procedures employing either equivalent-linear (EL) or nonlinear 37 

(NL) methods (e.g., Matasovic and Hashash 2012). One-dimensional GRA is limited to vertically 38 

propagating shear waves, and does not capture the influence of inclined body waves and surface 39 
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waves on ground surface motion; consideration of such conditions is beyond the scope of the 40 

present manuscript (see, for example, Stewart et al. 2014 for more information).  41 

Many of the practical applications that motivate site-specific ground response analyses 42 

involve soft soils and strong input ground motions, for which highly nonlinear responses will 43 

occur. For such conditions, predictions from NL and EL methods have been shown to differ 44 

substantially, especially at high frequencies (e.g., Kim and Hashash, 2013; Kaklamanos et al., 45 

2013, 2015; Zalachoris and Rathje, 2015; Kim et al., 2016). A remaining challenge, however, is the 46 

validation of ground response estimates (whether NL or EL) against data for highly nonlinear 47 

conditions. While some downhole arrays have recorded nonlinear responses, those responses 48 

have generally not been so severe as to approach the shear strength of the soil within portions 49 

of the profile. It is this condition, commonly encountered in design applications involving soft soil 50 

sites, that Afacan et al. (2014) investigated using centrifuge models of soft, lightly over-51 

consolidated clay deposits. The objective of the present manuscript is to perform validation 52 

exercises for EL and NL ground response analysis programs using the Afacan et al. (2014) data 53 

set. Simulations are performed in a total stress framework since pore pressure development in 54 

the models was not significant (excess pore pressure ratios after shaking were less than 0.1, and 55 

often essentially zero). Pore pressure development and liquefaction are also important nonlinear 56 

site response considerations, but are beyond the scope of this paper. 57 

Following this introduction, we describe aspects of the centrifuge models that are most 58 

directly pertinent to ground response analysis (details in Afacan et al., 2014). The influence of 59 
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strain rate on the undrained shear strength and stiffness of the clay used in the centrifuge 60 

modeling is then presented, along with a review of techniques used to model shear strength in 61 

various nonlinear ground response analysis platforms. Ground response simulations are then 62 

compared with experimental data to investigate the following modeling aspects: (1) 63 

consideration of undrained shear strength and rate effects, (2) different NL modeling platforms 64 

[DEEPSOIL (Hashash et al., 2016) versus OpenSees (Mazzoni et al. 2009)], and (3) different 65 

modeling approaches (NL versus EL). 66 

CENTRIFUGE MODELS 67 

An experimental program using the UC Davis 9m radius geotechnical centrifuge was 68 

performed to study the nonlinear site response behavior of soft clay deposits (Afacan et al. 2014). 69 

The model configuration consisted of reconstituted, lightly overconsolidated San Francisco Bay 70 

Mud (plasticity index PI = 40, virgin compression index Cc = 0.43, recompression index Cr = 0.04) 71 

overlying more heavily overconsolidated Bay Mud (Fig. 1). A layer of coarse dense sand was 72 

placed atop the lightly overconsolidated Bay Mud, and lifts of clay were separated by coarse 73 

dense sand to provide drainage during consolidation of the clay from slurry and during centrifuge 74 

spinning. A hinged-plate container that is very flexible and light was used in this study to 75 

accurately produce 1-D site response boundary conditions. The effectiveness of the hinged-plate 76 

container was documented by Afacan et al. (2014). Figure 1 shows profiles of vertical effective 77 

stress, preconsolidation stress, shear wave velocity, and monotonic undrained shear strength. 78 
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The undrained strength profile is shown to be rate-dependent later in this paper. The monotonic 79 

undrained shear strength profile was computed as:  80 

suc = 0.22∙σv'∙OCR0.8  (1) 

where suc is monotonic undrained shear strength, v' is vertical effective stress, OCR is 81 

overconsolidation ratio, and the coefficient 0.22 was derived from simple shear testing of 82 

reconstituted Bay Mud materials prepared in the same manner as the clay deposits in the 83 

centrifuge models. The coefficient 0.8 was assumed (Ladd, 1991). Note that the coefficient has 84 

little influence on the strength of the shallower layers that are essentially normally consolidated. 85 

We anticipate that the ground response analyses are significantly influenced by the response of 86 

the shallower layers, and are therefore relatively insensitive to selection of the coefficient. The 87 

rate-dependence of Bay Mud strength is presented subsequently. 88 

The sequence of imposed ground motions ranged from very low-amplitude, inducing 89 

essentially elastic soil response, to very high amplitude, generating shear strains in excess of 10% 90 

in some layers. Motions recorded in the clay near the base of the model container were utilized 91 

as input motions for the ground response simulations. Motions recorded at the base plate of the 92 

model container were not utilized due to slip between the base plate and the thin latex 93 

membrane liner placed between the soil and the hinged plate container. Peak accelerations in 94 

the clay near the base of the models ranged from 0.02g to 0.6g.  95 
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INFLUENCE OF STRAIN RATE ON SOIL RESPONSE 96 

The dynamic response of soil is known to depend on strain rate ( ̇). For example, Sheahan et 97 

al. (1996) found that the peak shear strength of normally consolidated and lightly 98 

overconsolidated Boston blue clay increased approximately 5 to 12% per log cycle of strain rate 99 

for  ̇ <10-5%/s to 0.01%/s. Lefebvre and LeBoeuf (1987) investigated four Canadian clays under 100 

normally and overconsolidated conditions and found a 7 to 14% increase in undrained strength 101 

per log cycle of strain rate for a  ̇ range of 10-5%/s to 1%/s. Fully softened and residual strengths 102 

have also been shown to increase at rapid (vs slow) loading rates in ring shear and sliding block 103 

studies (Khosravi et al., 2013; Meehan et al., 2008). Given this prior work, two knowledge gaps 104 

are especially pertinent for this study: (1) rate effects on undrained strength have been 105 

investigated for relatively few soil materials, and the applicability of the prior results for Bay Mud 106 

are unknown, and (2) the trend in strength increase with rate of cyclic loading has not been 107 

adequately investigated at strain rates higher than 1%/s, which are believed to be important for 108 

highly nonlinear soil response during seismic loading. Cohesionless soils also exhibit strain rate 109 

effects, albeit to a lesser extent than clays (e.g., Matesic and Vucetic 2003). 110 

Strain rate also influences secant stiffness, and is therefore a factor that must be considered 111 

at all strain levels. Isenhower and Stokoe (1981) found that secant shear modulus of Bay Mud 112 

increases with strain rate for ̇ >10-6%/s to 0.1%/s, and that the increase per log cycle is essentially 113 

independent of the strain amplitude. The latter observation implies that the normalized modulus 114 
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reduction curve is independent of strain rate. Matesic and Vucetic (2003) performed cyclic direct 115 

simple shear test at small strains on sand and clay samples, and confirmed that the normalized 116 

modulus reduction curve is independent of shear strain rate at strains lower than 0.01%, for ̇<10-117 

4%/s to 0.01%/s. 118 

The critical issue for seismic ground response problems is whether observed rate effects 119 

measured at slow rates in typical laboratory test devices can be extrapolated to much faster rates 120 

that may occur during an earthquake. The recommendations of Sheahan et al. (1996), which are 121 

similar to those of Lefebvre and LeBoeuf (1987), have been assumed to apply at faster rates in 122 

some previous applications (e.g., Boulanger and Idriss, 2007) and in seismic analysis guidelines 123 

(Blake et al., 2002). Yong and Japp (1964) present a contradictory finding whereby notably larger 124 

strength increases were found when ̇ > 100%/s, suggesting that rate corrections developed at 125 

slower rates may not always extrapolate well to faster rates. While important for ordinary site 126 

response problems, these strain rate corrections are particularly important for centrifuge 127 

modeling because strain rate scales with g-level and hence is much higher at model scale than 128 

prototype.  129 

A sequence of simple shear tests was performed using the digitally controlled direct simple 130 

shear device at UCLA (Duku et al. 2007; Shafiee et al. 2017) to investigate the influence of strain 131 

rate on the undrained shear strength of the Bay Mud used in centrifuge modelling. Monotonic 132 

constant height strain-controlled loading was imposed on reconstituted specimens at strain rates 133 
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of 0.01%/s, 0.1%/s, 1%/s, and 10%/s. The specimens were consolidated from slurry in a tube to 134 

a vertical effective stress of about 10 kPa, trimmed into a wire reinforced latex membrane, and 135 

subsequently consolidated in the simple shear device to a vertical effective stress of 50 kPa. The 136 

shear stages were repeated without a specimen to ascertain the influence of device inertia on 137 

measured loads, and the inertial loads were subtracted from the soil response (inertia forces 138 

were essentially negligible for all but the fastest strain rate). An overconsolidation ratio of 1.15 139 

was targeted for testing, but slightly higher OCR's ranging from 1.20 to 1.31 were achieved due 140 

to stress relaxation between the time the simple shear device was placed in vertical displacement 141 

control to achieve constant volume conditions and the time shearing commenced. For a uniform 142 

comparison among specimens with slightly variable OCR's, the normally-consolidated strength 143 

ratio was computed as (su/σvc')NC = (su/σvc')/OCR0.8 (the exponent of 0.8 is taken from Ladd, 1991). 144 

Shear strength was interpreted as the horizontal plane shear stress (τHV) mobilized at 10% shear 145 

strain. This definition of shear strength was selected because it is close to the limit of the direct 146 

simple shear device, and because it is consistent with the definition of shear strength adopted 147 

later when computing shear strength implied by extrapolating modulus reduction equations to 148 

large strain. Shear strength is plotted as a function of strain rate in Fig. 2. 149 

The laboratory measurements were regressed using Eq. 2 to solve for factors ρ and ref, 150 

which represent the average change of undrained strength per log cycle of ̇, and the strain rate 151 

associated with a normally consolidated undrained strength ratio of 0.22, respectively:  152 
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(
𝑠𝑢
𝜎𝑣𝑐′

) = 0.22 ∙ 𝑂𝐶𝑅0.8 ∙ 𝜌𝛾
𝑙𝑜𝑔(

𝛾̇
𝛾̇𝑟𝑒𝑓

)
 

(2) 

The regression indicates that 𝛾̇𝑟𝑒𝑓=0.08%/s, and ργ = 1.13, which can be compared to the 153 

approximate range of ργ = 1.05-1.12 from Sheahan et al. (1996) and 1.07 to 1.14 from Lefebvre 154 

and LeBoeuf (1987). The value of 𝛾̇𝑟𝑒𝑓 is higher than a typical laboratory strain rate of about 155 

0.0014%/s (5%/hour). Substituting 𝛾̇=0.0014%/s and OCR = 1.0 into Eq. 2 results in (
𝑠𝑢

𝜎𝑣𝑐′
)=0.18, 156 

which is on the low end of normally consolidated strength ratios for undisturbed San Francisco 157 

Bay Mud. It is likely that the lower normalized strengths obtained in this study result at least in 158 

part from the use of reconstituted specimens.  159 

In addition to the laboratory test data, Fig. 2 also shows shear stresses mobilized during 160 

centrifuge tests for cycles where shear strains exceeded 10%, with correction to an equivalent 161 

normally consolidated condition by dividing the mobilized stresses by OCR0.8. The curve fit to the 162 

laboratory data lies slightly above the centrifuge data points with peak mobilized cyclic shear 163 

strains, c, equal to 10% and 11%, and slightly below the data point with c=21%. The consistency 164 

of these data with the simple shear trend indicate that rate effects observed at slow rates in the 165 

laboratory do in fact extrapolate well to high rates. This indicates that ργ is constant, and does 166 

not increase suddenly at high strain rate, as implied by the results of Yong and Japp (1964). 167 

Further, it suggests that Eq. 2 provides an appropriate strain rate correction for analysis of the 168 

centrifuge tests. 169 
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Centrifuge scaling laws result in model scale strain rates that are higher than those 170 

anticipated at an equivalent prototype site by an amount equal to the centrifugal acceleration 171 

(e.g., Garnier et al. 2007), but the strength correction would nevertheless be important at the 172 

prototype scale. The peak strain rate mobilized in the centrifuge experiments (conducted at 57g) 173 

was about 6600%/s, which is associated with (sU/σvc’)NC=0.40 based on Eq. 1. The equivalent 174 

prototype strain rate is (6600%/s)/57 ≈ 100 %/s resulting in a still significant rate effect 175 

corresponding to (sU/σvc’)NC=0.32. Accordingly, the importance of the strain rate correction is not 176 

merely an artifact of centrifuge modeling, and is important to consider for practical problems 177 

involving earthquake shaking of soft soils.  178 

CORRECTION OF MODULUS REDUCTION CURVE TO OBTAIN DESIRED SHEAR STRENGTH 179 

Modulus reduction curves are commonly computed using empirical models employing a 180 

hyperbolic function in which model parameters are derived from cyclic laboratory tests that 181 

extend to strain amplitudes as high as about 0.3% (e.g., Darendeli 2001). Many combinations of 182 

earthquake ground motions and soil conditions will result in peak strains that are lower than 183 

0.3%, in which case analyses can be performed within the range of experimental validation of 184 

these modulus reduction curves. However, strong ground motions imposed at the base of soft 185 

soil layers may result in shear strains that exceed 0.3%, possibly mobilizing shear failure in 186 

extreme conditions, as occurred in the centrifuge models. This is precisely the scenario for which 187 

NL ground response analyses are anticipated to provide the largest benefit relative to EL. This 188 
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section illustrates the error in the shear strength that is implied by simply extrapolating a 189 

modulus reduction equation to high strain. We then discuss a procedure developed by Yee et al. 190 

(2013) and adopted in subsequent sections of the paper, to correct the large-strain tail of a 191 

modulus reduction curve to provide a desired strength, and compare it with several recent 192 

constitutive models that are capable of matching a target strength. 193 

The hyperbolic model, which is commonly used to model modulus reduction curves, is 194 

typically written as (Darendeli, 2001):  195 

𝐺

𝐺𝑚𝑎𝑥
=

1

1 + (
𝛾
𝛾𝑟
)
𝑎 

 

(3) 

where a is a shape parameter and γr is referred to as the pseudo-reference strain, which is given 196 

as (Darendeli, 2001):  197 

 
4

3

1 2

'
r

a

p
PI OCR

p



  
 

     
 

  (4) 

The i coefficients are empirically derived, p'=σv'∙(1+2∙Ko)/3, Ko=(1-sin ’) ∙OCRsin (Mayne and 198 

Kulhawy, 1982), ’= effective friction angle (taken as 26° based on the simple shear test results 199 

with the lowest strain rate, deemed most appropriate for computing Ko), and pa is atmospheric 200 

pressure. Values of the empirical constants computed by Darendeli (2001) for clays from 201 

northern California are a=0.919 1=0.0339,  2=0.00175,  3=0297, and 4=0.278. These 202 
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coefficients were based on tests performed on native soils, whereas the Bay Mud tested in the 203 

centrifuge was reconstituted from slurry. Nevertheless, these region-specific coefficients are 204 

believed to be representative of reconstituted Bay Mud. The value of Gmax was obtained from the 205 

Vs profile in Fig. 1. 206 

A stress-strain curve can be computed from a modulus reduction curve as =Gmax·(G/Gmax)·. 207 

A true shear strength, defined as a peak or horizontal asymptote for the hyperbolic stress-strain 208 

curve, does not exist for a<1.0. Therefore, an implied shear strength is taken as the shear stress 209 

at 10% shear strain. Values of implied shear strength were computed for the soil profile in Fig. 1, 210 

and are plotted vs. depth in Figure 3 along with the monotonic undrained shear strengths 211 

[(su/σvc')NC = 0.22] and the rate-corrected shear strengths [(su/σvc')NC = 0.40]. The implied shear 212 

strengths produced by extrapolation of the hyperbolic equation are significantly lower than the 213 

monotonic and rate-corrected undrained shear strengths in this case. This clearly illustrates that 214 

the hyperbolic equations should not simply be extrapolated to large strain, but rather procedures 215 

must be adopted to provide the desired shear strength (whether selected as-measured or rate-216 

corrected). Furthermore, the rate correction is significant in this case. 217 

The method adopted in this paper by Yee et al. (2013) modifies the large-strain portion of a 218 

modulus reduction curve to achieve a desired shear strength. Beyond a transition strain (γt) the 219 

stress-strain curve is defined using a hyperbolic function that asymptotically approaches the 220 

desired shear strength, while maintaining a continuous slope in the stress-strain curve at the 221 
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transition strain. Below the transition strain, hyperbolic models as in Eq. (3) are used. Yee et al. 222 

(2013) recommend selecting the largest possible value of t to preserve the desired small-strain 223 

nonlinearity, while ensuring that the shear stress at γt is less than about 1/2 to 1/3 of su so that 224 

the hybrid procedure produces a smooth transition to su at large strains. 225 

The procedure is demonstrated for soil located at the center of the upper lift of clay from 226 

centrifuge experiment AHA02 (Afacan et al. 2014) for which PI = 40, OCR = 1.29, Vs = 83 m/s, ρ = 227 

1.6 Mg/m3, σv' = 65 kPa, monotonic suc = 17 kPa, and rate-corrected su = 32 kPa. Secant shear 228 

modulus (G) and stress (τ) vs. strain using the extrapolated hyperbolic model from Eq. (3) are 229 

plotted in Fig. 4 along with the hybrid procedure with t=0.1% for both the monotonic and rate-230 

corrected values of su. As in Fig. 3, the implied strength from extrapolation of the hyperbolic curve 231 

to high strain results in a shear strength that is significantly less than the monotonic and rate-232 

corrected undrained shear strengths. Fig. 4 shows that the hybrid procedure produces seemingly 233 

small differences in the modulus reduction curve at large strains but large differences in shear 234 

strength. Note that the as measured and rate corrected modulus reduction curves are the same 235 

because the same rate correction is applied to both su and Gmax. 236 

The Yee et al. (2013) procedure is one approach that renders a modulus reduction curve that 237 

matches a desired strength, but there are other options that also solve this problem. The GQ/H 238 

model recently implemented in DEEPSOIL by Groholski et al. (2016) uses a quadratic equation to 239 

fit the modulus reduction curve at strains lower than a specified shear strain level, and to match 240 



15 

 

a target shear strength at large strains. The PressureDependMultiYield (PDMY) and 241 

PressureIndependMultiYield (PIMY) material models implemented in OpenSees by Elgamal et al. 242 

(2003) utilizes a set of nested yield surfaces to control plastic modulus. The nested yield surfaces 243 

and associated plastic modulus values can be adjusted to match a user-specified modulus 244 

reduction curve. The largest yield surface is set to provide the desired shear strength. The Yee et 245 

al. (2013) procedure could be utilized to produce the user-specified modulus reduction curve. 246 

Yniesta and Brandenberg (2017) suggested that G/Gmax could be plotted versus stress ratio (q/p' 247 

or /v') rather than shear strain. Using this procedure, the strength is controlled by the highest 248 

stress ratio specified in the modulus reduction formulation rather than by large-strain tail of the 249 

modulus reduction curve. 250 

MATCHING SPECIFIED MODULUS REDUCTION AND DAMPING CURVES 251 

A user-specified modulus reduction curve may differ from the hyperbolic functional form in 252 

Eq. 3, as well as other functional forms adopted in various modeling platforms. Formulations for 253 

fitting or matching a specified modulus reduction curve by Groholski et al. (2016), Yniesta et al. 254 

(2017), and Elgamal et al. (2003) are discussed here. All three of these approaches are capable of 255 

matching a desired shear strength, and we focus our attention here on the remaining portion of 256 

the modulus reduction curve. 257 

Figure 5 presents the predictions of the three models for the target modulus reduction and 258 

damping curves at a depth of 6.5m, which is where the maximum shear strain occurred during 259 
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centrifuge testing. The GQ/H model uses a regression procedure to fit the functional form of the 260 

backbone curve to the specified modulus reduction curve, and therefore generally involves a 261 

slight misfit of the curve but a good match of the target shear strength. The ARCS model (Yniesta 262 

et al. 2017), implemented as a user-defined material model in DEEPSOIL, fits the specified 263 

modulus reduction data points with cubic spline interpolation functions and therefore exactly 264 

matches the modulus reduction curve at the specified ordinates. The PIMY and PDMY material 265 

models also match the desired modulus reduction curve, though the stress-strain behavior is 266 

piecewise linear, whereas the GQ/H and ARCS models produce smoothly varying stress-strain 267 

curves. 268 

Implementation of hysteretic damping and small-strain damping is also model-specific. 269 

Hysteretic damping is controlled by the unload-reload rule. The target damping curves used in 270 

this study were those by Darendeli (2001). In DEEPSOIL, the GQ/H model is used in conjunction 271 

with the MRDF-UIUC unload/reload rule (Phillips and Hashash 2009) to match a target hysteretic 272 

damping curve. This procedure generally results in a small misfit between the specified damping 273 

curve and the one achieved by the model. The ARCS model uses a coordinate transformation rule 274 

to control the damping behavior (Yniesta et al. 2017), providing an exact match to the user-275 

specified damping curve. The PDMY and PIMY models utilize Masing's rules, which provide 276 

damping that is too high at large strains. Kwok et al. (2007) discussed various methods for 277 

matching the modulus reduction and damping curves using codes that rely upon Masing's rules. 278 
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In this paper, we match the modulus reduction curve, and accept a misfit in hysteretic damping 279 

using OpenSees. 280 

Small-strain damping is inherently included in the hysteretic damping formulation in the ARCS 281 

model. Users specify the desired damping level at small strain, and the hysteretic formulation 282 

provides the specified level of damping. However, small-strain damping is not captured hysteretic 283 

formulations in either DEEPSOIL or OpenSees, and must be independently introduced to the 284 

system of equations. Small-strain damping in DEEPSOIL is modeled using a frequency-285 

independent Rayleigh damping formulation developed by Phillips and Hashash (2009). This 286 

implementation is not available in OpenSees, so full Rayleigh damping (i.e., in which damping is 287 

specified at two frequencies) is utilized instead. Selected matching frequencies were 0.3Hz and 288 

5Hz, with lower damping between these two frequencies and higher damping at higher and lower 289 

frequencies. These frequencies were selected to bracket the frequency content of the ground 290 

motions imposed on the models. Often, the lower frequency is set based on the first mode 291 

frequency of the soil column and the higher frequency is set to be some multiple of the first mode 292 

frequency. However, this approach is not appropriate for nonlinear problems where the first 293 

mode frequency may decrease significantly as a result of strong shaking. We therefore opted to 294 

set the Rayleigh damping frequencies to bracket the frequency content of the input ground 295 

motions. The target small strain damping level for the clay was estimated to be 8% based on 296 

measurements of the present set of centrifuge tests excited by small vibrations. Literature shows 297 

that damping in centrifuge models is often higher than values based on laboratory testing (e.g., 298 
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Brennan et al. 2005). The small strain damping for the sand layers was set to 2% to account for 299 

combined effects of material damping and relative movement of the sand particles and pore 300 

water at the excitation frequencies (Qiu, 2010).  301 

 302 

GROUND RESPONSE MODELING  303 

Six ground response analysis modeling configurations were used to simulate the centrifuge data, 304 

as summarized in Table 1. Modeling variations include modeling platform (DEEPSOIL and 305 

OpenSees), analysis approach (NL and EL), constitutive model used (for NL approach), whether 306 

the modulus reduction curve was corrected for shear strength, and whether a rate correction 307 

was applied to strength and stiffness. The rate correction is the 𝜌𝛾
𝑙𝑜𝑔(

𝛾̇

𝛾𝑟𝑒𝑓
)

 term from Eq. 2, where 308 

 = 1.13 and 0.08% /ref s   were obtained by regression from the laboratory experiments 309 

presented previously, and   =6600%/s was used for Models 3 – 6. The resulting rate correction 310 

value for shear modulus and shear strength is 1.82. Note that the shear wave velocity increases 311 

by the square root of this value (1.35), which influences site response by stiffening the profile. 312 

Therefore, the rate correction applied herein influences ground motion across a broad strain 313 

range, and not just at large strains where the shear strength is anticipated to be the dominant 314 

factor. 315 

 316 
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The profiles were discretized into 50 layers to adequately capture the frequency content of 317 

input ground motions. As described by Phillips et al. (2012), soil elements that are too tall cause 318 

spatial aliasing that results in a low-pass filter that prevents propagation of short wavelengths. 319 

Adequacy of the discretization was verified by observing similar response for simulations with 320 

more elements (Afacan 2014). The friction angle for the sand layers was set to 40°, which is 321 

reasonably consistent with estimates following Bolton (1986), assuming a critical state friction 322 

angle of 32° for the Monterey sand. Analysis results are insensitive to the sand strength.  323 

GROUND RESPONSE MODELING RESULTS  324 

In this section, we compare ground response simulation results to test data. Pseudo-spectral 325 

accelerations (PSAs) are presented first for a single input ground motion scaled to three different 326 

amplitudes. These analyses are intended to illustrate the influences of undrained shear strength, 327 

modeling platform (DEEPSOIL and OpenSees), and modeling approach (NL versus EL) on 328 

computed PSAs. The features of the data-simulation comparisons are then evaluated in a 329 

statistical manner using a selection of input motions through residuals analysis (residuals being 330 

defined as the difference of natural logs of measured and simulated intensity measures).  331 

Influence of Undrained Shear Strength and Stiffness 332 

Response spectral amplification factors and 5% damped PSA are plotted in Fig. 6 for three scaled 333 

versions of the RRS228 horizontal component of the ground motion recorded at the Rinaldi 334 

Receiving Station during the 1994 M6.7 Northridge earthquake. The peak recorded PGA was 335 
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0.838g. The centrifuge shake table cannot perfectly replicate a target ground motion, so the 336 

response spectra for the imposed base motions differ from the target motions, and there are 337 

slight variations in spectral shape as intensity increases. Measured surface PSAs are compared 338 

with computed results from Models 1, 2, and 3 and the base motion spectrum is included as a 339 

reference. The site period inferred from the spectral amplification factors is about 1.0, 1.5, and 340 

2.0 seconds for the small, medium, and large amplitude motions, respectively. Models 1 and 2 341 

consistently under-predict the surface motion for periods less than the site period, with the error 342 

increasing as shaking intensity increases. All three models predict spectra similar to those from 343 

measurements at periods longer than the site period. The predictions from Model 3, which use 344 

rate-adjusted shear strengths with the hybrid backbone curve, are in better agreement with the 345 

observations.  346 

We expect that several factors are responsible for the differences among predictions for 347 

Models 1-3. Peak mobilized shear strains were about 0.15%, 1.5%, and 4.5% for the small, 348 

medium, and high-intensity motions, respectively, as illustrated in Fig. 7. Although all three 349 

models tend to over-predict shear strain, Model 3 provides the most accurate predictions. It is 350 

therefore no surprise that Model 3 surface motions agree most closely with measured surface 351 

motions. Models 1 and 2 tended to under-predict ground surface motion due to the following 352 

two factors: (1) the higher mobilized strains resulted in higher damping, thereby reducing ground 353 

motion, and (2) shear strains during the medium and high intensity ground motions mobilized a 354 

significant fraction of the undrained shear strength, thereby limiting the shear stresses 355 
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transmitted through the layers (recall that undrained strength is lowest for Model 1, and highest 356 

for Model 3). 357 

Comparison of simulation results across analysis platforms 358 

Using the same Northridge input motions as in the previous section, Fig. 8 compares observed 359 

and predicted PSA, as well as spectral amplification factors, for non-linear simulations in alternate 360 

platforms utilizing hybrid backbone curves with rate-adjusted shear strengths (Models 3-5). 361 

Results of equivalent linear (EQL) simulations in DEEPSOIL (Model 6) are also shown, which are 362 

discussed in the next section. Because the backbone curves are similar, the primary difference 363 

between the analysis procedures is the hysteretic and small-strain Rayleigh damping 364 

formulations. DEEPSOIL (Models 3-4) is able to more accurately capture both sources of damping 365 

than the models implemented in OpenSees (Model 5). For this reason, we anticipated over-366 

damping at high strain in the OpenSees model due to the Masing rule formulation. However, the 367 

influence of this overdamping appears to be modest in this case, which is likely a result of the 368 

modest thickness of the soil column.   369 

Comparison of Nonlinear and Equivalent-Linear Simulations 370 

Kim et al. (2016) showed that EL and NL ground response results diverge significantly when 371 

the strain index, defined as Ir=PGVr/Vs30, exceeds about 0.03% (where PGVr is the peak velocity 372 

of the input motion). Observed divergences of the analysis results included a long flat portion of 373 

the EL spectrum at short periods, often extending to 0.1-0.2 sec, and stronger resonant peaks in 374 
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the EL spectrum near the site period. It is important to note that this prior work made judgments 375 

about when NL is preferred to EL based on divergence of simulation results, the key point being 376 

that there was no data against which to compare the simulations. The present results enable EL-377 

NL comparisons for cases where observed responses are also available.  378 

Fig. 8 shows observed and predicted PSA for NL (Model 3, 4 and 5) and EL (Model 6) ground 379 

response simulations. Both models utilized hybrid backbone curves with rate-adjusted shear 380 

strengths. Values of the strain index for the three input motions are Ir = 0.05, 0.15, and 0.40%, 381 

which all exceed the threshold recommended by Kim et al. (2016). For all three input motions, 382 

the EL spectrum is flatter at short periods than the NL spectrum, although the differences become 383 

much more pronounced as the strength of shaking increases. It is significant that the data 384 

produce a non-flat spectral shape in this period range, being more consistent with the NL results.  385 

The peak in the spectral amplification function is interpreted as corresponding to the site 386 

period, which is approximately 0.8 s, 1.0 s, and 2.0 s sec for the three input motions (Fig.  8d, 8e 387 

and 8f). Distinctions between EL and NL apparent from spectra (Figs. 8a-c) include: (1) the 388 

spectral peaks at the site periods are stronger in EL compared to those from NL models; (2) EL 389 

PSAs for periods shorter than the site period are larger than NL in all three cases. PGAs are over-390 

predicted by nearly a factor of 2 by the EL model whereas the NL models are reasonably accurate.  391 

The EL simulations presented herein utilized rate-corrected shear strength. Although not 392 

shown here, EL simulations that utilize monotonic shear strengths (like Model 2), or fail to correct 393 
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the modulus reduction curve to provide a desired shear strength (like Model 1) result in a 394 

significant under-prediction of ground motion. 395 

PSA Residuals for All Motions 396 

Prior sections have illustrated how simulation results compare to data, but are based on a 397 

single input motion scaled to three amplitudes. A much broader suite of testing was performed 398 

as part of the centrifuge modeling using additional input motions over a wide range of 399 

amplitudes. Model predictions are compared with measurements for this broad suite of input 400 

motions using residuals analysis. Details of these additional input motions are described by 401 

Afacan et al. (2014). Residuals are defined using ground motion intensity measures as follows:  402 

𝑅𝑖 = ln𝑌𝑜𝑏𝑠,𝑖 − ln 𝑌𝑠𝑖𝑚,𝑖 (4) 

where Yobs,i is the ith observation of an intensity measure (i.e., from the centrifuge testing) and 403 

Ysim,i is the corresponding estimate from a simulation. Index i spans from one to 19 (where 19 = 404 

number of input motions). The intensity measures that are considered are PSAs at 5% damping 405 

for oscillator periods between 0.01 and 10 sec.  406 

Residuals for spectral acceleration are plotted in Fig. 9 with different symbols for small-407 

amplitude input motions (base peak acceleration, PGAb < 0.1g, Ir   0.05%) and medium- to large-408 

amplitude input motions (PGAb > 0.1g, Ir   0.05%).  We also show median residuals within the 409 

respective PGAb ranges for each period. For PGAb < 0.1g, all the models produce similar results, 410 

with differences largely attributed to the rate correction of strength and stiffness, and resulting 411 
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higher mobilized strain and hysteretic damping for the softer models. For stronger input motions, 412 

the trends of the results are summarized below:  413 

● Model 1-2 results have large under-prediction bias (positive residuals), which is an 414 

outcome of shear strength being too low in these simulations.  415 

● Model 3 and Model 4, using DEEPSOIL with rate-corrected shear strengths, are effectively 416 

unbiased across the considered period range for the PGAb > 0.1g bin. There is some 417 

overprediction bias (negative residuals) for weaker motions, which may be caused by an 418 

under-prediction of damping.  419 

● The models, to varying extents, exhibit an abrupt transition in residuals at a spectral 420 

periods around 0.8s to 1.0s for PGAb < 0.1g, and around 1 to 3s for PGAb > 0.1g. This abrupt 421 

change occurs at spectral periods near the site period, which is shorter for PGAb < 0.1g 422 

and longer for PGAb > 0.1g. Model 6, using EL with rate-corrected shear strengths, exhibits 423 

over-prediction bias at short periods and under-prediction bias at periods longer than 424 

about 1.5s. The short period overprediction bias occurs because the flat, short-period 425 

plateau has an amplitude that is high relative to observations; this likely occurs because 426 

the over-predicted site resonance is controlling the short-period oscillator responses.  427 

CONCLUSIONS 428 

Site-specific analyses of earthquake ground motions will often include the use of non-ergodic 429 

site terms based on 1D ground response modeling. Such analyses are recommended for soft soil 430 
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sites where strong input motions can lead to significant nonlinearity, which in turn is thought to 431 

necessitate the use of NL, as opposed to EL, methods of analysis (Matasovic and Hashash, 2012; 432 

Stewart et al., 2014; Kim et al. 2016). Previous research has shown that NL and EL analyses 433 

produce different results for highly nonlinear conditions, but very little data from field downhole 434 

arrays exists to validate analysis results. This research addresses that knowledge gap by 435 

comparing 1D ground response simulation results with data from centrifuge modeling of soft clay 436 

subjected to strong base motion that induced large shear strains (> 10%), resulting in shear failure 437 

of the soil. A range of ground response simulation types were utilized to investigate sensitivity to 438 

modeling approach (NL vs EL), the manner by which shear strength is represented in the soil 439 

backbone curve, rate-correction of shear strength and stiffness, and NL modeling platform 440 

(DEEPSOIL versus OpenSees). 441 

The undrained shear strength of the San Francisco Bay mud utilized in the centrifuge models 442 

was found to scale strongly with strain rate (̇). Monotonic shear strength was found to increase 443 

approximately 13% per log cycle of ̇, which produces strength increases of about 80% for the 444 

centrifuge models, where peak strain rates were as high as 6600%/s. The measured strain rate 445 

influence is specific to the Bay Mud tested in this paper, and is more pronounced than for lower 446 

plasticity clays (e.g., Lefebvre and LeBoeuf 1987, Sheahan et al. 1996). Engineers are encouraged 447 

to use judgment in extrapolating these observed rate effects to other types of clay. 448 
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Utilizing strain-rate-compatible profiles of undrained shear strength and stiffness was crucial 449 

for obtaining accurate ground response predictions. Under-predictions of shear strength, either 450 

by ignoring shear strength in the development of backbone curves or failing to make appropriate 451 

rate adjustments, substantially reduced predicted pseudo-spectral acceleration (PSAs) of surface 452 

ground motions. Those reduced PSAs fall below observations, thus confirming previous findings 453 

that shear strength needs to be considered in the development of backbone curves (Yee et al., 454 

2013; Zalachoris and Rathje 2015) and that shear strength and stiffness parameters require rate 455 

adjustment. Strength and stiffness are often assigned values lower than their median estimate in 456 

design applications based on the assumption that under-estimating these parameters is 457 

conservative. The opposite was found to be true in this study; under-estimating undrained 458 

strength and stiffness resulted in a corresponding under-estimation of ground motion. We 459 

therefore recommend that engineers utilize unbiased estimates of strength and stiffness and 460 

apply corrections for strain rate effects in their site response calculations. One point of departure 461 

between our findings and those of some others using vertical array data (Zalachoris and Rathje 462 

2015; Kaklamanos et al. 2013), is that those previous studies found that ground response 463 

simulations under-predict surface motion when the input shaking intensity is high. It is unclear 464 

the extent to which rate effects were considered in those studies; as shown here, consideration 465 

of such effects tends to increase predicted ground motions at periods smaller than the site 466 

period. 467 



27 

 

When rate-corrected undrained shear strengths were used, EL simulations overestimated 468 

PGA by almost a factor of two, whereas NL simulations (both GQ/H and ARCS models in 469 

DEEPSOIL) were reasonably accurate. Based on these simulation-data comparisons, we concur 470 

with recommendations from previous research recommending NL modeling over EL when large 471 

strain conditions are encountered (Kim et al., 2016; Kaklamanos et al., 2013, 2015; Zalachoris and 472 

Rathje, 2015). Note that EL simulations under-predicted short period ground motions when 473 

monotonic undrained shear strengths were used. 474 

Ground motion residuals exhibit an abrupt transition at spectral accelerations near the site 475 

period, and residuals for all of the nonlinear models at spectral periods beyond the site period 476 

were all reasonably consistent and close to zero. This is an indication that ground response 477 

analysis procedures are most appropriate for modeling ground motions shorter than the site 478 

period. Under field conditions, amplification of ground motions longer than the site period may 479 

be controlled by other factors, such as basin geometry, and velocity structure below the base of 480 

the ground response models. Caution should be used when interpreting long-period 481 

amplification from ground response analysis simulations. 482 
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Table 1. Configuration of six models analyzed in this study. 598 

Model NL or EL Modeling 
Platform 

Constitutive 
Model 

Yee et al. (2013) 
Strength Correctiona  

Rate 
Correction 

1 NL DEEPSOIL GQ/Hb No 1.00 
2 NL DEEPSOIL GQ/H Yes 1.00 
3 NL DEEPSOIL GQ/H Yes 1.82 
4 NL DEEPSOIL ARCSc Yes 1.82 
5 NL OpenSees PIMY/PDMYd Yes 1.82 
6 EL DEEPSOIL NA Yes 1.82 

a The Yee et al. (2013) rate correction was applied to the Darendeli (2001) modulus reduction 599 

curve. 600 
b Groholski et al. (2016) 601 
c Yniesta et al. (2017) 602 
d Elgamal et al. (2003) 603 
 604 
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Figure 1. Properties of centrifuge model AHA02 showing (a) stress history, (b) shear wave 
velocity, and (c) monotonic undrained shear strength. Modified from Afacan et al. (2014) 

Figure 2. Normally consolidated strength ratio of Bay Mud as a function of shear strain rate. 

Figure 3. Profiles of implied, measured, and rate-adjusted shear strengths. Depth in prototype 
units. 

Figure 4. Illustration of Yee et al. (2013) curve-fitting procedure to obtain a desired shear 
strength. The backbone curve is plotted with shear stress normalized by monotonic shear 
strength at a strain rate of 0.08%/s. 

Figure 5. Modulus reduction (a), backbone (b) and damping ratio (c) curves predictions for the 
GQ/H (Groholski et al. 2016), Pressure Independent Multi Yield (Elgamal et al. 2003) and Axis 
Rotation Cubic Spline (ARCS) (Yniesta et al. 2017) models. 

Figure 6. Pseudo-spectral accelerations (5% damping) and spectral amplification factors for (a 
and d) small, (b and e) medium, and (c and f) high intensity Rinaldi Receiving Station ground 
motion for Models 1, 2 and 3. 

Figure 7. Profiles of measured and predicted peak shear strain for (a) small, (b) medium, and (c) 
high intensity Rinaldi Receiving Station ground motion for models 1, 2, and 3. 

Figure 8. Measured and computed PSAs (5% damping) and amplification factors for (a and d) 
small, (b and e) medium, and (c and f) high intensity Northridge Rinaldi Receiving Station  
ground motion. Predictions for DEEPSOIL (Model 3), ARCS (Model 4) OpenSees (Model 5) and 
DEEPSOIL-EQL (Model 6). 

Figure 9. PSA residuals vs oscillator period for weak and moderate/strong groups of input 
motions for the six simulation types from Table 1.   

 

Figure Caption List




