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Abstract 

FIXEo'-NODE QUANTUM MONTE CARLO FOR MOLECULES*§ 

Peter J. Reynoldst and David M. Ceperley~ 
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Lawrence Berkeley Laboratory, University of California 

Berkeley, California 94720 
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. Wil fi am A. Lester, Jr. § § 
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" 

The ground-state energies of H2, :iH, Li 2, and H20 are calculated 

by a fixed-node quantum Monte Carlo method, which is prese~ted in 

detail. Fo~ each molecule, relatively simple trial wavefunctions, 

1fT' are chosen. Each '¥T consists of a single Slater determinant­

of molecular orbitals multiplied by a product of pair-correlation 
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;; 

(Jastrow) functions. These wavefunctions are used as importance 

functions in a stochastic approach that solves the Schroedinger 

equation by treating it as a diffusion equation. In this approach, 

'liT serves as a "guiding function" for a random walk of the electrons 

through configuration space. In the fixed-node approximation used 

here, the diffusion process is confined to connected regions of space, 

bounded by the nodes (zeroes) of 'liT. This approximation simplifies 

the treatment of Fermi statistics, since within each region an elec-

tronic probability amplitude is obtained which does not change sign. 

Within these approximate boundaries, however, the Fermi problem is 

solved exactly. The energy obtained by this procedure is shown to be 

an upper bound to the true energy. For the molecular systems treated, 

at least as much of the cor~elation energy is accounted for with the 

relatively simple 'liTis used here as by the best configuration 

interaction calculations presently available. 

" 

., .... 
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1. Introduction 

Accurate calculations of molecular properties such as binding 

energies, bond strengths, charge distributions, and fotential energy 

surfaces are an important goal of quantum chemistry. Most approach~s 

in use today for such calculations involve some compination of the 

multi~configur~tj9n self-consistent-field and configuration interaction 

(CI) methods,l or involve many-body perturbation theory.2 In this 

paper, however, we use a quantum Monte Carlo scheme which in principle 

can give exact results. 

CODfigurationinteraction wavefunctions, for example, have been 

able to account typically for about 75% of the correlation energy3 of 

a molecule such aswater. 4 However, much interesting chemistry 

occurs on an energy' scale of only a fraction of the correlation 

energy. For example; the O-H bond strength in water is about 50% of, 

the correlation energy. Thus, the ground-state energy computed using 

large CI wavefunctions differs from the exact (non-relativistic, 

Born-Oppenheimer) energy by an amount on this same order of magnitude.-

Furthermore, it can,be difficult to improve CI results because 

convergence to the 'exact result is slow and can be non-uniform. 5 An 

additional limitation ,with CI is that the computational effort 

increases with somewhere between the fourth and fifth power of the 

number of electrons in the molecular system, effectively restricting 

the size of molecules the method can treat. 

A direction that shows promise, and avoids the inherent limitations 

of expansion approaches~ is the use of quantum Monte Carlo (QMC) 

methods. 6- 18 These methods were developed and ,used primarily in the 
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fields of huc1ear and condensed matter physics. Only recently have 

chemical calculations by QMC methods been carried out. 11 ,14,17,18 

QMC methods are of both the variational type,8,12,18 in which the 

Monte Carlo method is used to numerically evaluate expectation values 

obtained from a given (generally optimized) trial wavefunction ~T' 

and of the "exact" type in which the Schroedinger equation is solved. 

In these latter approaches it is not necessary to compute a highly 

accurate wavefunction in order to determine molecular properties. 

Instead, these QMC methods use various procedures to stochastically 

sample the exact wavefunction, ¢(R), of a molecular system, subject -
only to statistical errors. Properties of interest are in effect 

"measured" as the system evolves under the Schroedinger equation. 

When a stationary state is obtained, averages of the measured 

quantities provide the desired expectation values. 

Recent developments in the exact QMC methods include a reduction 

in statistical error10 ,14-17 by use of importance sampling,19 and 

the ability to treat Fermi statisticsII ,14-I7. These developments 

are described here, and have been used in the calculation of the 

ground-state energies of H2, LiH, Li 2, and H20 which we report. 

use a "fixed-node" approximation l5- 17 to treat Fermi statistics. 

We 

This 

approximation may be removed, however, as has been done for the 

homogeneous electron gas. 15 It is employed here because it simplifies 

the calculation, and can be argued on physical grounds as representing 

a very good approximation. A postiori, the fixed-node approximation 

is justified by the results, since this procedure yields accuracies 

comparable to or better than the CI method. Furthermore, in this 

'. 
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stochastic approach the computational time rises only with the second 

power of the number of electrohs in the molecule. 20 

The outline of this paper is as follows. In Section 2, we present 

the stochastic diffusion method for solving the! Schroedinger equation. 

We also discuss importance sampling, the choice of the trial function 

~T' and the fixed-node approximation used to treat Fermi statistics. 

Furthermore~ we demonstrate'that 'the fixed-node approximation retains 

the characte~ of a variational method--i.e., that the calculated energx 

is an upper bound to the true energy. In Section 3 we outline the 
, 

algorithm used for the QMC calculations. We present and discuss results 

for H2, LiH, Li 2, and H20 in Section 4. A summary and conclusion 

comprise Section 5. Finally, the Appendix gives the details of the 
,I 

trial wavefuncti6nsused in this study. 

2. Diffusion Monte Carlo 

A starting point of this approach is to write the Schroedinger 

equation in imaginary time as 

(1) 

Here D ::: "fJ 2/2m , R is the 3N"':dimensional vector speCifying the 
e -

coordinates of the N electrons of the molecule,' t is imaginary time 

measured in units of~, and' 

V'(R) 

2 2 
= L ~ _ L, Za

e 
+ L ZaZs

e 

.. r. . . r. r 
1>J lJ 1,a la a>S as 

( 2) 

is the potential energy of the molecule. Also, rab - I;a-;b I, 
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Roman indices label electronic coordinates, Greek indices label 

nuclear coordinates, e is the electron charge, and Z is the atomic 
a 

number of nucleusa. ET represents a constant shift in the zero of 

energy, whose introduction proves useful. 

The objective is to obtain the solution to the time-independent 

Schroedinger equation. As is apparent, this may be obtained from a 

steady-state solution to Eq.(l). Let us solve Eq.(I) by expanding 

¢(B,t) in a complete set of eigenfunctions ~i(~) of the Hamiltonian, 

and substituting this expansion into Eq. (1). One finds 

where E. are the energy eigenvalues corresponding to the ~.(R). , , -

( 3) 

The coefficients N. depend on the initial conditions. At sufficiently , 
long times, only the term with the lowest energy survives in Eq. (3). 

Hence if No * 0, the asymptotic solution to Eq. (1) is 

¢(R,t) (4) 

If ET is adjusted to be the true ground-state energy, Eo' the asymp­

totic solution is a steady-state solution, corresponding to the ground-

state eigenfunction ~o. If, however, we require explicitly that ¢ be 

orthogonal to ~ , then N =0 in Eq.(3) and the asymptotic solution o 0 

gives the first excited state. 

Equation (1) is a diffusion equation in a 3-N dimensional space, 

and as such may be readily simulated. 11 Here ¢(~,t) plays the role 

• 
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of the density of diffusing particles. If the [ET - V(~)J~ term 

were absent, Eq.(l) would be the usual diffusiOn equation, with a 

diffusion constant 'D--the coefficient 6f the Laplacian. This simple 

equation can be simulated by a random walk of particles through 

configuration sp~ce--the ~ell-known "drunkard's walk". On the other 

hand; if the term [ET - V(E)J~ were present alone on the right-hand 

side, Eq. (1) would be a rate equation, describing branching processes 

such as radi~active decay or exponential birth and death processes in 

a population. Thus, the entire equation can be simulated as a 

combination of a diffusion and a branching process, in which the 

number of diffusers increases nr decreases at a given point 

proportional to the density' of diffusers already there. This 

branching ~erv~s to decrease the probability density in regions where 

V(E) is large, and enhance it in regions of favorable potential energy. 

For the diffusion interpretation to be valid, however, ~ must 

always be positive, since it is a population density. ~ may also be 

everywhere negative,since the overall phase of the wavefunction is 

arbitrary. Thus, at first glance, it seems that the process is 

restricted to functions .0(E) that have no nodes, such as for Bose 

systems in their ground state. If, however, 00 does have nodes, and 

hence changes sign as ina Fermi system, the apparent limitation of 

the diffusion analogy can be dealt with by treating positive and 

negative regions separately. If we do not' allow diffusion between 

theSe regions, we have the fixed-node approximation. Releasing this 

constraint will not be pursued here, but will be the subject of a 

subsequent paper. 
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Importance Sampling 

Solving Eq. (1) by a random-w~lk process with branching is 

inefficient, because the branching rate--which is proportional to the 

Coulomb potential V(R)--can diverge to :1:00. This leads to large 

fluctuations in the number of diffusers, and to slow convergence when 

calculating averages such as <V(~» and hence Eo. However, the 

fluctuations, and hence the statistical uncertainties, can be greatly 
,,' 

reduced10 ,14-17by the technique of importance sampling19 • 

Importance sampling enables one to work with a probability 

distribution other than ¢(R), to obtain the same averages. Anderson14 
, -

has explored several ways of using known properties of the ground state 

to reduce statistical fluctuations. Here, however; we use a simple 

method introduced earlier by Kalos for many-Boson systems10 , since 

this method is most readily general ized to many-electron systems, and 

provides a convenient way of dealing with Fermi statistics. One,simply 
, 

multiplies Eq.(1) by a known trial function, ~T(~)' and rewrites it 

in terms of a new probability distribution f(~,t) given by 

Rearranging terms in the, resultant equation leads to 

Here EL(~) :: H'¥TI'¥T is the local energy obtained from the trial 

function, and FQ(~) :: VR-nl '¥T(~) 12 = 2V'¥TC~)/'¥T(~). The quantity FQ 

(5) 

, (6) 

• 
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plays the role of a "quantum force," as may be seen,from a classical 

analogue. If we equate the quantum mechanical probability distribution 

I'PT 12 with ,a Boltzmann probability e-aU , (thereby defining U), then 

Fa is proportional to the force due to the potential U. In fact, even 

in the quantum case, 'PT is often written as an exponential of a sum 

over pseudopotentials. 21 

Equation (6), which incorporates importance sampling through 'PT, 

is'a diffusion equation for a density function f(~,t). The branching, 

term is now proportional to the "excess local energy" (EL(~) - ET), 

which,unlike the original branching term, with a good choice of 'PT 

need not become Singular when V(~) does. Thus, to control branching we 

need to choose 'PT such that EL is everywhere as smooth as 

Possible. 22 In particular, 'PT should have the correct cusp behavior 

as any two particles approach each other. 23 As 'PT better 

approximates the c~rrect wavefunction, EL(~) will tend to approach 

Eo throughout configuration space. As a consequence, the excess local 

energy becomes independent of E, 'and branchi ng can be greatly reduced by 

a proper choice of ET• 

Also, an additional term DVo(fFa) now appears in Eq.(6). This new 

term acts to impose a directed drift velocity on the diffusion, just as 

a similar term in the Smoluchowski equation24 gives the correction to 

Brownian diffusion in an external potential. In regions of low 

probability--where 'PT(~) is small--one can see that Fa(~) is large, 

and hence any diffusers reaching such a region are driven away. Thus, 

the advantage of Eq. (6) overEq. (1) is that the diffusion process for 

f(E,t) is guided by 'PT (through the force Fa)' so that sampling is 
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performed preferentially in regions where ~T is large. Hence, it is 

evident that importance sampling will be most useful if ~T is a good 

approximation to ~o. In fact, as ~T ~ ~o' EL(~) ~ Eo independent 

of R. Thus, in this case, the variance and hence the statistical uncer--
tainty of <EL> will vanish. In practice, importance sampling with a 

good approximate trial function containing whatever information is known 

about the exact wavefunction--such as the cusp conditions--yields 

averages with much lower statistical uncertainties than can be obtained 

without importance sampling. 

Note that from Eqs. (4) and (5), the asymptotic solution to Eq.(6) is 

f(~,t) (7) 

By adjusting ET one may achieve a steady-state solution where, on the 

average, the branching leads to no net change in the population. The 

value of ET obtained in this way is the energy Eo. Actually, as we 

shall see later, the average <EL>, taken as the electrons diffuse, 

will also yield Eo--even when ~T is approximate. Were it not for 

the branching term, however, this average would be equal to the 

expectation value <~TIH I~T>' since the solution to Eq.(6) would then be 

f= I~TI2. In other words, without branching we would obtain the 

variational energy of ~T' rather than Eo. 

Sampling from the distribution f= I~TI2 is the basis of the 

variational QMC method. 8,12,18 Although, with good choices of ~T' 

the variational QMC procedure can yield accurate results, there is little 

justification in using that method when a minor modification in the 
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stochastic. procedure (i.e. adding the branching term) can eliminate the 

variational approximation. rhus, in the procedure used in the present 

computations it is possible to obtain higher accuracy ·than the 

variational method since'1'r is only the starting point, and branching 

serves to correct the distribution l'1'rl2 in regions where it is 

~oor. We discuss the details of the fixed-node QMC solution to Eq. (6) 

and the calculation of Eo in Section 3. First, we discuss our choice 

of '1'r' and the problem associated with Fermi statistics. 

Choice of '1'r 

As discussed above, the role of '1'r(~) in the fixed-node QMC method 

is that of a guiding function for importan~e sampling. As such, its role 

is primarily in variance reduction--i.e. a better '1'r leads to smaller 

statistical errors for the same amount of sampling. rhus, in attempting 

to reduce the statistical error there is a tradeoff between using a more 

elaborate form for '1'r (which generally takes longer to compute) and 

using a simple '1'r (which must be sampled more times). In the 

fixed-node approximation, however, '1'r also determines the location of 

the nodal surfaces, where the approximate00(~) must vanish. How well 

the nodes are represented will determine how close to Eo one can 

ultimately come. Once the nodes are established, however, the choice of 

'1'r affects only the variance and not the expectation value of the 

energy. In this paper the optimum mix of simplicity and accuracy in 

choosing '1'r has not been investigated. Instead, several simple forms 

for '1'r are used to minimize the time necessary for computing the trial 

function and its derivatives. rhe choices are specified in the Appendix. 
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In the cases treated here, molecular orbitals ~ ar~ formed from 

linear combinations of atomic ~later-type orbitals (LCAO), or are 

Gaussian-like orbitals localized to the vicinity of a single nucleus. 

These in turn are used to form a Slater determinant with the symmetry of 

the ground state. To allow explicitly for electron correlation in the 

wavefunction, the determinant is multiplied by a Jastrow pair-correlation 
21 L .. ' 

factor of the form exp( .. U .. ) where U .. = arlo ./(1 + br .. ). This , J , J , J J,' J 
Pade form is the simplest function having the desired properties, that 

Uij be linear in rij at small rij to satisfy the cusp condition23, and 

that Uij approach a constant + O(1/rij ) so that the wavefunction factors 

at large r ij • Thus, 

~T(~) = detID~~ I detID~~lexp(~ UiJ·) . , >J 

where25 D~~ = 1I1«;~;s), s is the spin state, and 111< is the kth 

molecular orbital. Trial wavefunctions of the form (8) have been 

shown to be quite reasonable in variati~nal calculations. 18 ,26 

( 8) 

The cusp condition on the wavefunction, necessary for cancellin~ 

the singularity in V(~) when two particles approach the same position, 

fixes the value of a in the Jastrow factor 23 ; the variable b, and 

the parameters in the Slater determinant, may be adjusted by a 

variational QMC procedure, toe achieve the lowest energy. More 

sophisticated Pade approximants for U .. may also be used. However, , J . 

since the Jastrow factor is always positive, any such adjustments 

will not change the nodes of ~T. Thus, adjustment of the Jastrow 

factor alone can only affect the variance of the energies obtained by 

the method presented here. 

... : .. 
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In addition to trial functions constructed from Slater-type 
" .' 

orbitals, we have also tried a significantly different trial function 
. ,. . '~ 

II'" 

which~ for some m6lecules, offers the possibility of higher accuracy 

and greater computational speed. The molecular orbitals, instead of 

being of the LC~O form--where each atomic orbital may have a different 

center--are instead each localized about one center. Different 

molecular orbitals may, however, have different centers. These 

molecular orbitals have the form 

(9a) 

where 
... 
ck' wk' and vk are variational parameters. A Slater determi-

nant is t~en formed from these orbitals. The full trial functinn, in 

addition to having the product of the Slater determinant with an 

electron-electron correlation factor, as in Eq.(8), also has an 

electron-nuclear Jastrow factor to satisfy the cusp condition when 

ria~O. E~plicitly, thii ~rial functiori has the form 

'" a .. r .. 
=' det ID~R,I ~det'I.D~il exp[ ~ '1 ~\;~. 

l>J lJ 

where a·· lJ = e2/8D if ij are like spins, 

e2/4D if ij are unlike spins, .. , , 

",Z a. r. 
-L_/ a la la 

. 1 + br. 
1, a 1 a 

2 and a. = e 120. The parameter b in the three cases may be la ' , 

] , 

written in terms of a single parameter s as . b = (a/s)1/2, where 

is either ~ij or aia • 

we have used are given in Table AIV in the Appendix. 
' ..... \ 

(9b) 

a 

A trial function of the form of Eq.(9) has built into it a number 

of desirable properties: 
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a) It contains the correct cusp conditions for both like and 

unlike electron spins. It is not generally realized that the cusp 

conditions for these two cases are different because of the presence 

of the determinant. 

b) I~ also contains the correct cusp behavior as the 

electron-nuclear separation r. becomes small. Since li1k(;) is 
la 

quadratic in ~ at the origin, the determinant does not affect the 

cusp behavior. Therefore, if the nuclear positions change by a small 

amount it does not become immediately necessary to re-optimize the 

determinant, since the trial function will change in such a way that 

the electron-nuclear cusp is preserved. 

c) For two separated, closed-shell molecules (A and B), the 

wavefunction will naturally have the form 

(10) 

. where ~A and ~B are the electronic coordinates of molecules A and B, 

~V(~) is the potential energy of interaction of molecule A with B, and 

a=a/b2• This form is reminiscent 'of that obtained in the Hylleraas­

Hasse variational treatment of intermolecular forces. 27 

d) If the Jastrow factor is dropped and vk is set to zero, these 

orbitals become floating spherical Gaussians (FSGO). However, the 

complete trial function is s~perior to one constructed from FSGO's, 

primarily because of the correlation factors. 

e) Thiswavefunction can be applied more efficiently in QMC 

approaches to large systems, e.g., containing up to 250 electrons28 • 

In such large systems, trial functions made with "localized" orbitals, 

such as those given by Eq. (9), will be computationally more efficient· 
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than ones formed from "delocalized" orbitals, such as LCAD, s~nce in 

the former case sparse matrix algorithms may be used to. calculate the' 

Slater determinant and its inverse matrix. Matrix manipulation for 

large systems is the most time~consuming step. 

f) Finally, the parameters in this trial function are much simpler 

to interpret physically. Thus, one should be able to understand ,how 

they will change as a molecule is distorted. At large separations, B 

can be related to the po 1 ari zabi 1 ity, and v*, the maximum value of 

vk' is 11'/21, where I is the first ionization potential. 

) 

Fermi Statist ics 

The diffusion equation formulation requires that the density of 

diffusers be non-negativ~. In Eq.(1) this required that ¢(R,t)., and 
.' -

hence. (R). either had no nodes--leading to a Bose ground state~-or' 
o -

that we could treat the positive and negative regio'1s of '.0 
separately. In Eq. (6), on the other hand, it is f(~,t) = 

~(~) ¢(~,t) that must not change sign. Thus, if ~ were to have 

the exact nodes of the ground state, one could treat the Fermion system 

immediately and exactly, since f would never change sign. 

Unfortunately, very little is known about the exact location of the 

nodes in molecular systems. 29 From symmetry one can only determine 

points on the n~dal surface. ~evertheless, an exact simulation of 

Eq. (6) by QMC methods is possible. 15- 17 However, 'in this paper we 

deal with Fermi systems by employing the simpler fixed-node 

approximation: we solve Eq. (6) in each nodally bounded volume of ~T 

separately, with the boundary condition that ¢(R,t) = D at, and only 
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at, the boundary of this volume. 30 In terms of the description of 

diffusion with branching, this means that when a configuration diffuses 

to the boundary, it is killed. The diffusion process thus leads to the 

lowest energy solution with no internal nodes (i.e., the Bose ground 

state in such a bounded system) for each nodally bounded,region of 

~T. The approximate ground state is then taken as the anti symmetrized 

4>(!!) , obtained by permutation "reflections" of the asymptotic 4>(~) in 

the nodal region having the lowest energy. We show now that the energy 

expectation value, calculated with the approximate density f(!) = 

~T(~)4> (~) is an upper bound to the true ground-state energy. 

Variational principle for the fixed-node process31 

- In this section we discuss the relationship between the fixed-node 

energy and the Fermion ground-state energy E. Let ~he trial o 

function ~T(~'s) be antisymmetric in both the spatial variables r 
. and the spin variables s. Further, let v be the connected volumes a 

in 3N-dimensional space bounded by the nodes 0f ~T' obtained for some 

arrangement of spins so.32 In each of these volumes there is a 

unique ground-state eigenfunction 0 (R,s) with eigenvalue Ea' 
a --

which satisfies the equations 

I 
H0 (R, s) = £ 0 (R, s) 

a -- a a --

0a(~'S) ~T(~'s) > 0 

REV 
-- a 

, 

(lra) 

and 
o (R,s) = 0 

a -
(lIb) 

• 
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The fixed-node procedure solves this problem exactly in each volume 
, --

element [i.e., ¢(~,t) ~0a(8.,So)]. However, each of the eigenvalue,s 

Ea is an upper bound to the Fermion energy Eo' since for each a one can 

define an anti symmetric function 

" ~ P o (R,s) =~(-) 0 (PR,Ps) 
a - p a-

(12) 

whose variational energy is 

(13 ) 

Here P represents a permutation of the electrons. The approximation 

to 0
0 

in Eq. (12) has the nodal structure of '1'T. The probability 
" 

density f a(~) = 0a(~)' 'l'T(~) ,is thus always non-negative, as 

desired. 

There are two 'important points to note in this proof. 

is not identically zero. This can be seen because any permutation 

which maps REv back into v must be even (otherwise v would contain . - a. a ., a ' 

positive and negative regions of '1'T)' and hence. the terms in the sum in 

Eq. (12) must be all of the same sign. Thus, 0 cannot be zero inside 
a 

" 
v. Second, 0 may have a discontinuous gradient at the node, and 

a a 

consequently the Laplacian in the Hamiltonian of Eq. (13) could contain a 

delta function there. However, such a delta function would not 

contribute to the integral since 
A 

o is zero at the boundary. 
a 

In the fixed-node process, we attempt to populate as many of the 

volumes v as possible. By EqL .(3), the trial energy necessary to 
a 

hold the population of walks asymptotically constant will be given by 

Em:: m~n (E a), where a ranges over those volumes initially populated. 
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This energy is clearly also an upper bound to E. Thus, ~t large times, o 
the average value of the local energy will equal £ : m 

(14) 

where 

(15) 

and c is a non-negative constant proportional to the initial population a 

of va' The best upper bound (for a given ~T) will be obtained if all 

of the volumes v have been populated. For the true nodes, all these 
a 

volumes will have the same energy, and it will be irrelevant hm'l we choose 

the initial ensemble. In fact, no dependence on the initial ensemble has 

been discovered for the ~olecular systems treated here. 

3. Monte Carlo Solution 

To obtain the asymptotic distribution foo(~), which is a solution 

to Eq. (6), we begin with an arbitrary initial distribution f(~,O)-­

for example, one randomly generated, or one given by I~T(~)12 from an 

earlier variational QMC simulation. The time evolution of f(R,t) is 
'" 

given by 

f(R',t + T) = jd~ f(~,t) G(~ ~ ~I, T) (16) 

where the Green's function 33 G(R~R',T) is a transition probability for 

moving the set of coordinates from ~ to ~I in time T. Thus G is a 

solution to the same differential equation, Eq. (6), as f, but with the 

boundary condition G(~~~I,O) = 6(~'-~). 

.. 

.. 

• 
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For short times T we may assume that both the local energy and the 

quantum force are constant, independent of~. Then an approximate 

Green's function solution to e'quation (6) is 

G(8. ~ 8.', T) 
-3N/2 -T{[EL (B,)+EL (B,') ]12-ET } -[8.'-B,-OTFQ(!~) ]2/40T 

= (4wOT) e e 
• (17) 

. This Gaussian probability distribution has a mean which drifts with a 

velocity DFQ, and a width which spreads with time as VT.. This 

distribution is used to move the electrons. The exponential prefactor 

of the Gaussian grows or diminishes depending on the relative 

magnitude of EL and ET• This change in normalization results from 

th~ branching term in Eq. (6). It is carried out by creating or 

destroying entire electronic CODfi9urations with a probability such 

that the average number of configurations in the next time step is' 

exp(-T{[EL(~) + EL(~')]/2 - ET} ). 

Thus to obtain a Monte Carlo solution to Eq. (6)~-that is, to find 

the asymptotic distribution f(R,t)--one needs only to apply Eqs. (16) .-
and (17) repeatedly for small T, until t is sufficiently large. Once 

the equilibrium distribution for f is obtained, one may take any 

desired aver~ge over the configurations. The explicit algorithm 

follows: 

(0) Before beginning the computation, one must choose ~T(~). 

As discussed earlier, a trial function which is compact and concise, 

yet relatively accurate, is ideal [cf. Eqs. (8) and (9)]. 

Optimization of the parame~ers in ~T may have been carried out in 

previous variational QMC runs, or in a self-consistent-field or a 

Hartree-Fock calculation. 



-18-

The initial probability density f(~,O) must also be chosen. To 

increase the speed with which f(~,t) approaches its asymptotic, 

steady~state solution, we usually choose f(~,O) = I'l'T(~) 12 •. 
However, any initial choice of f is acceptable, as long as the overlap 

of ~(~,O) = f(E,O)/'l'T(R) [cf. Eq. (5)] with the ground-state 0
0 

is 

non-zero. 

In order to compute'l'T' FQ, and ET efficiently, the inverse 

of the Slater matri~ is initially computed. 12 Later in the 

algorithm, as electrons are moved, this inverse is updated. The first 

and second derivatives ·of 'l'T' needed tp evaluate FQ and Ep can 

then be obtained readily as scalar products. 

(1) Initialize a set of Nc confi~urations of coordinates ~, 

(the "list" ), with the electrons in each configuration distributed 

with a probabil ity density f(R"O). Typically N ~ 100-500. If c 
f(E"O) = I'l'T(R,) 1

2, the initial list may be generated by choosing 

configurations produced in a variational QMC simulation. 

(2) Pick a configuration from the list--assume the next one is 

the ~ one. The electrons in this configuration, will be moved, 

one at a time, by letting them diffuse independently for a time T, 

according to the Gaussian part of the transition probability G(~~~I,T). 

If the current electron is the 5th electron in configuration m, it is 

moved to rtf. Eq~ (17)] 

r I. (m) = r. (m) + 0 TFQ (r . (m)) + X 
J J J 

where r~m), the three-dimensional coordinate of the electron 
J 

being moved, is the jth component of R; X is a three-dimensional 

(18) 

." 
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Ga~ssian random variable with a mean of zero and a variance of 2DT; 

and 0 = ~2/2m is the diffusion constant. The tim~ ste~ T is e 
chosen empirically by determining when decreasing T no longer ~ffects 

the results within resolution of thestafistical'uncett~inty~ ·T6'~~ 

correct for the effect of the,finite time step systematically, 'one, 

should-extrapolate the results obtained for a sequence of decreasing 

values of T. We have performed detailed studies of the time-step 

dependence of the energy' only fo~ the H2 molecule. In Fig. (1) we 

show the results obtai ned. The two curves are E = E + A. Ti /2 o , , 

for i=l, 2. Here Eo is the exact H2 energy, and the Ai are 

determined by least squares fits to the data. The coefficients Ai 

will vanish as ~T approaches the exact ground-state wavefunction. 
"" ... ~; l ~ 

These forms for the T dep.endence of E were chosen because the 

corr~'ctions t~ Eq. (17) go as powers of T1/2. In both cases, a x2 

test shows that the Monte Carlo results are consistent with an 

extrapolation of E to E. In practice, we have found that choosing o 
T small 'e~'ough that the rejection ratio, in step (3) 'below, .i~ ;ess 

than 1% makes the systematic error due to the time step smaller than 

our statistical errors (cf. Fig. 1). Typically, we chose T=O.003 

h-1 for the water molecule, and T=O.005-0.015 h-1 for the other 

molecules. The time-step error may also be eliminated by use of 

Green's function Monte Carlo method. 13 

If electron j crosses a node (e.g. as a result of the finite T in 

the simulation) th~ entire configurati6ri is eliminated from the list. 

(This forces' (R) to vanish on the other side of the node, 
a~ 

satisfying the boundary condition (lIb); thus the Schroedinge~ 
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equation is solved in each nodal volume separately.) If this is the 

case, go back to the begin~;ng of step (2) and pick the next 

configuration. Otherwise, go on to Step 3. 

(3) After electron j is "moved" according to Eq. (18), accept the 

move with a probability 

where 

A(R~R',T) - min (1, W(R',R)), 
.............. ....... ....... 

W(R',R) _ -- --
'¥T 2 ( ~ I ) G ( ~ I ~ 'i, T) 

'¥T2(~) G(~ ~ 'iI, T) 

(19) 

(20) 

and G is given by Eq. (17). This step would be unnecessary if G were 
-

the exact Green's function, since W(~I,'i) would be unity. This can be 

seen by writing the exact Green's function in its eigenvalue expansion. 

The approximate Green's function of Eq. (17) becomes exact as T ~ 0, 

except perhaps at ria = O. For finite T, however, when G is only 

approximate, the acceptance/rejection procedure of this step 

nevertheles~ guarantee~ detailed balance in our operational Monte 

Carlo transition probability G(~ ~ 'i1,T) A(~ ~ ~I,T): if this 

expression replaces G in Eq. (20), W is again unity.34 This step 

guarantees that as '¥T ~ 0
0

, the correct distribution, 10
0
12, will be 

sampled for any T, no matter how large. 

(4) After all N electrons in the current configuration, m, have 

been moved once, advance the time associated with this new 

configuration ~I by T. Calculate EL(~') and other quantities of 

interest. 

.. 
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(5) Calculate the multiplicity Mm (the branching probability) 

for configuration m, from the exponential prefactor of the Gaussian in 

Eq. (17). Explicitly, 

(21) 

Note that the actual time that the electrons have been drifting and 

diffusing is slightly shorter than L due to rejections in step (3)., 

The mean-squa~ed distance the electrons would diffuse in time T is 

2 <r > = 6DL (22) 

However, due to rejections, they only diffuse by24 

2 
<r accepted> =.6DLa (23) 

This equatinn defines La used in Eq. (21). Combining Eqs. (22) and (23), 

2 
<r accepted> 

La = 2 
<rtotal> 

After computing (21), place Mm copies of the new ~6nfig~ration 

~,(m),'bac'k into the list of molecular configurations. If Mm is 
, 

(24) 

not an integer, treat the remainder i~ a probability: choose a random 

number ~ between 0 and 1; if the remainder of'Mm is greater than 

e, round M up. This rounding can be achieved simply by using the m 
; nteger . 

M =; nt (M +~) m m (25) 
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instead of Mm. It is easy to see that <Mm> = Mm' and hence the 

density of random walks at the point R will be gi'ven by Eq. (17) • ..... 

Note that if Mm = 1, the total number of configurations in the list 

is unchanged, while if M = 0 the ~ configuration is not m 

returned to the list. 

(6) 

by M • 
m 

If M ~ O~ weight EL(R') and other quantities of interest m ..... 

(7) Repeat (2) through (6) until all extant configurations have 

reached a target time ttarget. We generally choose ttarget to be 

on the order of a few atomic units (inverse hartr~es). 

(8) Calculate the, weighted mean <EL(~'» as an estimator of the 

"ground-state" energy Em [cf. Eq.(14-)]. This average is the 

expectation value of EL = HIJ'T/IJ'T sampled from the distribution 

f (R). Also calculate other desired averages. 
00 ..... 

(9) Use the cummulative estimate of <EL> to update the'.trial 

energy Er For better convergence, we mix this estimate with the 

old ET,so that (ET)new = [(ET)old + <EL>J/2. If ET = Em' 

asymptotically the number of configurations in the ensemble remains 

constant [cf. Eq. (4) noting Ref. 30J, and thus <Mm> = 1. 

(10) "Renormalize" the number of configurations to the initial 

list size, N , by either randomly elimininating or copying from the c 
existing list of configurations. Reset the time counter to zero in 

all configurations. 
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This step completes one "block". The size of a block is 

determine~_ by Nc' and the target timettarget. On the one hand, 

one should choose both of these as large as possible to avoid, 

introducing a bias in the renormalization procedure, and to minimize 

the statistical correlation between blocks. Yet, on the other hand, 

one wants these quantities small enough that in the available 

computing time there are a large number of blocks to average over, and 

with which to compute v~riances. 

{II) -Repeat steps (2) through (10) until there is no systematic 

trend reflected in the single block and grouped averages of <EL> and 

other qu~ntities. At this point steady-state has been reached, and all 

traces of the initial conditions are gone. 

(12) Reset all cumulative averages. Repeat (2) through (10) until 

the variance in <EL> has reached the desired level. 

4. Results and Discussion 

We have used the QMC algorithm described in the previous section to 

calculate the ground-state energies of H2, LiH, Li 2, and H20. The 

results presented here are obtained for three different types of 

importance function '1'T: A Jast"row electron-electron pair-c'orrelation 

function multiplied by a Slater determinant of molecular orbitals 

constructed from (1) a minimal basis set of Slater-type atomic orbitals, 

(II) a somewhat enhanced basis set and/or an optimized version of (I), 

and (III) localized Gaussian-like orbitals. These importance functions 

were described in more detail in Sec. 2 [cf. Eqs. (8) and (9)J~ 

Impo~tance functions of type III contain a spin-dependent 
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electron-electron Jastrow factor, and are multiplied by an additional 

electron-nuclear Jastrow factor. 

The values of the parameters used for 'l'T are given in the 

Appendix. The total energies corresponding to these choices are 

presented in Table I. For each molecule, we compare the fixed-node QMC 

ground-state energy with the Hartree-Fock energy, the best CI 

calculation, and the "exact," cla~ped (i.e. fixed-nuclei or 

Born-Oppenheimer), non-relativistic result. All our numbers are 

presented in atomic units,45 in which e2 = ~2/me ~ 1. In 

addition, to gain an appreciation for the quality of each 'l'T by itself 

(without the fixed-node procedure) we give the results obtained with 

the same 'l'Tls used as variational trial wavefunctions rather than as 

guiding functions. For this comparison, the variational energies have 

been calculated with the same set of parameters as used in the fixed­

node QMC calculation. For most of these wavefunctions, the parameters 

have only been partially optimized, both to save computer time, and to 

demonstrate the strength of the fixed-node procedure. 

The difference between the variational QMC results and the exact 

results is due, of course, to the inexactness of the trial wavefunction 

'l'T. The statistical error bars have nothing to do with this 

difference, but only measure how accurately the variational energy of 

'l'T has been obtained. This statistical uncertainty (standard 

deviation) is inversely proportional to the square root of the number 

of independent averages, and thus may be reduced by making more or 

longer computer runs. The difference between the fixed-node QMC 

results and the exact results is, on the other hand, due solely to the 

.. 
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approximation made in forcing the ground state to have the approximate 

nodes of 'T. Again, the statistical error bars measure only the 

uncertainty in the measured quantity--this time the ground-state 

energy of the functions 0 (cf. Sec.2). Numerically, the fixed-node 
a 

approximation is quite good. For a given 'T' a fixed-node QMC 

calculation is much superior to a variational QMC calculation, gaining 

approximately 90% of the energy missing in the variational treatment. 

In fact, the fixed-node procedure may be thought of as a stochastic 

method of "correcting" the variational wavefunction 'T through the 

branching process described by Eq. (6). Thus, the variational result 

obtained with'T is only the starting point for the fixed-node 

calculation •. 

For H2, where the ground state has no nodes--since there is only 

one electron in each spin state--the fixed-node QMC results are exact, 

except for the time step error (cf. Fig. 1) which can be eliminated. 

The only remaining uncertainty is statistical. On the other hand, the 

same trial function (e.g. 'I) used variationally rather than as a. 

guiding function, although better than Hartree-Fock, gives only 50% of 

the correlation energy. For LiH, the three .trial functions, used as 

variational wavefunctions, range from considerably worse than 

Hartree-Fock to considerably better (achieving approximately 60% of 

the correlation energy). Note, however, that in each case--regardless 

of the quality of the starting 'T--the fixed-node calculation brings 

the result almost 90% of the way from the vari~tional result to the 

exact result. Similarly,for Li 2, 'I starts off worse ~han 

Hartree-Fock, while 'II and ~III already achieve variationally 22% 
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and 62% of the correlation energy re~pectively. Just as for LiH, for 

all three trial functions, the fixed-node QMC achieves an additional 

90% of the energy difference betweeri the va~iationa1 starting point 

and the exact result. For H20, however, the quality of neither of 

the two trial function~ used is especially good. Variationally, 'I 

is worse than Hartree-Fock, and 'II is only about 17% better than 

Hartree-Fock. Nevertheless, using the fixed-node QMC with these trial 

functions, almost 8~/' of the energy difference between the variational 

and exact energies is obtained. We have, however, been unable to 

effectively optimize 'III for water. 

Considering the simplicity of our trial functions, it is perhaps 

remarkable that variationally we obtain with 'III about 2/3 of the 

correlation energy for H2, LiH, and Li 2• Neverth~less, applying 

the fixed-node procedure with 'II is better still, and yields 

between 95% and 100% of the correlation energy, although presently 

with a statistical error of about 2% of the correlation energy. For 

these molecules, the results obtained with 'III appear to be 

somewhat superior to these obtained with the LCAD-type functions ~ 

and 'II. The chi ef drawbacks appear to be the diffi culty in 

optimizing the parameters In 'III for larqer molecules, such as 

H20, and in using spherical orbitals to represent directional bonds. 

We note that for all the molecules treated here, the fixed-node 

procedure appears to obtain a fairly constant fraction of the energy 

that the variational wavefunction misses. Thus even the simplest 

trial function, 'I' is able to achieve from 50-90% of the 

... ,', 
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correlation energy. Furthermore, the fixed-node procedure with our 

best choice of 1fT does at least as well as CI pre'sently does. As is 

clear from Table I, the results improve by choosing better 'fT'S, 

since in general these will more accurately represent the nodes of the 

.true wavefunction. Thus there i~ potential for still higher absolute 

accuracy, in addition to the reduction in statistical error which may 

be achieved by running longer. Finally, by release of the fixed-node 
, . 

constraint it should be possible to achieve 100% of the correlation 

energy, even for the simplest trial functions. This will be the 

subject of a future paper. 

Thus far we have used only a few hours of computer time per 

molecule on a CDC 7600. There is, however, no fixed amount of 

computer time that ,is necessary; more or less can be used. The effect 

of a longer run is to increase the precision with which the computed 

averages, such as the energy, are known. The error bars obtained are 

the standard deviations of the mean. By running as long as we have, 

we have reduced these error bars sufficiently that for each 'fT the 

effect of the fixed-node approximation becomes visible. The 

approximation manifests itself when the statistical error bars do not 

encompass the exact answer. For H2, however, where there is no 

approximation, redUction of the statistical error will give the exact 

answer more and more precisely. 

It is also of interest to inquire whether this approach is 

applicable to nuclear separations away from the equilibrium 

configuration. The QMC procedure applies equally well in this case, 

and in Table II we present some resu]ts for the the ground-state 
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energy of Li2 at a few different nuclear separations. Note that we 

use the same importance function--with the same parameters--for all 

nuclear separations. Although this choice is not optimal, pointwise 

agreement with the exact results ;s nevertheless quite good. However, 

the estimates for the energy are statistically independent and thus 

have separate error bars. This is troublesome for an accurate 

calculation of potential energy surfaces. However, work is in 

progress on a differential QMC scheme, which would eliminate this 

problem and give more accurate relative energies than is possible from 

separate calculations of the absolute energies~ 

It is also worth noting that the Born-Oppenheimer approximation, 

used throughout, can also be relaxed. This is achieved by allowing 

the nuclei, as well as the electrons, to diffuse. The diffusion 

constant for each nucleus is then ~2/2M , where Mnuc is the 
o nuc 

mass of the nucleus. Thus the nuclei diffuse considerably slower than 

. the electrons. This, however, may make the calculation much longer. 

5. Summary and Conclusion 

We have presented the theory and an algorithm for obtaining a 

stochastic solution to the Schroedinger equation by treating it as a 

diffusion equation, and applied it to H2, LiH, Li 2, and H20. The 

procedure described here made use of the fixed-node approximation, in 

which the positive and negative regions of the importance function ~T 

are treated separately, and electrons from one region are prevented 

from diffusing across the nodes of ~T' into another region.' Using 

, relatively simple forms for 'fiT' and only modest computational effort, 
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we were able to obtain at least as much of the correlation energy as 

the CI method does for the molecules treated. A further increase in 

accuracy seems also readily achievable. Increasing the length of the 

runs reduces the statistical uncertainty (standard deviation of the 

mean), associated with the calculated averages. Absolute error can 

also be redu~ed, by choosing importance functions which better 

approximate the nodes of the true wavefunction, or by relaxing the 

fixed-node constraint.l~,16 ,In this paper it was also demonstrated 

that the approximate energies calcu;la~ed within the fixed-node scheme 

are upper bounds to the true ground-state energy. 

Given the relative ease of computation, and the potential for high 

accuracy, this method holds exceptional promise for wide application in 

quantum chemistry. Future work should include (1) use of more accurate 

compact trial wave.functions, (2) development of adaptive (self­

improving) Monte Carlo schemes, (3) work on st?ble methods for 

eliminating the fixed-node constraint, (4) use of differential 

methods to obtain potential surfaces, (5) excited-state calculations, 

(6) evaluation of expectation values other than the energy, 

(7) elimination of the Born-Oppenheimer approximation, and' 

(8) relativistic calculations. 
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Note Added: After thi s paper was com'p 1 eted we recei ved a prepri nt 

from Moskowitz et. al. 47 of a paper in which a similar approach to 

ours is used to study the molecule LiH. Their results suggest that, 

due to an approximation in their Green's function, the electron-nuclear 

singularity can cause the fixed-node energy to be less than the true 

energy, even at very small time steps. When they remove this 

singularity, their energy (like ours) is an upper bound to the true 

energy. Their best bounded value for the total ground-state energy of 

LiH, obtained using a generalized valence bond trial function, is 

(within statistical errors) the same as our energy for LiH obtained 

with trial function ~III' 
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Appendix 

We present here the details of the trial wavefunctions ~T used 

in the present calculations. In Table AI we give the equilibrium 

nuclear geometry used' for each molecule. The nuclear coordinates are' 

held fixed in this wo~k (Born-Oppenheimer approximation). The 

electronic coordinates are generated by using three different trial 

wavefunctions as importance functions (cf. Sect. 2). 

Wavefunctions of type ~1 and ~1I are described by Eq. (8). 

For these wavefunctions, the linear combination of atomic orbitals 

used for each molecular orbital, together with the orbital exponents ~ 
\ . 

and the coefficients a and b in the Jastrow factor, are given in 

Tables All and AlII. The molecular orbitals for ,H20, not' listed in 

these Tables, are fiom Aunget. al. 46 . 

Wavefunctions of ty~e 0/111 are described by Eq. (9). Each 

molecular' orbital is localized on one center, and there is no linear 

combination formed. The parameters B, wk' vk' and ck are given 

in Table AIV. 

/ 
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dominate, suitable modifications can be made 9 by use of sparse 

matrix algorithms9 to eliminate this term. The computational 

complexity then goes as B1 N2• However~ BI > B; making this 

modification costly at small N. 

21. R. Jastrow9 Phys. Rev. 98, 1479 (1955);' R. B. Dingle, Phil. Mag. 

40, 573 (1949). 

22. In fact 9 the constancy of the local energy can be used as a 

quantitative measure of the accuracy of any proposed ~T. 

23. The cusp condition is a requirement on a wavefunction ~ tha~the 

leading singularity in V(R), when two particles come together, 

cancels when evaluating the energy H~/~. This leads to the 

conditions that 9 for two electrons 

i,j like spins 9 

i,j unlike spins, 

1 a ~ --- 2 
and ~ ar. r. =0 = -Zae /20, 

Ja Ja 

for an electron and a nucleus. Thus 9 e.g. 9 for opposite spins at 

2 small r .. , ~ ex: exp(e r .. /40)9 implying that the coefficient 
lJ lJ 

2 a in U .. equals e /40. 
lJ 

24. See e.g. O. M. CeperleY9 M. H. Kalos, and J. L. Lebowitz9 

Macromolecules li9 1472 (1981). 
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25. If the trial function contains only a single Slater determinant, 

the full Slater matrix can always be block diagonalized into spin 

up and spin d6wn submatrices by relabeling the coordinates. 

26. Good results have also been obtained with other forms for the 

pair-correlation function. See e.g. C.C.J; Roothaan and A.W. 

Weiss, Rev. Mod. Phys. 32, 194 (1960); W. Kolos and C.C.J. 

Roothaan, Rev. Mod. Phys. 32, 205 (1960); and W.A. Lester Jr. and 

M. Krauss J. Chern. Phys 41, 1407 (1964); ibid 44, 207 (1966). 

27. E.A. Hylleraas, Z. Phys. 65, 209 (1930); H. R. Hasse, Proc. Camb. 

Phil. Soc. 26, 542 (1930); J. O. "Hischfelder, C. F. Curtiss and R. 

B. Bird, Molecular Theory of Gases and Liquids, (Wiley, 1954), pp. 

942-6. 

28. D. M. Ceper,ley and B. J. Alder, Physica 108B, 875 (1981). 

29. R.J. White and F.H. Stillin~er, Phys. Rev. A 1, 1521 (1971); D.J. 

Klein and H.M. Pickett, J. Chern. Phys. 64, 4811 (1976). 

30. Because of the boundary condition ;mposedon ¢ by this 

approximation, the expansion of Eq. (3) must be in tetms of 

eigenfunctions of H within the separate volume elements. Thus, 

the spectrum of eigenvalues Ei will not be exactly that of the 

true Fermion problem unless the nodes are correct. In particula~, 

Eo of Eqs.(4,7) ;s replaced by EO in volume v • o 

31. The proof given here is an expanded version of the proof given in 

Ref. 16. 

32. For any given total spin, the particular spin configuration So 

is unimportant since the electrons can be s{mply relabeled. 
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33. The use of a Green's function here is not to be confused with the 

"Green's function Monte Carlo" (GFMC) method of Kalos described in 

Ref. 13. 

34. W. K. Hastings, Biometrika 57, 97 (1970). 

35. W. Kolos and C.C.J. Roothaan, Rev. Mod. Phys.32, 219 (1960). 

36. P.E. Cade and W. M. Huo, J. Chern. Phys. 47, 614 (1967). 

37. G. Das and A.C. Wahl, J. Chern. Phys. 44, 87 (1966). 

38. S. Hagstrum and H. Shull, Rev. Mod. Phys. 35, 624 (1963). 

39. W. Kolos and L. Wolniewicz, J. Chern. Phys. 41,3663 (1964); ibid 

43, 2429 (1965)~ ibid 49, 404 (1968). 

40. C.F. Bender and E.R. Davidson, J. Phys. Chern. 70, 2675 (1966). 

41. G. Das, J. Chern. Phys. 46, 1568(1967). 

42. D.O. Konowalow and M.L. Olson, J. Chern. Phys. 11, 450 (1979). 

43. G.C. Lie and E. Clementi, J. Chern. Phys. 60, 1275 (1974). 

44. G.C. Lie and E. Clementi, J. Chern. Phys. 60, 1288 (1974). 

45. Thus, energy is in hartrees, length in bohr, charge in units of 

e, and the diffusion constant 0 = 1/2. 

46. S.Aung, R.M. Pitzer, and S.l. Chan, J. Chern. Phys. 49, 2071 

(1968). 

47. J.W. Moskowitz, K.E. Schmidt, M.A. Lee, and M.H. Kalos, preprint 

(1982). 
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Table I. Comparison of the total gro~nd-state energy obtained with the 
fixed-node QMC procedure, versus the estimated Hartree~Fock limit, CI, 
and "exact" energies. Except as noted, "exact" means the nOh­
relativistic; Born-Oppenheimer energy, derived from experiment •. The. 
"quality" of each of the three importance functions ,( '¥J, 'I'll, ... and·' . 
'!IIII) is also indicated, by giving the energy obtained from them ~n a 
variational calculation. Energies are in hartrees. 

H2 LiH Li2 H2O 

Hartree- a b c d 
Fock "':1.1336 -7.987 -14.872 -76.0675 

!variational -1.1507=0.0009 -7.91=0.01 -14.85 =0.03 -75.69 = 0.03 
fixed-node -1.1745=0.0008 -8.047=0.005 -14.985=0.005 -76.23 = 0.02 

e 
-76.13 =0.07 '!' !Variational -7.975=0.005 -14.900=0.004 

II fixed-node -8.059=0.004 -14.991=0.007 ";'76.377=0.00'7 

\Ii !vari at i ona 1 -1.162=0.001 -8.041:t0.008 -14.95= 0.01 
"III fixed-node' -1. 174:t0.001 -8.067:t0.002 -14.990=0.002 

f g h 
Best .Cl -1.1731 -8.0606 -14.903 -76.3683 

j k,m l,m 
"Exactll -1.17447 ... -8.0699 -14.9967 -76.4376 

( a) 
(b) 
( d) 
(e) 
(f) 

(g) 
(i) 
(j) 

(k) 
(m) 

Obtained with a nine term expansion in Ref. 35. 
Ref. 36. (c) Ref. 37. 
Rosenberg and Shavitt in Ref. 4. 
Variational energy from Moskowitz and Kalas in Ref. 18. 
Ref. 38. Of course, better correlated wavefunctions than CI exist 
for H2. For example, Ref. 35 obtains E=-1.1744 from a 40 term 
expansion which includes rij explicitly, and the lIexact" result 
of Ref. 39 also uses this method. ' 
Ref. 40.' (h) Refs. 41, 42. 
Meyer in Ref. 4. 
Ref. 39. This value is not derived from experiment, but directly 
from theory. 
Ref. 43. 
Here the zero-point energy has not 
relativistic correction is assumed 
Lamb shift has not been included. 

(1) Ref-. 44. 
been subtracted; also the 
independent of raS, and the 

i 

d 

( 
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Table II. Ground-state energies at selected nuclear separations for 
Li2. Results of the fixed-node QMC calculat~on, obtained using the 
importance function 'I, are compared with Hartree-Fock and "exact" 
energies (in hartrees). Typical statistical uncertainty in the 
fixed-node results is 0.005 a.u. 

R (Bohr) EH-F 

3 -14.786 

4 7 14 .853 

5.05 -14.872 

6 -14.869 

7 -14.859 

(a) Refs. 37, 41, 42. 

(b) Ref. 44. 

a b 
EF_N E"exact" 

-14.905 -14.915 

-14.968 -14.983 

-14.991 -14.997 

-14.985 -14.992 

-14.976 -14.982 

. ) 

.. 



-39-

Table AI. Nuclear geometry used for each molecule. 

! " 

Molecule Bond length (Bohr) 

H2 1.401 

LiH 3.015 

Li2 5.05 

H2O O-H: 1.8111 (0H-0-H = 104
0 

27') 

," 

". 

" " 
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Table All. Trial wavefunctions ~I. The form of ~I is given by 
Eq. (8). The Slater determinant of molecular orbitals (MO's) is 
constructed from the linear combination of atomic Slater type orbitals 
(STO's) shown here. The orbital exponents (s) and the parameters (a, b) 
in the Jastrow correlation factor are also listed. Atomic units 
(bohr-I) are used for a and b. 

MO Coefficients 
Molecule (a, b) STO ( s) 111 '12 t13 

H2 (0.28,0.05) 1sa (1. 285) 1 
ISb (1. 285) 1 

LiH (0.5, 0.5) ISLi (2.8) 1 0 
2pZLi (1. 2) 0 1.1 
ISH (1.27) 0 1.0 

Li2 (0.5, 0.5) ISa (2.8) I 0 0 
ISb (2.8) 0 I 0 

a 2sa (1. 2) 0 0 I 
a 2Sb (1. 2) 0 0 1 

H2O (0.5, 3.5) See wavefunction I of Aung et. al. b 

(a) The 2s atomic orbitals used here for Li2 are hydrogenic 2s 
orbitals rather than STO's. 

(b) Ref. 46. 

. ) 

. '" 
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Table,AIII. Trial wavefunctions ~II. Notation as in Table All. 

( . 
~ MO Coeffi~ients 

Molecule (a, b) STO (l; ) ~3 1 ~2 

LiH (0.5, 0.5) lSI Li (2.521) 0.894 -0.128 
lS2:Li (4.699) 0.103 -0.004 
2SLi (0.797) -0.003 0.346 
2pz1,Li (0.737) -0.001 0.176 
2pz2,Li (1. 2) -0.004 0.046 
lsl,H (0.888) 0.007 0.601 

' ls 2,H (1. 566) 0 0.1 
2pzH (1.376) 0.002 0.017 

aLi 2 (0.5, 1.0) lsa (2.69) 1 1 0 
lSb (2.69) 1 -1 0 
2sa (0.694) 0 0 1 
2Sb (0.694) 0 0 1 

H2O (0.5, 3.5) See wavefunction II of Aung et. a1. b 

(a) From Moskowitz and Kalos in Ref. 18. 

(b) Ref. 46. 

.' ' / 

) 
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Table AIV. Parameters used in the localized trial wavefunctions ~III 
which are of the form of Eq.(9). For each molecule, the separate rows 
give the parameters for one molecular orbital (MO). The molecules are 
aligned along the x-axis with the center of the bond at the origin. The 
parameters have been optimized for a linear combination of the lowest 
energy and lowest variance of the energy. Numbers are in atomic units. 

-+ "-

Molecule a MO wk vk ck·x 

H2 9.913 1jJ1 2.74 0.0 0 

LiH 1.0358 1J.I1 0.568 0.4143 -1.490 
1jJ2 0.8937 1.463 L513 

Li2 0.5766 1jJl 0.509 0.41 2.525 
1jJ2 0.509 0.41 -2.525 
1jJ3 3.33 1.49 0 

\ 

. ) 

... 
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Figure 1. The total energy of. the H2 molecule computed by the Monte 

Carlo fixed-node algorithm versus the time step T. The two fits to 
°/2 the data shown are Eo + AiT 1 where i = 1, 2. A X 2 test 

shows that for eith~r power law the Monte Carlo results are consistent 

with ah extrapolation to the exact ground-state eriergy Eo. The 

trial function used in this calculation was IfIIII • 

. :~., 
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