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In this thesis we explore tumor-microenvironment dynamics using three models of decreasing complexity. The first is a multispecies, spatiotemporal model of tumor development in tumor-derived growth factor responsive stroma that is activated to secrete the tumor growth and dispersal activator HGF. We show that HGF-induced invasive tumor morphology is promoted by increased heterogeneity at the tumor-host boundary. The second model is a system of ODEs that explores hypotheses based on experimental observations that tumor growth inhibition can occur at high levels of HGF. The model allows for the prediction of the molecular mechanism of HGF action via dose-response curve analysis. The final model is a system of two ODEs for stem cell and chemical activator of stem cell self-renewal concentrations, and allows for the approximation of the separatrix of the phase space that divides the space into basins of attraction for tumor eradication and tumor maintenance. The multiple models allow us to consider tumor-host interactions at various levels of abstraction and thus to infer both qualitative and quantitative results regarding tumor response to host and tumor-derived growth activators.
Introduction

Background

The tumor microenvironment consists of vascular endothelial cells, pericytes, immune inflammatory cells, and cancer associated fibroblasts (CAFs), all which contribute to the hallmarks of cancer [38, 36]. CAFs include both tissue-derived fibroblasts and recruited myofibroblasts, and promote tumor invasion and metastasis via secretion of growth factors and extracellular matrix (ECM) components [50, 4]. CAF-derived Hepatocyte Growth Factor, HGF, contributes to a pro-tumorigenic environment by activating its cognate receptor, c-Met. High HGF/c-Met activity has been identified in a large number of cancers and is correlated with more severe tumor grade and poor patient survival [20, 74, 83]. The signaling cascades triggered by c-Met include the PI3K/AKT, ERK/MAPK, NF-κB, Wnt/β-catenin, and STAT/JNK, among others. These and other cascades contribute to a complex phenotypic response to HGF, which also depend on the cell type and culture conditions. Nevertheless, common responses of tumor cells include increased anchorage-independent growth, motility, and proliferation. Moreover, epithelial tubulogenesis is also observed in some cell types [5, 110, 83]. Tumor cells secrete growth factors, including PDGF, TNFα, bFGF, and others (depending on tumor-type) that upregulate HGF production in CAFs [24, 74], thereby establishing a dynamic tumor-host signaling program.
An additional heterogeneity in tumors results from intratumoral lineage hierarchies, which are generally less robustly controlled and more heterogeneous than in normal tissues [94, 75]. Tumor lineage research has resulted in emergence of cancer stem cells (CSCs) as potential targets of new cancer therapeutics [49]. CSCs are currently regarded as a highly dynamic population, whose behavior is determined by both genetic and environmental factors, and may be, instead of a specific cell type amenable to therapeutic targeting, a phenotype that a large population of cancer cells can achieve in the appropriate environmental conditions [127, 59]. We will consider a mathematical model of tumor growth that incorporates multiple tumor cell species and CAF-induced HGF production to better understand how lineage dynamics and the microenvironment contribute to the tumor growth phenotype.

Moreover, in development and tissue regeneration post-injury, a large number of growth factors have been found to elicit a biphasic response from the tissue: at lower concentrations the growth factor exerts a mitogenic or cell size growth effect, and at higher concentrations this effect is abrogated and cells quiesce or differentiate [11, 93]. For example, a long list of endogenous and exogenous agents display a biphasic dose-response curve with respect to neurite outgrowth both \textit{in vitro} and \textit{in vivo}, including Nerve Growth Factor (NGF), Fibroblast Growth Factor (FGF), Vascular Endothelial Growth Factor (VEGF), and adrenocorticotropic hormone (ACTH) [12, 128]. Purported mechanisms for the biphasic dose response include presence of a high affinity and a low affinity receptor [42, 57, 122, 13], receptor internalization at high growth factor concentration [100], and/or concentration-dependent biphasic receptor response via activation of opposing pathways [123].

During skeletal muscle injury, dormant satellite myogenic stem cells are activated to enter the cell cycle by low concentrations of HGF, which is released from extracellular stores (as well as produced by spleen, liver, and the satellite cells themselves) after injury [95, 104]. But, at concentrations of greater than 10ng/ml, HGF inhibits satellite cell division [63, 108], and it was shown that this inhibition is due to increased myostatin (a TGF\beta family member)
production at higher levels of HGF [123]. As with the growth factors involved in neurite outgrowth, while the mitogenic action of HGF is well understood, the molecular nature of the inhibitory effect of HGF at high concentrations has not yet been established. Yamada et al. provided two hypotheses: that differential activation of c-Met is the cause of proliferation arrest, as evidenced by requirement of phosphatase SHP2 for the arrest, which is recruited by activated c-Met, and/or the presence of as yet unidentified low affinity receptors for HGF [123, 63, 109]. In this thesis, we will also derive a mathematical model that may help to ascertain the molecular nature of HGF-induced growth arrest at high HGF concentration.

Mathematical models of tumor growth now compose several classes, including continuous, discrete, and hybrid; single compartment and multi-compartment (see [10], [68], [25], for comprehensive reviews of the aforementioned model types). Incorporation of the microenvironment into these models involves adding an extra layer of complexity to an underlying model structure. Angiogenesis, macrophage infiltration, stromal-mechanical perturbations, and chemical influences have all been modeled by one or more of the previous model classes [89, 70, 17, 27, 52, 2]. With respect to chemical influences, gradients of nutrients and metabolites have been shown to have an effect on tumor phenotype. For example, Anderson et al. used a hybrid discrete-continuum model to show that a heterogeneous ECM or nutrient-deprived microenvironment may select for a morphologically invasive tumor phenotype. Both microenvironments led to selection pressure on the tumor for more aggressive phenotypes [2]. Despite the prevalence of tumor and tumor-microenvironment models, based on our current knowledge, no tissue-level models of the CAF-tumor dynamic has been developed that specifically addresses the HGF/c-Met and tumor-derived growth-factor signaling pathway dynamics.
Thesis Outline

In this thesis, we address certain heterogeneities introduced by the tumor microenvironment using models of decreasing complexity. In Chapter 1, we derive a multiscale, multispecies spatiotemporal model of tumor growth with host-produced HGF and tumor-produced HGF-stimulating factors. We explore the effect of reduced negative growth feedback as well as targeted therapy on the growth phenotype at increasing levels of HGF responsiveness. We also investigate how HGF-induced cell motility can increase cell-species heterogeneity at the tumor-host boundary, thereby destabilizing tumor morphology.

In Chapter 2, we derive a simpler model, a homogeneous system of ODEs, to explore an experimental result associated with the tumor-HGF dynamic, namely that while application of lower concentration of HGF to colon cancer initiating cell (CCIC) tumor spheroids results in an (expected) increased growth rate, application of higher concentrations of HGF abrogates growth. Since the molecular method of HGF-induced growth retardation is unknown, the simplified mathematical model is used to explore how different hypotheses of HGF-action on a negative growth regulator can result in different dose-response curves of colon spheroid growth with respect to increasing HGF concentrations. The model thus allows us to derive a first hypothesis on how HGF can act as a negative growth regulator at higher concentrations.

Finally, in Chapter 3, we simplify the model even further to a system of two ordinary differential equations of stem cells, $S(t)$, and stem cell self-renewal activator molecules, $a(t)$. The system is simplified in order to gain an analytical understanding of under which circumstances therapy can eradicate a tumor, or the tumor can undergo spontaneous remission. We use the Stable Manifold Theorem to approximate the separatrix that divides system behavior between remission and sustained growth. This model sets the stage for more complex, but analytically tractable, models that can involve microenvironmental components (such as HGF) or more complex relationships between $S(t)$ and other parameters that can provide a
framework for prediction of the qualitative behavior of a tumor under therapy given known microenvironmental conditions.

The complementary strengths of each model allow for a multifaceted mathematical exploration of tumor development in a growth-promoting microenvironment.
Chapter 1

The HGF/c-Met axis in tumor growth: a multispecies model

Using, as a starting point, a spatiotemporal, multispecies model of tumor growth [126], we investigate how the development and spread of a tumor is impacted by a dynamic interaction between tumor-derived growth factors and CAF-derived HGF.

1.1 The Mathematical Model

1.1.1 Overview

By incorporating lineage dynamics of different tumor cell types, Youssefpour et al. have recently developed a multispecies continuum model of tumor growth [126]. In this paper, we elaborate on the model to incorporate tumor-CAF interactions. The tumor tissue is modeled to be composed of three cell types: stem, terminal, and dead. While many cell lineage models also include committed progenitor cells as an intermediate phenotype between stem
Figure 1.1: Tumor-CAF interaction model.

Tumor components (stem, terminal, and dead cells, and water) are in blue, host component (CAF) is in red, associated growth factors and proteins (M, MI, HGF, SGF, TGFβ, SGF) in black. Critical parameters in green. Red arrows represent tumor species interconversion, blue arrows represent chemical production and action. Stem cells renew with probability $P_0$, and divide with rate $\lambda_{MSC}$. Terminal cells die either apoptosis and dead cells are converted to water. $P_0$ is promoted by M and HGF, and lowered by TGFβ, which is produced by the differentiated cells. M production, in turn, is promoted by itself and HGF, and lowered by MI. HGF production is promoted by SGF, which are produced by stem and terminal cells.

and terminal cells, our model classifies both committed progenitor and cancer stem cells in the stem cell category. We do this in order to lower the parameter burden and to simplify the model. In future work, we will consider these two compartments separately.

Stem cells have a probability of self-renewal, $P_0$, and a division rate, $\lambda_{MSC}$, that are dependent upon negative feedback from TGFβ family members produced by terminal cells and positive feedback by products of the c-Met signaling cascade, M. Moreover, M are inhibited by stem-cell produced c-Met inhibitors, MI, allowing for a mechanism of pattern formation that is exhibited in Youssefpour et al. HGF is produced by CAFs at a low basal rate, and is stimulated by production of SGF by the stem and terminal cells. HGF, in turn, promotes production of M products. Terminal cells die via apoptosis or necrosis, and dead cells are eventually converted to water (Figure 2.1).
1.1.2 Cell species conservation, HGF-induced cell-spread, and cell velocity

Local volume fractions of the cell species ($\phi_{CSC,TC,DC}$), host ($\phi_H$) and water ($\phi_W$) make up the dependent variables, which sum to 1. Assuming that the total solid and water fractions are constant allows us to determine the water component via solid component dynamics. A conservation equation of the form

$$\frac{\delta \phi_*}{\delta t} = \text{Generalized Diffusion} - \nabla \cdot J_* + \text{Reaction} + \text{Advection}$$

is produced for each cell type, where $*$ denotes tumor cell species. A Helmholtz free energy of global adhesion is given by [119, 126]

$$E = \frac{\gamma}{\epsilon} \int_{\Omega} F(\phi_T) + (\epsilon)^2 |\nabla \phi_T|^2 dx,$$

where $\Omega = \phi_T + \phi_H$, $F(\phi_T)$ models energy from local adhesion, $\epsilon^2 |\nabla \phi_T|^2$ models longer range interactions, and $\gamma$ is a global measure of cell-cell adhesion (incorporating both local and longer-range contributions to adhesion). Generalized diffusion is represented by $-\nabla \cdot J$, where $J_* = -Mb_\phi \nabla \mu$. Here, Mb is mobility and $\mu$ is the chemical potential,

$$\mu = \frac{\delta E}{\delta \phi_T} = \frac{\gamma}{\epsilon} \left( \frac{dF}{d\phi_T} (\phi_T) - \epsilon^2 \nabla^2 \phi_T \right).$$

The effect of HGF on cell spread was one of the first physiological effects reported for this molecule, HGF was first termed scatter factor for its scattering effect on epithelial cells [103]. Since then, HGF has been shown to have a pro-migratory effect on cells in the contexts of development, wound healing, and cancer [5]. The pro-migratory effect is mediated by several pleiotropic effects of activated c-Met on cell physiology. The c-Met-activated Ras cascade has been shown to be critical for disassembly of adherens junctions.
between tumor cells [88, 113]. Additionally, activated c-Met results in increased production of the proteolytic enzyme urokinase-type plasminogen activator (uPA) and its receptor (uPAR) [46, 82]. uPA catalyzes ECM degradation and remodeling, and is correlated with increased malignancy in several cancers [97, 26, 114]. In MDCK cells, HGF-activated c-Met was found to further promote cell dispersal by enhancing cell-ECM interaction via modification of cellular transmembrane integrin protein activity [111].

We model the effect of c-Met on cell spread by having it act on the local interaction energy: $F(\phi_T)$,

$$F(\phi_T) = \frac{\tilde{E}^4}{4} \left( \left( \phi_T - \frac{1}{2} \right)^4 + \frac{1}{16} \right) - \frac{1}{2} \left( \phi_T - \frac{1}{2} \right)^2 \cdot g(C_M),$$

(1.4)

$$g(C_M) = \frac{1}{1 + \delta_1 C_M},$$

(1.5)

$$\tilde{E} = 1 + \frac{\delta_2 C_M}{1 + \delta_2 C_M},$$

(1.6)

where $\tilde{E} > 0$ is an energy scale. When $g(C_M) = 1$, $F$ is a double-well potential that is minimized in the tumor ($\phi_T = 1$) and host ($\phi_T = 0$). As $g(C_M)$ decreases, $F$ tends towards a single-well potential at $\phi_T = 1/2$. By taking $g(C_M)$ as in (1.5), where $\delta_1$ is the strength of c-Met effect on $g$, we can obtain a shift towards the single-well potential with increasing c-Met. This allows us to model the break-down of cell-cell adhesion and increase in cell-matrix adhesion promoted by c-Met. Additionally, by taking $\tilde{E}$ as in (1.6), where $\delta_2$ indicates strength of c-Met action on $\tilde{E}$, we can model the local effect of c-Met on ECM remodeling, since an increased $\tilde{E}$ increases local energy of components independently of whether $F$ is a single- or double-well potential. We take $\delta_{1,2} = 0.02$, as we have found that at these values, the effect of c-Met on cell spread in the absence of HGF is negligible, whereas at higher HGF dynamics (see below), c-Met effect on cell spread becomes physiologically significant.

The cell velocity, $u_s$, is assumed to satisfy the generalized Darcy’s law, which is a constitutive
equation that models fluid flow through a porous media, \[119, 68\],

\[
\mathbf{u}_s = -\kappa(\nabla p - \frac{\gamma}{\epsilon} \mu \nabla \phi_T)
\] (1.7)

where \(\kappa\) reflects combined effects of cell-cell and cell-matrix adhesion, \(p\) is the solid pressure generated by cell proliferation, and \(\mu \nabla \phi_T\) is the contribution from adhesion forces described above \[119, 126\]. We can sum the conservation equations to obtain an equation for velocity

\[
\nabla \cdot \mathbf{u}_s = S_{rc_{CSC}} + S_{rc_{TC}} + S_{rc_{DC}},
\] (1.8)

with the assumption that the host is under homeostatic conditions (\(S_{rc_{H}} = 0\)). The pressure \(p\) can be solved for using Equations (1.7) and (1.8).

At the boundary, \(\Sigma_\infty\) of the domain, \(\Omega\), we impose homogeneous Neumann boundary conditions: \(\nabla \phi_{T,CSC,TC} = \omega_\infty = 0\), where \(\omega_\infty\) is the outwards-pointing normal vector on \(\Sigma_\infty\). Chemical potential, \(\mu\), and pressure, \(p\), have homogeneous Dirichlet conditions on \(\Sigma_\infty\), allowing the tumor to move across the outer boundary \[119\].

1.1.3 The mass-exchange equations

\(S_{rc*}\) represents the mass-exchange terms, which incorporate mitosis, differentiation, death, and species conversion. The self-renewal rate of the CSCs is \(P_0\), and both self-renewal and mitosis rates are proportional to concentration of oxygen and nutrients, represented by a single variable \(C_O\). Cell death occurs by apoptosis (necrosis is considered as negligible). The
source terms are as follows:

\[ \text{Src}_{CSC} = \lambda_{MSC}(2P_0 - 1)\phi_s C_O G(\phi_{CSC}) \]  \hspace{1cm} (1.9)

\[ \text{Src}_{TC} = 2\lambda_{MSC}(1 - P_0)\phi_{CSC} C_O G(\phi_{CSC}) + \lambda_{MTC}\phi_{TC} C_O G(\phi_{TC}) - \lambda_{ATC}\phi_{TC} \]  \hspace{1cm} (1.10)

\[ \text{Src}_{DC} = \lambda_{ATC}\phi_{TC} - \lambda_{L}\phi_{DC} \]  \hspace{1cm} (1.11)

where mitosis, apoptosis, necrosis, and lysis rates are denoted by \( \lambda_M, \lambda_{A*}, \lambda_{H*}, \) and \( \lambda_{L*} \), respectively, where \(*\) indicates cell type. Proliferation is cut off at sufficiently low concentration by \( G(\phi_*) \), specifically, we take

\[ G(\phi_*) = \begin{cases} 1 & \text{if } \phi_* > \frac{3}{2}\epsilon, \\ \phi_* - \frac{1}{2}\epsilon & \text{if } \frac{1}{2}\epsilon < \phi_* < \frac{3}{2}\epsilon, \\ 0 & \text{if } \phi_* < \frac{1}{2}\epsilon. \end{cases} \]  \hspace{1cm} (1.12)

**1.1.4 Stem cell self-renewal and division**

HGF/c-Met induces cellular proliferation via multiple signaling cascades, including Ras/Raf, PI3K/Akt, NF-\( \kappa \)B, and Wnt/\( \beta \)-catenin [5, 110, 83, 78, 64]. Moreover, HGF/c-Met has been implicated in CSC development and maintenance in colon cancer [116], glioblastoma [65, 48] and head and neck squamous cell carcinoma (HNSCC) [66]. For example, Vermeulen et al. showed that HGF-induced \( \beta \)-catenin nuclear localization and activation of canonical Wnt signal was associated with increased cellular clonogenicity in primary colon cancer spheroid cultures, implicating the cascade in promoting the CSC phenotype [116]. Similarly, Lim. et al have shown that in head an neck squamous cell carcinoma (HNSCC) HGF/c-Met promoted HNCSCC CSC marker expression and cell sphere-forming capacity. When c-Met was knocked down, the cells showed increased radiosensitivity and decreased ability to form tumors in a mouse xenograft model [66]. HGF has also been shown to have an effect on reducing apoptosis rates [121].
TGFβ is a potent growth inhibitor [44] and differentiation promoter [117] for many cell types and early-stage tumors. We model the effect of HGF and TGFβ on stem cell self-renewal and proliferation below. To lower the parameter burden, we maintain a low, and constant, apoptotic rate in the Src equations that is not dependent on the growth factors. We take

$$P_0 = P_{\text{min}} + (P_{\text{max}} - P_{\text{min}}) \left( \frac{\xi_0 C_M}{1 + \xi_0 C_M} \right) \left( \frac{1}{1 + \psi_0 C_{\text{TGFβ}}} \right),$$

$$\lambda_{\text{MSC}} = \lambda_{\text{MSC}_{\text{min}}} + (\lambda_{\text{MSC}_{\text{max}}} - \lambda_{\text{MSC}_{\text{min}}}) \left( \frac{\xi_1 C_M}{1 + \xi_1 C_M} \right) \left( \frac{1}{1 + \psi_1 C_{\text{TGFβ}}} \right),$$

where $P_{\text{min,max}}$ and $\lambda_{\text{MSC}_{\text{min,max}}}$ are the minimum and maximum rates of self renewal and stem cell division rates, respectively. $\xi_{0,1}$ represent the strength of $M$ effect on $P_0$ ($\xi_0$) and $\lambda_{\text{MSC}}$ ($\xi_1$). $\psi_{0,1}$ represent the strength of inhibitory TGFβ action on $P_0$ ($\psi_0$) and $\lambda_{\text{MSC}}$ ($\psi_1$).

### 1.1.5 Chemical Species

**Oxygen / Nutrients**

The combined effect of oxygen and nutrients is denoted as $O$. Uptake is assumed to be negligible in the host in comparison to the tumor species, and diffusion rapid [119, 126]. Hence, $C_O$ can be modeled using a quasi-steady state equation:

$$0 = \nabla \cdot (D_O \nabla C_O) - (\nu_{UO\text{SC}} \phi_{\text{CSC}} + \nu_{T\text{C}} \phi_{\text{TC}})C_O + \nu_{PO}(\bar{C}_AO - C_O)\phi_H,$$

where $\nu_{UO\text{SC}}, \nu_{UO\text{TC}}$ are the uptake rates by the CSCs and TCs, respectively, and $D_O$ is the diffusion coefficient. Rate of $O$ entering the microenvironment is modeled by $\nu_{PO}$, and concentration of $O$ in the medium sufficiently far from the tumor is given by $\bar{C}_{AO}$, which is also taken to be the boundary condition on $\Sigma_{\infty}$, $C_O = \bar{C}_{AO}$. 
TGFβ

A diffusible differentiation promoter, produced by differentiated cells, is modeled by the variable TGFβ, which represents the TGFβ superfamily [77, 67]. Although in later stages of cancer TGFβ may be produced by other cell types (namely stroma and immune), we do not model that here since this progression coincides with inactivation of certain TGFβ downstream signaling components and results in a phenotypically distinct role of TGFβ from its tumor-suppressing effects [72]. We model loss of responsiveness to TGFβ in Section 1.2.3 and discuss approaches to modeling the TGFβ ‘paradox’ (i.e. its tumor-promoting actions) in Section 1.3.

Rapid diffusion is assumed for TGFβ due to the long-range action of some of its family members, such as Activin [47], which is directly involved in regulating epithelial tumorigenesis [62]. Hence, we use a quasi-steady reaction-diffusion equation for $C_{TGF\beta}$,

$$0 = \nabla \cdot (D_{TGF\beta}\nabla C_{TGF\beta}) - (\nu_{UTGF\beta}\phi_{CSC} + \nu_{DTGF\beta})C_{TGF\beta} + \nu_{PTGF\beta}\phi_{TC},$$

where $\nu_{UTGF\beta}$ is the uptake rate by CSCs, $\nu_{DTGF\beta}$ is the decay rate, $\nu_{PTGF\beta}$ is the production rate by TCs, and $D_{TGF\beta}$ is the TGFβ diffusion coefficient. The boundary condition for $C_{TGF\beta}$ is taken to be Dirichlet ($C_{TGF\beta} = 0$) on $\Sigma_\infty$.

c-Met and c-Met inhibitors

A generalized Geirer-Meinhard-Turing system is used to model c-Met products, M, as the activator and their inhibitors MI [112, 29]. Such a system, with Wnt/Dkk as the activator/inhibitor has been suggested in hair follicle development [96], and crypt generation [129]. The large number of cross-activating downstream signaling components of c-Met, some of which include positive feedback loops amongst themselves [115, 105], motivate a nonlinear M activation term. Inhibitors of c-Met and its downstream effectors activated by induced c-Met include the autocrine-acting c-CBL [85], paracrine-acting Delta [101], and the secreted factor Dkk. Since c-Met products are autocrine or paracrine effectors, we take M products to have a short-range and MI a long-range diffusion.
coefficient. The functional correlation between cancer stem cells and enhanced c-Met activity has been discussed in 2.4, hence we model M and MI production to be limited primarily to CSCs. We also include low-level background production of M by all viable tumor cell types. Since HGF activates M products and induces c-Met production, we model the effect of HGF on M by its positive effect on the production rate of M, $\nu_{PM}$. Finally, production is made dependent on nutrient (O) levels (in this model, we do not consider hypoxia-dependent c-Met upregulation [110]). We take

$$\frac{\partial C_M}{\partial t} + \nabla \cdot (u_s C_M) = \nabla \cdot (D_M \nabla C_M) + f(C_M, C_{MI}),$$  \hspace{1cm} (1.17)

$$\frac{\partial C_{MI}}{\partial t} + \nabla \cdot (u_s C_{MI}) = \nabla \cdot (D_{MI} \nabla C_{MI}) + g(C_M, C_{MI}),$$  \hspace{1cm} (1.18)

$$f(C_M, C_{MI}) = \nu_{PM} \frac{C_M^2}{C_{MI}} C_O \phi_{CSC} - \nu_{DM} C_M + \eta_M C_O (\phi_{CSC} + \phi_{TC}),$$  \hspace{1cm} (1.19)

$$\nu_{PM} = \nu_0 + \lambda_{HGF} C_{HGF},$$  \hspace{1cm} (1.20)

$$g(C_M, C_{MI}) = \nu_{PMI} \frac{C_M^2}{C_{MI}} C_O \phi_{CSC} - \nu_{DMI} C_{MI},$$  \hspace{1cm} (1.21)

where $D_M$ is the diffusion coefficient for downstream M effectors, which is assumed to be small. $\lambda_{HGF}$ represents the strength of positive feedback of HGF on M. $\eta_M$ represents background production of M signal promoters, $\nu_{PM}, \nu_{DM}$ are the respective production and decay rates of M-activated genes and $\nu_{PMI}, \nu_{DMI}$ are the respective production and decay rates of M inhibitor proteins. $\nu_{PM}$ is a sum of $\nu_0$, the auto-activation rate of M, and $\lambda_{HGF} C_{HGF}$, the HGF-dependent activation rate of M. The boundary conditions for M and MI chemical fields are assumed to be homogeneous Neumann, $\omega_\infty \cdot \nabla C_W = \omega_\infty \cdot \nabla C_{MI} = 0$ on $\Sigma_\infty$.

**HGF and stromal-acting growth factors (SGF)**

Cancer cells secrete growth factors and cytokines such as TNF$\alpha$, bFGF, and PDGF, which cause upregulation of HGF production in stromal cells [30, 92, 24, 74]. We cannot currently specify whether the stem cells preferentially release these growth factors and if increased M signal results in an increased release of these factors from neighboring tumor cells, which would indicate a positive
feedback mechanism. With the data available, we model a positive effect of growth factors from viable tumor tissue on HGF production in the stroma.

Additionally, there is substantial evidence that TGF\(\beta\) is a negative regulator of HGF production in stromal cells, and thus we include its inhibitory effect in the model [31, 41, 74]. We take

\[
\frac{\partial C_{HGF}}{\partial t} = \nu_{PHGF} C_{SGF} C_{TGF\beta} \zeta + \nu_{DHGF} C_{HGF} + \nabla \cdot (D_{HGF} \nabla C_{HGF}), \tag{1.22}
\]

\[
\frac{\partial C_{SGF}}{\partial t} = C_O (\nu_{SGFS} \phi_{CSC} + \nu_{SGFT} \phi_{TC}) - \nu_{DSGF} C_{GF} + \nabla \cdot (D_{SGF} \nabla C_{SGF}), \tag{1.23}
\]

where \(\nu_{PHGF}\) and \(\nu_{DHGF}\) are the production and decay rates, respectively, of HGF. \(C_{SGF}\) represents the concentration of HGF-promoting factors and \(C_{TGF\beta}\) represents the concentration of HGF-inhibiting factors from the TGF\(\beta\) superfamily. \(\zeta\) is a value close to zero, and added to regularize the equation while \(D_{HGF}\) is the diffusion coefficient for HGF. \(D_{HGF}\) is taken to be lower than the diffusion coefficients for the other growth factors due to its high molecular weight [81]. \(\nu_{SGFS}\) and \(\nu_{SGFT}\) represent respective production rates of the stem cell fraction, and the differentiated cell fraction. \(\nu_{DSGF}\) is the decay rate for the growth factors and \(D_{SGF}\) is the diffusion rate of the growth factors. For the primary results, we let \(\nu_{SGFS} = \nu_{SGFT}\), and test the case for asymmetrical SGF production in Appendix B.

### 1.1.6 Nondimensionalized Equations

The equations are nondimensionalized as in [119, 126]: we take the O diffusion scale, \(l = \sqrt{D_O/\nu_{UOSC}}\), and the mitosis time scale \(\tau = (\lambda_{MSC\bar{M}} \bar{C}_{AO})^{-1}\), where \(\lambda_{MSC\bar{M}}\) represents the midpoint of \(\lambda_{MSC_{min}}\) and \(\lambda_{MSC_{max}}\). The diffusion length scale, \(l\), is estimated to be \(l \approx 150\mu m\) and the mitosis time scale to be \(\tau \approx 1\) following [28]. The nondimensionalization procedure is described in Appendix A, and the nondimensionalized equations are as follows. Taking * to be CSC, TC, or DC, the equations for the volume fractions are

\[
\frac{\partial \phi_*}{\partial t} = Mb \nabla \cdot (\phi_* \nabla \mu) + Src_* - \nabla \cdot (u_S \phi_*), \tag{1.24}
\]
with the chemical potential as
\[ \mu = \left( \frac{\partial F}{\partial \phi} \right)_{\phi_T} - \epsilon^2 \nabla^2 \phi_T \]
and velocity
\[ \mathbf{u}_S = -\kappa \left( \nabla p - \frac{\gamma}{\epsilon} \mu \nabla \phi_T \right). \] (1.25)

Pressure can be solved for using (1.25) and

\[ \nabla \cdot \mathbf{u}_S = \text{Src}_{CSC} + \text{Src}_{TC} + \text{Src}_{DC}. \] (1.26)

The source terms are

\[ \text{Src}_{CSC} = \lambda_{MSC}(2P_0 - 1)\phi_{CSC}C_0G(\phi_{CSC}), \] (1.27)
\[ \text{Src}_{TC} = 2\lambda_{MSC}(1 - P_0)\phi_{CSC}C_0G(\phi_{CSC}) + \lambda_{MTC}\phi_{TC}C_0G(\phi_{TC}) - \lambda_{ATC}\phi_{TC}, \] (1.28)
\[ \text{Src}_{DC} = \lambda_{ATC}\phi_L\phi_{DC}, \] (1.29)

where the \( P_0 \), the self-renewal fraction and \( \lambda_{MSC} \), the stem-cell division rate are

\[ P_0 = P_{\min} + (P_{\max} - P_{\min}) \left( \frac{\xi_0 C_M}{1 + \xi_0 C_M} \right) \left( \frac{1}{1 + \psi_0 C_{TGF\beta}} \right), \]
\[ \lambda_{MSC} = \lambda_{MSC_{\min}} + (\lambda_{MSC_{\max}} - \lambda_{MSC_{\min}}) \left( \frac{\xi_1 C_M}{1 + \xi_1 C_M} \right) \left( \frac{1}{1 + \psi_1 C_{TGF\beta}} \right). \]

The equations for \( O \) and \( TGF\beta \), respectively, are

\[ 0 = \nabla^2 C_O - C_O(\phi_{CSC} + \nu_{UOTC}\phi_{TC}) + \nu_{PO}(1 - C_O)\phi_H, \] (1.30)
\[ 0 = \nabla^2 C_{TGF\beta} - (\nu_{UT}\phi_{CSC} + \nu_{DT})C_{TGF\beta} + \nu_{PTGF\beta}\phi_{TC}. \] (1.31)
The equations for $M$ and $MI$ are

$$\frac{\partial C_M}{\partial t} = \nabla \cdot (D_M \nabla C_M) + Rf(C_M, C_{MI}), \quad (1.32)$$

$$\frac{\partial C_{MI}}{\partial t} = \nabla \cdot (D_{MI} \nabla C_{MI}) + Rg(C_M, C_{MI}), \quad (1.33)$$

$$f(C_W, C_{MI}) = \left( \nu_0 + \lambda_{HGF} C_{HGF} \right) \frac{C_M^2}{C_{MI}} C_M \phi_{CSC} - C_M + \eta_M C_O (\phi_{CSC} + \phi_{TC}), \quad (1.34)$$

$$g(C_M, C_{MI}) = C_M^2 C_O \phi_{CSC} - \nu_{DMI} C_{MI}. \quad (1.35)$$

We note that we neglect the advection terms in (1.17) and (1.18) following [126]. The equations for $HGF$ and $SGF$ are

$$\frac{\partial C_{HGF}}{\partial t} = \nu_{P_{HGF}} \frac{C_{SGF}}{C_{T_{HGF}}} C_o \phi_H - \nu_{D_{HGF}} C_{HGF} + \nabla \cdot (D_{HGF} \nabla C_{HGF}), \quad (1.36)$$

$$\frac{\partial C_{SGF}}{\partial t} = C_O (\nu_{SGF} \phi_{CSC} + \nu_{SGF} \phi_{TC}) - \nu_{DSGF} C_{GF} + \nabla \cdot (D_{SGF} \nabla C_{SGF}). \quad (1.37)$$

### 1.1.7 Parametrization

The model was parametrized as follows. Parameters that overlap with the Youssef et al model were maintained. Parameters novel to the model were selected based on background literature and preliminary simulations. Choice of specific parameter values are described alongside model presentation, and summarized in Appendix A.1.

### 1.2 Results

An adaptive finite difference-nonlinear multigrid method [119, 118, 126] is used to solve the governing equations efficiently on a computational domain of $[-20, 20]^2$. We solve for $\phi_T = \phi_{CSC} + \phi_{TC} + \phi_{DC}$, then we can calculate $\phi_{TC} = \phi_T - (\phi_{CSC} + \phi_{DC})$ and $\phi_H = 1 - \phi_T$. To remove a high-order time step constraint incurred by an explicit method, we use an implicit 2nd order accurate time discretization of Crank-Nicholson type, and spatial derivatives are discretized using 2nd order ac-
curate central difference approximations. In regions of large gradients, block structured Cartesian refinement is used to provide enhanced local resolution. For further details, see [126].

We initialize the tumor with an asymmetrical shape and a 45/50/5 homogenous fractional distribution of SCs, TCs, and DCs (respectively). We note that changing the initial fractional distribution of cell compartments does not have a qualitative effect on resultant simulations. The initialized asymmetrical shape can be visualized in Figure 1.5 (a), and is created as follows

\[
\phi_T(x,0) = \frac{1}{2} \left( 1 - \tan h \frac{I(x,y) - 1}{2\sqrt{2} \epsilon} \right),
\]

\[
I(x,y) = \frac{\sqrt{3} + r(x,y)}{\sqrt{x^2 + y^2 + 0.001}},
\]

where \( r(x,y) = \sum_{i=1}^{2} a_i \cos(b_i \theta(x,y)) + \sum_{i=3}^{4} a_i \sin(b_i \theta(x,y)) \), \( \theta(x,y) = \tan^{-1}(y/x) \), \( a_i \in (0,1) \), \( b_i \in \mathbb{N} \) give the initial shape asymmetry. For specific values of \( \{a_i, b_i\} \), we take \( (a_1, a_2, a_3, a_4) = (0.2, 0.1, 0.1, 0.1) \) and \( (b_1, b_2, b_3, b_4) = (2, 5, 8, 3) \). We then take \( \phi_{CSC}(x,0) = 0.45 \cdot \phi_T(x,0) \), \( \phi_{DC}(x,0) = 0.05 \cdot \phi_T(x,0) \), and \( \phi_{TC}(x,0) \) can be solved for from the previous two equalities to obtain \( \phi_{TC}(x,0) = 0.5 \cdot \phi_T(x,0) \). This initial condition allows for a diffuse interface representation of an asymmetrical tumor centered at the origin with maximum radius of \( \sqrt{3} \).

Since parameters in the equations for \( C_W, C_{HGF}, \) and \( C_{SGF} \) are changed for varying HGF dynamics, we do not initialize a steady-state values as in [126], or we would have different initial conditions for different simulations. Instead, we take initial conditions for \( C_M \) and \( C_{MI} \) as identical to those for \( C_W \) and \( C_{WI} \) in [126] in order to maintain continuity with the former model in the sense that we want the control condition to be qualitatively similar to the model presented in [126]. Hence, we take \( C_M(x,0) = (1.2 + 0.1(\text{rand} - 0.5))\phi_T \) and \( C_{MI}(x,0) = 1.44\phi_T \), where \( \text{rand} \) is a random number uniformly distributed over \([0,1]\) and different at every point in the computational domain (the \( \text{rand} \) value used for each simulation remains the same for comparison purposes). The initial concentrations for \( C_{HGF} \) and \( C_{SGF} \) are taken to be \( C_{HGF} = (1.0 + 0.1(\text{rand} - 0.5))\phi_H \) and \( C_{SGF} = (1.0 + 0.1(\text{rand} - 0.5))\phi_T \). We note that other initial conditions for M, MI, HGF, and SGF produce qualitatively similar results. Since \( C_O \) and \( C_{TGF} \) satisfy quasi-steady diffusion equations, we need not take initial conditions for these fields.
1.2.1 Tumor progression with varying HGF feedback

We begin by simulating HGF dynamics in a tumor in its early stages, when response to inhibitory growth feedback is relatively strong. We do this by setting the TGFβ self-renewal feedback parameter, $\psi_0$, to $\psi_0 = 1$. In [126], the authors showed that a growing tumor with no HGF feedback grows slower and is more stable than a tumor with $\psi_0 = 0.5$. In the next section, we will show how HGF feedback alters tumor behavior with lowered response to TGFβ.

Since the strength of the dynamic relationship between HGF and SGF feedback is unknown, we simulate growth of the tumor in four distinct conditions: none, low, intermediate (int), and high HGF feedback. To change the strength of feedback, we focus on three parameters found in equations (1.36) and (1.37), $\nu_{PHGF}$, $\nu_{SGFS}$, and $\nu_{SGFT}$. The strength of $C_{SGF}$ action on $C_{HGF}$ is represented by $\nu_{PHGF}$, and $\nu_{SGFS}, \nu_{SGFT}$ are the respective production rates of $C_{SGF}$ by the stem and terminal tissue fractions. For low (respectively, int, high) HGF, we set $\nu_{PHGF} = \nu_{SGFS} = \nu_{SGFT} = 5$ (respectively 10, 15). In Figure 1.2 the resulting simulations for the stem cell fraction for $T = 50, 100,$ and 150 are shown. The outline of the tumor body is clearly visible in all simulations, and is highlighted in green for the no HGF, $T = 50$ case. We see that at low HGF, the number of spots increases in comparison to no HGF, and there is a minor change to more asymmetrical morphology. As HGF dynamics increase to int and high modes, the number of stem cell spots decreases, but the spot size increases, and there is a large change in morphology with increase in invasive fingering and tumor fragmentation in the $T = 150$, high HGF case.

We fix $T = 100$ in order to more closely observe other variables associated with the simulations, namely concentrations of c-Met, HGF, and SGF (Figure 1.3(a)) and total tumor, terminal cell, and dead cell fractions (Figure 1.3 (b)). In Figure 1.3(a), we observe that c-Met levels in the spots increase with increasing HGF dynamics, along with increased HGF concentration at the tumor-host boundary and SGF concentration within the tumor. In Figure 1.3(b), we see that a large fraction of all the cases contain terminal cells, with a smaller co-localized percentage of dead cells, and with both cell types concentrated outside of the areas with stem cell spots.
Figure 1.2: Simulation results for baseline parameters.
(a) Stem cell fractions for increasing HGF dynamics and T = 50, 100, 150. (b) Area, Area Fraction, and Shape Factor. (i) Total area and (ii) area fraction for Control (red), Low HGF (blue), Int HGF (green) and High HGF (black). Area fraction is shown for different cell types: differentiated, dash; stem: dot; dead: dash-dot). (iii) Shape factor results for the four treatment types.
In Figure 1.2 (b) (i,ii) we observe that the increase in total area for tumors with higher HGF dynamics is mainly due to increases in terminal cell concentration. Yet, in Figure 1.2 (b) (ii), we see that the different cell fractions remain similar over all the simulations. Indeed, it has been observed that cancer stem cells constitute a stable fraction of the tumor population [23]. In order to measure the changes in morphology induced by HGF dynamics, we consider the shape factor, $f_{sf}$, for an object, which is calculated by $f_{sf} = P^2/(4\pi A)$, where $P$ and $A$ are the perimeter and area, respectively, of an object. The shape factor for a circle is 1, and increases as the shape of the object becomes more asymmetrical or increases in branch count. In Figure 1.2 (b) (iii), we see that shape factor tends to increase over time in all cases, but increases more drastically as HGF dynamics increase, supporting the experimental results that HGF can induce branching and invasive morphology in exposed tissues and tumors, respectively [9, 45, 120]. We also see, in Figure 1.4 (a), that the increase in scatter with increasing HGF dynamics is primarily due to stem cell scatter. We quantify stem cell scatter by considering the stem scatter fraction (SSF): the area of stem cells in the host region normalized to the area of stem cells in the entire domain $\Omega$. The initial non-zero fraction observed in Figure 1.4 (b) is due to the initialized diffuse interface of the tumor and host tissue. The the drop in SSF occurs during pattern formation, which decreases the stem cell pool and concentrates it in regions of high $M$. The latter increase in SSF is straightforward for the HGF high, low, and control conditions. With SSF highest in the HGF high condition over time,
followed by low HGF and control. The int HGF condition overtakes the high HGF at later time points due to the following phenomenon: while the effect on scatter is stronger in the high HGF condition due to higher M, stem cells are concentrated in fewer spots in the high HGF simulation than the int HGF simulation. Therefore, a larger surface area of stem cell area is exposed to the tumor-host boundary in the int HGF condition and can leave the tumor to form the host stem cell population. This result shows that while branching instability is higher in the high HGF case, with lower number of spots and greater heterogeneity at the tumor host boundary, as measured by the shape factor (Figure 1.2 (b) (iii)), the larger number of spots in the int HGF condition can destabilize the tumor via migration and scatter of the stem cell population.

1.2.2 Cell Scatter and Pattern Formation

In order to better understand how HGF dynamics influence spot formation, we examine the early and late-time dynamics of the simulations with and without c-Met-induced scatter (the latter case is simulated by setting $\delta_{1,2} = 0$ in (1.5) and (1.6)). In the early time ($0 \leq T \leq 50$), we notice that as HGF dynamics increase in simulations without scatter, spot size and number increases. With scatter, we still see an increase in spot size, but spots disappear due to early scatter of cells from high-stem regions, resulting in a lower number of spots than the simulations without scatter (Figure S2). Fixing HGF dynamics at high, we observe spot disappearance at very early time due to scatter (Figure 1.5 (a)). Comparing later time dynamics with and without scatter shows that loss of a stem cell spot in early time leads to more unstable dynamics over time, as evidenced by increase in shape factor for the $\delta_{1,2} = 0.02$ condition (Figure 1.5 (d)). Therefore, we see that scatter can have a destabilizing effect on the tumor morphology by increasing heterogeneity at the tumor-host boundary. We note that, as with the int and high HGF cases with baseline parameters, while the SSF is higher for $\delta_{1,2} = 0.02$, the SSF for $\delta_{1,2} = 0$ begins to approach the simulation with c-Met-induced scatter over time. This occurs due to the higher spot number in the $\delta_{1,2} = 0$ case, which increases the tumor stem cell fraction exposed to the tumor-host boundary. Thus, we see that increased scatter in areas with high M leads to greater morphological instability, but may reduce the overall load of migrating cells due to decreased physical exposure of the stem cell
fraction to the host.

Figure 1.4: Cell dispersal with baseline parameters. (a) Visualizing cell dispersal in no HGF and high HGF conditions for the different cell species. (b) Quantification of stem cell dispersal by the ‘stem scatter fraction’ (SSF) over time for increasing HGF dynamics.

1.2.3 Effect of negative feedback on tumor growth

A common characteristic of tumors that progress from pre-neoplastic lesions to neoplasms is that they lose ability to response to negative growth feedback [37]. Indeed, in colorectal cancer, resistance to TGFβ by mutation of a cognate receptor is associated with progression from adenoma to malignant carcinoma [33]. The TGFβ pathway can also be inactivated by mutation of TGFβR2 or inactivation of the downstream signaling components SMAD2, SMAD3, or SMAD4 [71].

Loss of response to members of the TGFβ family is correlated with poorer prognosis in a clinical setting [86]. Therefore, to model effect of HGF dynamics in a tumor that has progressed beyond the initial stages, we reduce the strength of TGFβ feedback on stem cell self-renewal from $\psi_0 = 1.0$ to $\psi_0 = 0.5$. When compared to the the case with $\psi_0 = 1.0$, the simulation results with reduced response to negative feedback have a greater area and shape factor, indicating the enhanced invasive potential of such tumors (Figure 1.6).
Figure 1.5: Comparison of baseline simulation with no c-Met effect on cell dispersal. Stem cell fraction in (a) very early time and (b) longer time and (c) stem scatter fraction (SSF) and (d) shape factor for high HGF condition with ($\delta_{1,2} = 0.02$) and without ($\delta_{1,2} = 0.0$) c-MET-induced cell scatter.

### 1.2.4 Therapy

Therapies targeting various aspects of the HGF/c-Met axis, including antibodies against HGF and c-Met, HGF-competitive analogs, tyrosine kinase inhibitors (TKIs) targeting c-Met, and downstream pathway inhibitors are currently in development [54, 7]. Over 20 drugs are currently in clinical Phase I-III clinical trials [16], indicating strong interest by the biomedical community in translating the accumulated knowledge of the HGF/c-Met axis into cancer therapeutics. We model targeted therapy by changing two parameters of the model which compromise $\nu_{PM}$: $\lambda_{HGF}$ and $\nu_0$, found in Equation 1.20. While $\nu_0$ represents the strength of c-Met auto-activation without HGF, $\lambda_{HGF}$ represents the strength of HGF-induced c-Met activation. Lowering $\lambda_{HGF}$ models drugs that act by inhibiting HGF, while lowering $\nu_{PM}$ represents drugs that specifically disrupt c-Met auto-catalysis. Drugs that inhibit c-Met or its downstream effectors lower both auto-catalysis rates and the ability of HGF to upregulate c-Met products. Therefore, activity of such drugs should
Figure 1.6: Response of tumor to decreased negative feedback ($\psi = 0.5$).
(a) Stem cell fractions for increasing HGF dynamics. (b) Difference of total area (top panel) and shape factor (bottom panel) between $\psi = 1$ (blue) and $\psi = 0.5$ (red) simulations at $T = 150$.

be modeled by lowering both parameters. We model two therapies applied at $T = 50$: T1 lowers $\lambda_{HGF}$ from 0.5 to 0.05, and T2 lowers $\lambda_{HGF}$ to 0.005 and $\nu_0$ from 0.1 to 0.001. We choose these two therapies as they represent two different classes of therapy results that we observed when both parameters were systematically lowered for high HGF (Figure B.3). Therapy is applied until the last time point, $T = 150$. We find that when therapy is terminated prematurely, the tumor grows back rapidly (Figure B.4), indicating that ultimate tumor eradication requires combination therapy and/or surgical resection alongside anti-HGF/c-Met drugs. The first class, represented by T1, when c-Met levels are lowered above the threshold, results in decreased total area, but maintenance of invasive morphology, as evidenced by maintenance of a relatively high shape factor. The second class, represented by T2, results in even further decreases in total area, as well as a much less invasive morphology (Figure 1.7). It has been shown that very strong inhibition of c-Met phosphorylation (> 90%) is required for significant inhibition of tumor growth (> 50%) in a tumor xenograft mouse model [125], which is consistent with our simulation results.
By incorporating tumor-produced SGF and the HGF/c-Met axis into a multispecies model of tumor growth, we have shown that establishment of this dynamic interaction between the tumor and its microenvironment results in increased tumor growth and morphological instability, the latter due in part to increased cell-species heterogeneity at the tumor-host boundary. Indeed, such a phenomenon has been investigated by Cristini et al [22]. Using both experimental and simulations, Cristini et al. showed that spatially heterogeneous cell proliferation, alongside disruption of cell-cell adhesion, results in invasive fingering and migration of cell clusters. In their model, the heterogeneity occurred due to heterogeneous distribution of oxygen, nutrients, and pH levels caused by atypical tumor vasculature and other disruptions to diffusion in the tumor. In our model, the heterogeneity occurs due to formation of stem cell spots at the tumor-host boundary via a Turing mechanism of c-Met and c-Met inhibitors. This heterogeneity is exacerbated by the presence of an HGF-SGF dynamic.
since the effect of HGF on cell dispersal causes loss of some spots, and the effect of HGF on proliferation/self-renewal increases the size of the remaining spots. Indeed, when effect of HGF on cell dispersal is removed from the model, the tumor becomes more stable due to a more uniform distribution of stem cell spots at the tumor-host boundary, even though there are more of them than in the original model (Figure 1.5). Cristini et al. propose that suppression of morphologic instability via homogenization of cell proliferation and increase in cell-cell adhesion will result in a more compact, noninvasive tumor morphology. Our therapy results support their conclusions: when we block the HGF/c-Met axis sufficiently enough to reduce the highly proliferative spot size, the tumor does not only grow more slowly, but it grows in a more compact manner (Figure 1.7).

We find that invasive behavior is further increased if the tumor lowers responsiveness to tumor-derived pro-differentiation signals, which is a traditional hallmark of neoplastic development [37]. We have not addressed a portion of the pleiotropic effects of TGF\(\beta\) that constitute the ‘TGF\(\beta\) paradox’. Namely, our model does not consider that in certain cases, TGF\(\beta\) can increase cellular motility, as well as hasten the Epithelial-to-Mesenchymal Transition (EMT) of tumorigenic epithelial cells [86]. Moreover, it has been found that in advanced cancers, immune components and fibroblasts can produce TGF\(\beta\), which has tumor-promoting effects [72]. In this study, we only model the anti-proliferative effects of TGF\(\beta\), with its production localized to terminal cells. Incorporation of the tumor-promoting action of TGF\(\beta\) may be best done using a specific cancer model and data, since such effects show greater diversity among different cancers than the other growth factors modeled in this paper.

By modeling anti-HGF and anti-c-Met therapy, we show how disruption of the HGF/c-Met cascade can lower tumor invasiveness and growth, thereby providing theoretical evidence that targeting tumor-microenvironment dynamics is a promising avenue for therapeutic development. An important consideration in clinical development of anti-HGF/c-Met therapies is patient selection and stratification. Indeed, studies on efficacy of HGF/c-Met targeted therapies have consistently shown that patients with high c-Met expression levels respond best to these therapies [34], indicating that patient pre-selection based on tumor biomarkers of HGF/c-Met axis activation can improve therapy outcomes [7]. As our model assumes c-Met as a main driver in stem cell self-renewal and division
rate, it is most directly applicable to patients with high c-Met activity.
Chapter 2

Modeling mechanisms of biphasic growth factor action on tumor growth

2.1 Introduction

We have recently found that culture of tumor spheroids derived from Colon Cancer Initiating Cells (CCICs), a primary colon cancer cell line [91, 98], in presence of increasing concentrations of HGF, has a biphasic effect on tumor growth [55]. Based on the research from Yamada et al., as well as findings that addition of HGF at a concentration of 40ng/ml induces expression of several members of the TGFβ family in an in vitro liver organoid culture [76], we have developed a simple model of biphasic HGF action on tumor growth where HGF stimulates canonical Wnt signal at low concentrations and TGFβ signal at higher doses. We focus in this chapter on HGF action on Wnt signal rather than all c-Met downstream effectors since colon cancer has a high incidence of Wnt-activating mutations that are modulated by HGF [116]. We show that the shape of the resulting dose-response curve of the model is dependent on the assumption of linearity (or non-linearity) of the effect of HGF on TGFβ production, hence demonstrating that the shape of the dose-response curve can give insight into the molecular nature of the biphasic response.
2.2 Mathematical Model

The mathematical model is specific to our experimental system, namely of HGF action on tumor cells, in order to optimize parametrization. Nevertheless, the model is simple enough that it can represent a more general system of a growth factor action on a tissue in a non-monotonic fashion. In this study, we develop a single-scale, spatially homogeneous model of HGF action on a multi-species tumor which consists of a coupled system of nonlinear ordinary differential equations representing changes in stem and terminal cell tumor species, as well as positive regulators (W) and negative regulators of tumor growth (T), as summarized in Figure 2.1 and discussed in the remainder of the section.

![Diagram of tumor signaling](image)

**Figure 2.1:** A multispecies model of tumor signaling.

Tumor tissue is composed of two cell types: cancer stem cells (S), and terminally differentiated cells (TC). Stem cells have a probability of self renewal $P$, differentiate into TCs with probability $1 - P$, and divide at a rate $K_S$. $P$ and $K_S$ are promoted by $W$ signals produced by the stem cells and inhibited by $T$, which are produced by S and TCs in response to high H, which represents HGF. H acts by both increasing production of W (at low concentrations) and T (at high concentrations). Adapted from [126].
2.2.1 Tumor cell species

We characterize tumor cell dynamics using the cell lineage hypothesis [61, 126]. It has been shown that tumor cells progress through lineage stages where the ability to self-renew is gradually lost [90, 6]. We consider a simplified lineage with cancer stem cell (S) and terminal cell (TC) species that make up the viable fraction of the tumor. Stem cells self-renew, i.e. form new stem cells upon division, with a probability $P$. We note that in our continuum model, results from asymmetric or symmetric stem cell division are identical, thus we do not make a distinction between these mechanisms of self-renewal. Change in species concentration is a function of the fraction of daughter cells that either remain after division $(2P - 1)$ in the case of stem cells, with the factor of ‘2’ accounting for the production of two daughter cells from each parent cell at each cell division, or the fraction of cells that differentiate, $2(1 - P)$, in the case of terminal cells, and the cell division rate of each species,

\[
\frac{\partial S}{\partial t} = (2P - 1)K_SS, \\
\frac{\partial TC}{\partial t} = 2(1 - P)K_SS + K_TTC,
\]

where $K_{S,TC}$ are the stem and differentiated cell division rates, respectively. We discuss the dependence of $K_S$ on various growth factors below, and assume $K_{TC}$ to be constant, since terminal cells have less variable and lower division rates than CSCs [124]. We set $K_{TC} = 0.1$, as it falls below the lowest observed CCIC division rate of 0.13, which was observed in a mixed (i.e. CSC and TC) population of CCICs [55]. Moreover, we assume that nutrient and oxygen concentrations are not limiting, which is applicable to an experimental cell culture system with proper media, and hence necrosis and apoptosis are negligible.

2.2.2 Stem cell self-renewal rate and division rate

It has been shown that microenvironmental feedback on self-renewal in a tissue cell lineage is necessary for robust control of lineage progression [61]. Current data shows that elements of such
a control system are also present in cancer cell lineages, although often in a dysregulated manner. Indeed, the Wnt/β-catenin system, which involves stem cell-produced glycoproteins from the Wnt family which cause nuclear translocation and activation of transcription factor β-catenin, and is associated with increased cell proliferation and self-renewal in normal tissues, has been shown to be overactivated in several types of tumors, including glioma, medulloblastoma, colon cancer, and hepatocellular carcinoma [32, 1, 43]. These factors are represented by $W$ in the model. Moreover, it has been shown across several tissues and in both normal and early cancerous tissue that growth factors, most notably those from the TGFβ superfamily, are produced that feedback on to the stem cells to reduce rates of cell proliferation and self-renewal [40, 99, 72]. We model the effect of this class of factors using $T$. Hence, $P$ and $K_S$ are modeled as follows,

$$ P = P_{\text{min}} + (P_{\text{max}} - P_{\text{min}})M_P, \quad (2.3) $$

$$ K_S = K_{S_{\text{min}}} + (K_{S_{\text{max}}} - K_{S_{\text{min}}})M_{K_S}, \quad (2.4) $$

$$ M_{P,K_S} = \left( \frac{\xi_{P,K_S}W}{1 + \xi_{P,K_S}W} \right) \left( \frac{1}{1 + \psi_{P,K_S}T} \right), \quad (2.5) $$

where $P_{\text{min}}$ and $P_{\text{max}}$ are minimum and maximum rates of self-renewal, respectively, and $K_{S_{\text{min}}}$ and $K_{S_{\text{max}}}$ are the minimum and maximum rates of stem cell division, respectively. The functions $M_P$ and $M_{K_S}$ represent the feedback of $W$ and $T$ on $P$ and $K_S$, respectively. We set $P_{\text{min}} = 0.2$ and $P_{\text{max}} = 1.0$ to represent the possible extremes of $P$, and $K_{S_{\text{min}}} = 0.1$ and $K_{S_{\text{max}}} = 1.0$ as we have found that CCICs have division rates of approximately 0.15 to 0.5 in culture [55]. The upper limit is set to 1.0 since our findings were based on growth rates of CCICs that may have been differentiating, hence the division rates of the stem cells would have to be slightly greater than the aggregated division rate. $\xi_{P,K_S}$ represent the positive effect of $W$ on $P$ and $K_S$, respectively, and $\psi_{P,K_S}$ represent the inhibitory effect of $T$ on $P$ and $K_S$, respectively. We set $\xi_P = 1.0$ and $\psi_P = 0.5$. These values were derived by Youssefpour et al. in a model of this system that includes, in addition to Equations (1)-(5), generalized diffusion and convection terms for the cell species [126]. We set $\xi_{K_S} = 0.01$ and $\phi_{K_S} = 0.5$, which were derived using an extension of the Youssefpour model to parametrize growing CCICs in culture [55].
2.2.3 Growth factor concentration

A hallmark of colorectal cancer is disruption and over-activation of the Wnt/β-catenin signaling pathway, often through inactivation of the cytoplasmic β-catenin binding protein APC, or through activating mutations in β-catenin itself [87]. Moreover, it has been shown that several distinct downstream factors of the β-Catenin signal, including Phospholipase D and BMI1, act as activators of the Wnt/β-catenin pathway, creating a positive feedback loop that is nonlinear due to the multiple feedback mechanisms on the pathway [51, 53, 19]. We model this aspect of the W auto regulation using a modified Michaelis-Menten equation, in order to account for signal saturation. Additionally, HGF, acting through its CSC-expressed cognate receptor c-Met, results in translocation of β-catenin to the nucleus, and hence also potentiates Wnt signal. Moreover, as discussed in the introduction, there is evidence that HGF also acts on T at high concentrations [123, 76], although the mechanism by which it does so is currently unknown. Therefore, we model changes to W and T as follows,

\[
\frac{dW}{dt} = \left( \lambda_H H + \frac{\lambda_{PW1} W^2}{1 + \lambda_{PW2} W^2} \right) S - \nu_{DW} W, \tag{2.6}
\]

\[
\frac{dT}{dt} = g_i(H)(S + TC) - \nu_{DT} T \quad i = 1, 2, 3, \tag{2.7}
\]

where \(\lambda_H\) represents the feedback response of \(W\) on \(H\), \(\lambda_{PW1}\) is the strength of the autocrine positive feedback response of \(W\), \(\lambda_{PW2}\) is the Michaelis-Menton constant for \(W\), \(\nu_{DW, DT}\) are the decay rates for \(W\) and \(T\), respectively, and \(g_i(H)\) is the positive feedback function of \(H\) on \(T\), which becomes increasingly nonlinear with increasing \(i\) (see below). \(\lambda_H, \lambda_{PW1}, \) and \(\lambda_{PW2}\) are estimated to fit a maximum peak of the dose response curve to approximately 1000%. The value of 1000% is derived from the following observation: in the original experiments with CCICs, the observed maximum growth rate was found to be approximately 2000% [55], but we have found that this growth rate was dependent on initial spheroid size, and when normalized for average spheroid size, the predicted maximum growth rate is approximately 1000% (unpublished observations). Currently,
in vitro decay rates for $W$ and $T$ are unavailable, and hence we set, as a first approximation, $\nu_{DW} = \nu_{DT} = 1.0$ and note that since calculation of $\lambda_H$, $\lambda_{PW1,2}$ are dependent on ambient $W$ and $T$, a change in $\nu_{DW}$ or $\nu_{DT}$ would necessitate a change in $\lambda_H$ and $\lambda_{PW1,2}$ to match the tumor growth rate, hence the output in $S$ and $TC$ would be similar to the results for $\nu_{DW} = \nu_{DT} = 1.0$.

The effect of $H$ on $T$ is modeled using three different functions, each which differ by (1) the degree of the nonlinearity of $H$ and (2) the modulating factor, which is set to allow the maximum peak growth to be similar between the different functions. We note that, in nature, $i$ need not be an integer, but nevertheless, as $i$ increases, we will show that the post-peak curvature of the dose-response curve will increase, hence while it may not be possible to determine the specific $i$ of the growth factor from the dose-response curve alone, it will be possible to determine the qualitative degree of nonlinearity of action of the negative growth regulator. Therefore, our choice of $i$ act as representative values of the (non-)linear effect of the negative growth regulator. For this study, we set $g_1(H) = 5^{-3}H$, $g_2(H) = 3^{-4}H^2$, and $g_3(H) = 2^{-5}H^3$. We summarize all parameter values in Table 1.

Table 2.1: Summary of parameter values for Equations (2.1) - (2.7).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{TC}$</td>
<td>TC mitosis rate</td>
<td>0.1</td>
</tr>
<tr>
<td>$P_{min}$</td>
<td>Min. CSC self-renewal rate</td>
<td>0.2</td>
</tr>
<tr>
<td>$P_{max}$</td>
<td>Max. CSC self-renewal rate</td>
<td>1.0</td>
</tr>
<tr>
<td>$K_{S_{min}}$</td>
<td>Min. CSC mitosis rate</td>
<td>0.1</td>
</tr>
<tr>
<td>$K_{S_{max}}$</td>
<td>Max. CSC mitosis rate</td>
<td>1.0</td>
</tr>
<tr>
<td>$\xi_P$</td>
<td>Pos. feedback response of $P$</td>
<td>1.0</td>
</tr>
<tr>
<td>$\psi_P$</td>
<td>Neg. feedback response of $P$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\xi_{K_S}$</td>
<td>Pos. feedback response of $K_S$</td>
<td>0.01</td>
</tr>
<tr>
<td>$\psi_{K_S}$</td>
<td>Neg. feedback response of $K_S$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\lambda_{PW1}$</td>
<td>Pos. feedback response of $W$</td>
<td>1</td>
</tr>
<tr>
<td>$\lambda_{PW2}$</td>
<td>M-M constant for $W$</td>
<td>1</td>
</tr>
<tr>
<td>$\lambda_H$</td>
<td>$H$ feedback response of $W$</td>
<td>2</td>
</tr>
<tr>
<td>$\nu_{D(W,T)}$</td>
<td>Decay rates for $W$ and $T$, respectively</td>
<td>1</td>
</tr>
</tbody>
</table>
2.2.4 Quasi-steady state Growth factor concentration

In order to analyze the dynamics, we reduced the system by assuming quasi-steady state concentrations for $W$ and $T$. Setting the time derivatives to 0 in Equations 2.6 and ?? allowed us to solve for $W$ in terms of $S$ and $H$, and for $T$ in terms of $H$, $S$ and $TC$. In the case of $W$, we obtained the cubic function $0 = -W^3 + W^2 S (2H + 1) - W + 2H$, and in the case of $T$, we have $0 = g(H)(CS + TC) - T$. The real solution to the first equation was calculated using the MATLAB symbolic solver,

$$W = S/3 + (H - S/6 + (S + 2HS))^{3/27}$$

$$+ (H - S/6 + (S + 2HS))^{3/27} - (HS)/3^2$$

$$- (1/9(S + 2HS)^2 - 1/3)^{1/2} - (HS)/3^{1/3}$$

$$+ (S + 2HS)^{2/9 - 1/3}/(H - S/6 + (S + 2HS)^{3/27}$$

$$+ ((H - S/6 + (S + 2HS)^{3/27} - (HS)/3)^2$$

$$- (1/9(S + 2HS)^2 - 1/3)^{1/2} - (HS)/3^{1/3}$$

$$+ (2HS)/3$$

(2.8)

For the second equation, we obtain:

$$T = g(H)(S + TC)$$

(2.9)

2.3 Results

The equations were numerically solved in MATLAB using MATLAB’s standard solver for ordinary differential equations, ode45. Initial conditions were set to model a CCIC culture system. Since CCICs are composed of stem cells derived from primary colon tumors [91], we set $S = 1$ and $TC = 0$, where 1 simulation cell corresponds to 10 biological cells, which is the average number of cells initially in each experiment [55]. Since stem cells produce $W$ but not $T$, we set $2.0 = W >> T = 0.01$ as initial conditions, with units for all growth
factors in ng/ml. We chose the specific value of 2.0 for $W$ as double to the decay rate so that it does not artificially decay to zero, and 0.01 for $T$ to account for any background levels of the growth factor. The simulation was run over various $H$ values ($H$ is assumed to be constant throughout the simulation). The simulation was run from $t = 0$ to $t = 9$, where $t$ represents the number of days of the simulation. The dose-response curve for % tumor growth at day 9 in increasing concentrations of HGF for the full system is found in Figure ?? and for the quasi-steady state system in Figure 2.3. Note that growth curves for the

original and quasi-steady state model are not identical, indeed at very low, but non-zero, concentrations of $H$, the curve for nonlinear $g$ overestimates cellular growth. This is because if $g(H) = 2^{-5}H^3$, then $T = g(H)(S + TC)$ is very small at low $H$, and its effect is negligible on $P$ and $K_s$, resulting in increased growth and proliferation of stem cells, and thus rapid production of $W$ (Figure 2.4 (ii)), therefore the assumption that $W$ is in a quasi-steady state at this concentration of $H$ is not accurate.

Nevertheless, the stem cell, terminal cell, $W$, and $T$ dynamics are very similar between the two models at both $H = 0$ and higher values of $H$ (Figure 2.5). The peak of both curves

Figure 2.2: Dose-response curve of original ode system (Equations 2.1) - (2.7) for a linear $g(H) = 5^{-3}H$, quadratic $g(H) = 3^{-4}H^2$, and cubic $g(H) = 2^{-5}H^3$. 
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Figure 2.3: Dose-response curve of quasi-steady state system (Equations (1) - (5), (8), (9)) for a linear $g(H) = 5^{-3}H$, quadratic $g(H) = 3^{-4}H^2$, and cubic $g(H) = 2^{-5}H^3$.

occurs at approximately $H = 20$, and at this HGF concentration, stem cell concentrations increase throughout the simulation in both models. Therefore, since our analysis is concentrated on curve behavior in control conditions and after the growth peak is attained, we assume that the quasi-steady state system provides a good approximation of the cell numbers.

A phase plane analysis of stem and terminal cell dynamics shows that at a concentration of $H=100$, stem cell concentrations tend to 0 over time while terminal cell concentrations increase, whereas at $H = 20$, both stem and terminal cell concentrations increase independent of initial conditions (Figure 2.6 (b),(c)). Interestingly, there is a divergence of stem cell response for $H = 0$, at initial concentrations of less than 2, the stem cell concentration tends to 0, whereas at higher initial concentrations, stem cell concentrations also increase over time. This occurs due to a higher production of $W$ at the initial time points that potentiates the stem cell populations. Therefore, if initial concentrations of stem cells is high, the growth peak would move left on the dose-response curve due to the increase in stem cell growth.

To investigate whether a different choice of $g$ resulted in different relative fractions of stem
Figure 2.4: Cell and chemical dynamics for the ode model at $H = 10$. Dynamics of stem cell, terminal cell, W, and T concentrations in the original ode model for linear and cubic $g$ and at $H=10$. The graph insets for each simulation are the dynamics of the same factor in the quasi-steady state model.

vs. terminal cells at concentrations of $H$ after the peak growth phase, we plotted the stem cell fraction at linear and cubic $g$ at the final time point over concentrations of $H$ ranging from $20 - 100$. Indeed, a cubic $g$ resulted in a nonlinear decrease in stem cell fraction after the peak growth phase, whereas a linear $g$ resulted in a more linear decrease in the stem cell fraction, consistent with the the action of $T$ on stem cell self-renewal (Figure 2.7).
2.4 Discussion

In this study, we analyze the relationship between the mechanism of growth factor-mediated activation of a growth inhibitor at high concentrations and the shape of a biphasic dose-response curve of tissue growth in response to increasing concentrations of growth factor. Since the molecular nature of the inhibitor activation is often unknown, the shape of an experimental growth curve can serve as an aid in generating hypotheses of growth factor action. For example, if the curve post-peak segment (CPPS) displays low curvature (i.e. is near linear), then most likely there is no synergy of inhibitor activation by the growth factor. For example, in the Yamada et al. study on HGF effect on muscle satellite cell proliferation, the CPPS is linear (Figure 2.8). Therefore, we hypothesize that either HGF acts via biphasic activation of c-Met, or via a low-affinity growth receptor to stimulate myostatin production. On the other hand, if the CPPS shows high curvature, then we hypothesize that the growth factor increases expression of the growth inhibitor in a non-linear fashion. Experimental examples of such growth curves include NGF action on neurite outgrowth and copper chloride action on bacterial colony formation (Figure 2.9). In biological signaling, a nonlinear signal is often indicative of activation of multiple downstream effectors [8, 79]. Hence, a nonlinear CPPS may be indicative of pleiotropic action of the growth factor on growth inhibition.

Moreover, we also show that nonlinear activation of an inhibitor results in a nonlinear decline in the stem cell fraction in the cell population with increasing $H$ after the peak growth concentration (Figure 2.7). Experimental establishment of this relationship requires use of a CSC marker such as CD133, which is specific to colon CSCs [15], and can serve to provide evidence that the growth antagonist acts on $P$ and $K_S$, hence further substantiating details of the mathematical model. Additionally, use of a CSC marker can give insight into the predictions of the phase plane analysis, specifically that peak growth is dependent on the steady state of CSCs: peak growth occurs at H concentration where CSC populations increase during the entire time course of the experiments (i.e., do not tend towards the
alternative steady state of 0) (Figure 2.6). A simplification of the current model to make it amenable to analytical analysis may also be used to confirm the stability results.

2.5 Conclusions

Our simple model of HGF action on cell proliferation in a multi-species colon cancer models serves to establish the hypothesis that a shape analysis of a dose-response curve can inform molecular mechanism of growth factor action. Moreover, the model can be extended to include different hypotheses on activator induction by the growth factor, or in cases where the growth curve is monotonic, the shape analysis can be performed on the pre-peak curve segment or the entire curve, respectively. Generation of experimental dose-response curves and subsequent curve shape analysis using a system where the molecular mechanism of action of a growth factor on the phenotypic output is known can be used to test the model predictions.
Figure 2.5: Dynamics of stem cell, terminal cell, W, and T concentrations in the original model for linear and cubic g and at concentrations of (a) H=0, (b) H=20, and (c) H=100. The graph insets for each simulation are the dynamics of the same factor in the quasi-steady state model.
Figure 2.6: Phase planes of stem and terminal cell dynamics for the quasi-steady state system at (a) $H = 0$, (b) $H = 20$, with linear and cubic $g(H)$, and (c) $H = 100$, with linear and cubic $g(H)$. Solutions are plotted for initial conditions ranging from 0-6 stem and terminal cells (each).
Figure 2.7: Stem cell fraction at \( t = 9 \) and \( 20 \leq H \leq 100 \) for the quasi-steady state system at linear and cubic \( g(H) \).

Figure 2.8: Example of a linear dose-response curve
BrdU, a thymidine analogue, is incorporated into newly synthesized DNA of replicating cells, and can be detected using anti-BrdU antibodies. Hence, it acts as a marker of cell proliferation. The dose-response curve of BrdU uptake by satellite muscle cells in response to increasing HGF shows a linear post-peak decline in BrdU-positive cells with increasing HGF (Reprinted with permission from [123]).
Figure 2.9: Examples of non-linear dose-response curves
(a) effect of NGF on neuronal outgrowth in dorsal root ganglion neurons of rat lumbar region (reprinted with permission from [12]), (b) effect of Copper Chloride on growth of Micrococcus Pyogenes bacterial cultures (reprinted with permission from [14]).
Chapter 3

Feedback control in a stem cell model can cause an Allee effect

3.1 Introduction

Over the past several years, Lowengrub and collaborators have developed a sophisticated model for tumor growth in tissue [119, 68, 126]. Their model consists of approximately 12 coupled partial differential equations, which account for cancer cell growth in tissue including volume effects, tissue stiffness and viscosity, external and internal forces, cell differentiation into cancer stem cells (SC), transient cells (TC), terminally differentiated cells (TD), and dead cells. In addition, they incorporate a feedback, which regulates the self-renewal of the stem cell population. This feedback mechanism is based upon two signaling proteins, a short-range activator (Wnt) and a long-range inhibitor (Dkk). The dynamics of these two proteins is modeled through a Turing mechanism, which allows for spatial patterning.

Lowengrub et al. use their model to investigate several scenarios which are relevant for tumor growth and treatment. In particular, they design a combination treatment, which,
in simulations, results in tumor extinction [126]. The purpose of this chapter is to try to understand the basic underlying mechanism which leads to treatment success. We claim that the feedback mechanisms used in this model lead to an Allee effect for tumor stem cell growth. The Allee effect is a phenomenon, studied in ecology, that there exists a positive correlation between population density and individual fitness [102]. In the case of a tumor, the Allee effect can manifest itself through treatment, which can cause the stem cell count to fall below a threshold such that the tumor cannot recover and dies out, or in spontaneous tumor remission [56]. This Allee effect is not easily seen in the fully coupled PDE model. Hence, here we simplify down to the essential dynamics and prove mathematically that an Allee effect exists.

Our simplification focuses on the interplay between the stem cell concentration, $S(t)$, and the self-renewal activator Wnt, $a(t)$. In the original model of Lowengrub et al., the activator Wnt ($a(t)$) is coupled to the inhibitor ($b(t)$) by the Turing mechanism

$$
\begin{align*}
    a_t &= D_1 \Delta a + \frac{a^2}{b} S - a \\
    b_t &= D_2 \Delta b + \gamma a^2 S - \nu b,
\end{align*}
$$

(3.1)

where $D_1$, $D_2$ are the diffusion coefficients, $\Delta$ denotes the Laplacian operator, $\gamma$ and $\nu$ are positive parameters and the index notation denotes partial derivatives. The dynamics of the stem cell concentration, $S(t)$, is given by

$$
S_t = (2p(T, a) - 1)kS,
$$

(3.2)

which includes two feedback mechanisms. The variable $p(T, a)$ denotes the probability of self renewal of stem cells, and this depends on concentration of T, a differentiation promoter, and on the activator $a$. For simplification purposes, the proliferation rate $k$ is taken to be constant and non-negative.
In Youssefpour et al [126], the probability of self renewal has the following specific form

\[ p(T, a) = p_{\text{min}} + (p_{\text{max}} - p_{\text{min}}) \left( \frac{\xi a}{1 + \xi a} \right) \left( \frac{1}{1 + \psi T} \right), \]  

(3.3)

where \( T \) is concentration of soluble differentiation promoters (most importantly, these include members the TGF\( \beta \) superfamily). \( p_{\text{min}} \) and \( p_{\text{max}} \) are respective minimum and maximum rates of self-renewal and \( \xi \) and \( \psi \) are the respective positive, by \( a \), and negative, by \( T \), feedback strengths on \( p \). In our simplified model, we substitute \( T \) for \( S \) using the following reasoning: any probability of self-renewal < 1 will lead to production of differentiated cells, \( D \), from stem cells. Differentiated cells will, in turn, produce \( T \). Therefore, there exists a positive relationship between \( S \) and \( D \), and hence \( T \). We take the simplest assumption that \( S \) and \( T \) are directly correlated to obtain

\[ p(S, a) = p_{\text{min}} + (p_{\text{max}} - p_{\text{min}}) \left( \frac{\xi_1 a}{1 + \xi_1 a} \right) \left( \frac{1}{1 + \xi_2 S} \right), \]

Further simplifying by setting \( p_{\text{min}} = 0 \) and \( p_{\text{max}} = 1 \), we obtain

\[ p(S, a) = \left( \frac{\xi_1 a}{1 + \xi_1 a} \right) \left( \frac{1}{1 + \xi_2 S} \right), \]

(3.4)

where \( \xi_1 \) and \( \xi_2 \) represent the respective strengths of positive and negative feedback on \( p \).

In our numerical investigations, we find that the Turing mechanism is not essential for the Allee effect. However, the Wnt production terms in the \( a \) equation are relevant. Hence in our simplification, we focus on the kinetic part of the activator equation (now written as an ODE, since space dependence is ignored):

\[ \dot{a}(t) = \gamma \frac{S}{b} a^2 - a, \]

(3.5)

where we assume that the inhibitor \( b \) is a given constant value. For given \( S \), this equation
(3.5) is a bistable equation. Solutions to initial conditions $a(0) < b/S$ converge to zero, while solutions to initial conditions $a(0) > b/S$ blow up in finite time. This blow-up is not seen in the full Turing model, since the inhibitor controls unbounded growth. To mitigate this effect, we introduce $\lambda$, the strength of the saturation (thus forcing $\dot{a}$ to saturate to a linear rate). We believe that this is a biologically reasonable assumption, since experimental evidence has shown that tumor cells are highly responsive to external drivers of $a$, such as activation of the c-MET receptor by stromal-produced HGF, in a concentration-dependent manner [39, 80]. Therefore, in a model with no external drivers of $a$, which we present here, we do not assume that $a$ can saturate. Therefore, we study

$$\dot{a} = a \left( \frac{\beta Sa}{1 + \lambda a} - 1 \right), \quad (3.6)$$

where $\beta = \gamma/b$. Then the model, which describes the feedback mechanism on the stem cells, is given by

$$\dot{S} = (2p(S,a) - 1)kS = f_1(S,a)$$
$$\dot{a} = a \left( \frac{\beta Sa}{1 + \lambda a} - 1 \right) = f_2(S,a)$$
$$p(S,a) = \frac{\xi_1a}{1 + \xi_1a} \frac{1}{1 + \xi_2S},$$

3.2 Analysis of the Allee-effect

For the analysis below, we consider the following system of two differential equations:

$$\dot{S} = (2p(S,a) - 1)kS = f_1(S,a),$$
$$\dot{a} = a \left( \frac{\beta Sa}{1 + \lambda a} - 1 \right) = f_2(S,a), \quad (3.7)$$
where \( p(S, a) = (\xi_1 a) / ((1 + \xi_1 a)(1 + \xi_2 S)) \). The main result shows that the above system (3.7) does show an Allee-effect.

For linear stability analysis, we will need to use \( p_S, p_a, F_S, \) and \( F_a \), therefore we calculate them now.

\[
\begin{align*}
    p_S &= -\frac{a\xi_2}{(1 + \xi_1 a)(1 + \xi_2 S)^2} \leq 0 \text{ where } p_S = 0 \text{ only when } a = 0, \\
    p_a &= \frac{1}{(1 + \xi_2 S)(1 + \xi_1 a)^2} > 0, \\
    (f_2)_S &= \frac{\beta a^2}{1 + \lambda a} \geq 0 \text{ where } F_S = 0 \text{ only when } a = 0, \\
    (f_2)_a &= \frac{2\beta S a (1 + \lambda a) - (\beta S a^2)\lambda}{(1 + \lambda a)^2} - 1 = \frac{2\beta S a + 2\lambda S a^2 - \lambda S a^2 - 1}{(1 + \lambda a)}, \\
    &\quad = \frac{2\beta S a + \lambda S a^2 - 1}{(1 + \lambda a)^2} - 1 = \frac{\beta S a(2 + \lambda a)}{(1 + \lambda a)^2} - 1.
\end{align*}
\]

Therefore, we have

\[
(f_2)_a = \frac{\beta S a(2 + \lambda a)}{(1 + \lambda a)^2} - 1. \tag{3.8}
\]

Note that the sign of \((f_2)_a\) depends upon \(\beta, S, a\) and \(\lambda\).

**Theorem 3.1.** 1. The domain \( \Omega = [0, \infty) \times [0, \infty) \) is positively invariant for (3.7).

2. The system (3.7) has two steady states in \( \Omega \), \( P_1(0, 0) \) and \( P_2(S_2, A_2) \), where \( P_2 \) is the unique intersection of the curves

\[ \{ p(S, a) = 0.5 \} \text{ and } \{ f_2(S, a) = 0 \}. \]

3. \( P_1 \) is asymptotically stable and \( P_2 \) is a saddle point.

4. Under specific assumptions on parameter relationships, there exists a separatrix which separates the basin of attraction of \( P_1 \) from an attractor with non-zero \( S \). This sepa-
Proof. Consider system (3.7). We observe that $\dot{S} \geq -kS$ and $\dot{a} \geq -a$. Setting $\dot{S} + kS = l(1)$ and $\dot{a} + a = l(2)$ and solving each differential equation under the condition that $(l(1), l(2)) \geq (0, 0)$ gives us the condition that $(S(t), a(t)) \geq (0, 0)$ for all initial $(S, a) \geq (0, 0)$. Thus, $\Omega = [0, \infty) \times [0, \infty)$ is positively invariant for (3.7).

We find $\dot{S} = 0$ if and only if $S = 0$, $p(S, a) = 0.5$, or $k = 0$. The second equation is in steady state if $a = 0$ or $a = a^*(S) = (\beta S - \lambda)^{-1}$, $S > 0$. We note that when $S = 0$, $a^*(S) = \frac{-1}{\lambda} < 0$ since $\lambda$ is assumed to be non-negative. This cannot be a steady state since $a \geq 0$. Similarly, if $a = 0$, then $p(S, 0) = 0$. Hence, the only steady state with $S = 0$ or $a = 0$ is $P_1(0, 0)$.

We next want to determine if there exist, and if yes, how many, pairs of $(S, a)$ such that $p(S, a) = 0.5$ and $F(S, a) = 0$. This can be found by solving the system:

\[
\begin{cases}
\frac{\xi_1 a}{1 + \xi_1 a} \frac{1}{1 + \xi_2 S} = 0.5 \\
\frac{\beta S a}{1 + \lambda a} = 1
\end{cases}
\]  

(3.9)

Solving the first equation for $S$, we obtain $S = (\xi_1 a - 1)/(\xi_2(1 + \xi_1 a))$. We first note that the function is monotone increasing in $a$. This is true since $S' = (2\xi_1)(\xi_2(1 + \xi_1 a)^2) > 0$.

Moreover, we have

\[
\lim_{a \to 0} \left( \frac{\xi_1 a - 1}{\xi_2(1 + \xi_1 a)} \right) = \frac{1}{\xi_2} \quad \text{and} \quad \lim_{a \to \infty} \left( \frac{\xi_1 a - 1}{\xi_2(1 + \xi_1 a)} \right) = \frac{1}{\xi_2}
\]

Repeating the process for the second equation, we obtain $S = (1 + \lambda a)/(\beta a) = 1/(\beta a) + \lambda/\beta$.

$S' = \frac{-1}{\beta a^2} < 0$, hence the function is monotone decreasing, and

\[
\lim_{a \to 0} \frac{1}{\beta a} + \frac{\lambda}{\beta} = \infty \quad \text{and} \quad \lim_{a \to \infty} \frac{1}{\beta a} + \frac{\lambda}{\beta} = \frac{\lambda}{\beta}.
\]
Therefore, the constraints on $S,a$ and the parameters guarantee existence of a unique solution if $\frac{A}{B} < \frac{1}{\xi_2}$ (\star). In the linear stability analysis below, whenever we discuss $P_2(S_2,A_2)$, the steady state corresponding to (3.7), we assume that the inequality (\star) is satisfied. The Jacobian of (3.7) is

$$J(S,a) = \begin{pmatrix} 2p_2 kS + (2p - 1)k & 2p_2 kS \\ (f_2)_S & (f_2)_a \end{pmatrix}$$

(3.10)

For $P_1(0,0)$ we have we have $p(0,0) = 0$, $p_S = 0$, $p_a = \xi_2$, $(f_2)_S = 0$, and $(f_2)_a = -1$. Therefore, we have

$$J(0,0) = \begin{pmatrix} -k & 0 \\ 0 & -1 \end{pmatrix},$$

which gives two negative eigenvalues. Hence the system is an asymptotically stable node.

For $P_2(S_2,A_2)$, where we denote $p(S_2) = p_S(S_2,A_2)$, $p_a(S_2,A_2)$, $(f_2)_S(S_2,A_2)$, and $(f_2)_a(S_2,A_2)$, the Jacobian is

$$J(S_2,A_2) = \begin{pmatrix} 2p(S_2)kS_2 & 2p_a(S_2)kS_2 \\ (f_2)_S(S_2,A_2) & (f_2)_a(S_2,A_2) \end{pmatrix}$$

We recall that $p_S < 0$, $p_a > 0$, and $(f_2)_S > 0$. Since we also have $(\beta S_2 A_2)/(1 + \lambda A_2) = 1$ by (3.9), we obtain

$$(f_2)_a(S_2,A_2) = \frac{\beta S_2 A_2(2 + \lambda A_2)}{(1 + \lambda A_2)^2} - 1 = \frac{2 + \lambda A_2}{1 + \lambda A_2} - 1 = \frac{1}{1 + \lambda A_2} > 0.$$}

Therefore, we have $(f_2)_a > 0$, and hence the determinant of $J(S_2,A_2)$ is

$$\det J(S_2,A_2) = 2p(S_2)kS_2(f_2)_a(S_2) - 2p_a(S_2)kS_2(f_2)_S(S_2) < 0,$$

(3.11)
which makes $P_2$ a saddle point.

The Stable Manifold Theorem (SMT) [84] guarantees existence of a separatrix, $M$, separating the basins of attraction of $P_1$ from a non-zero attractor when ($\ast$) is satisfied.

### 3.3 Dependence of the separatrix on parameters

For the system (3.7) to have a steady state other than $P_1(0,0)$, it must satisfy the inequality $\lambda/\beta < 1/\xi_2$ ($\ast$). In biological terms, $\lambda$ is the saturation term for $\dot{a}$, and $\beta$ is a positive parameter of $a$ auto-activation, normalized by a constant level of stem-cell derived Wnt inhibitor, $b$. Therefore, $\lambda/\beta$ is increased when there is strong saturation and / or low self-activation strength, and is decreased when the saturation strength is low and / or self-activation strength is high. In more advanced cancers, it has been shown that the Wnt cascade is often constitutively activated and response to growth inhibitors is lowered [39, 58], which means that $a$-saturation strength decreases and $\beta$ increases, hence $\lambda/\beta$ decreases in more advanced cancers. $\xi_2$ represents the inhibitory effect of $S$ on $p$. Therefore, if the inhibitory effect of $S$ on $p$ is strong, then $1/\xi_2$ will be low, and the inequality is less likely to be satisfied, thereby leading to one steady state of $P_1(0,0)$. On the other hand, a low strength of $p$-inhibition (hence giving a relatively high $1/\xi_2$) occurs with more advanced cancers. Thus, we see that as a cancer progress, the inequality ($\ast$) is more likely to be satisfied, thereby altering the long-term system dynamics towards a higher probability that $(S,a) \not\rightarrow (0,0)$.

The Stable Manifold Theorem (SMT) [84] allows us to approximate the separatrix, $M$, when ($\ast$) is satisfied. In Appendix C, a second approximation to $M$, in a transformed coordinate system $(y_1, y_2)$, is calculated and given by (C.15), we relabel this approximation as $M^\ast$. To simplify notation, we will also refer to this approximation as $M^\ast$ after coordinate
transformation to \((S,a)\). Since it will be unreasonable to continue to the third approximation by the SMT, we check whether \(M^*\) is a good approximation of \(M\) by comparing its output to the separatrix predicted for a given set of parameters by a numerical ODE analysis program (in this case, pplane8 in Matlab, [3]). We choose two sets of parameters, 
\[ \text{Pr}_1(\xi_1, \xi_2, \lambda, k, \beta) = (1, 1, 1, 1, 2) \text{ and } \text{Pr}_2 = (5, 0.5, 1, 1, 4), \]
where \(\text{Pr}_2\) represents a more invasive set of parameters than \(\text{Pr}_1\). To plot \(M^*\), we input a discreet set of values for \(y_1\) and use \(y_2 = M^*(y_1)\) to obtain 
\[ (S^*, a^*) = C^{-1}y, \quad (S^*, a^*) = (S - S_2, a - A_2) \]
with \(y\) and \(C\) defined in Appendix C. Using pplane8, we see that the stable manifold for \(\text{Pr}_2\) is shifted southwest of \(\text{Pr}_1\), with the result that the \(\text{Pr}_2\) system will have a non-zero steady state for a lower threshold of \(S, a\) then \(\text{Pr}_1\) (Figure 3.1 a,b). We plot \(M^*\) for \(\text{Pr}_1\) and \(\text{Pr}_2\), overlay these results with the stable manifold predicted by pplane8, and note that the shape and location \(M^*\) is near the numerically-predicted stable manifold (Figure 3.1 c,d). We proceed to analyze \(M^*\) in order to establish a dependence between the parameters of the model and behavior of the separatrix.
Figure 3.1: Application of the Stable Manifold Theorem to approximate the separatrix of System (3.7).

(a,b) pplane8 plots of (3.7) with parameters (a) Pr$_1$ and (b) Pr$_2$. The descending curve in each graph is the pplane approximation of the stable manifold (separatrix) (green), the pplane approximation of the unstable manifold is the ascending curve (grey), and the blue curves represent forward solutions of the respective system. Note that solutions to the right of the separatrix tend to a non-zero equilibrium, whereas solutions to the left tend to (0, 0).

(c,d) The separatrices predicted by pplane8 (green) of Pr$_1$ (c) and Pr$_2$ (d) are plotted along with the SMT approximation of the separatrix, M$^*$ (black), the quadratic approximation, M$^*_q$ (dash, blue), and the linear approximation, M$^*_l$ (dash, red). For all panels, the a nullcline is orange and S nullcline purple.
Due to the complex dependence of $M^*$ on parameters, we take the linear and quadratic portion of $M^*$, $M^*_l$ and $M^*_q$, respectively, given in Equations (C.27) and (C.29). We plot $M^*_l$ and $M^*_q$ for the two parameter sets, $P_{r1}$ and $P_{r2}$ in Figure 3.1 c,d. Noting that $M^*_l$ gives an approximation of the tangent line to the separatrix, we concentrate our analysis on the parameter dependence of $M^*_l$.

From the linear approximation of $M^*$, $M^*_l$, we develop an ‘Allee index’, $A_I$, given by the area below $M^*_l$. This ‘Allee Region’ is the basin of attraction for the steady state representing tumor extinction, $P_1(0,0)$, and hence $A_I = A_I(\xi_1, \xi_2, k, \beta, \lambda)$ is inversely correlated with tumor invasiveness. The dependence of $A_I$ on various parameter regimes provides information on how parameter values influence the susceptibility of the tumor to the Allee effect (Fig. 3.2). We find that increasing $\xi_2$, the strength of inhibition of $p_0$ by $S$, increases $A_I$ for all parameter regimes. The increase in $A_I$ comes about due to a $\xi_1$-dependent increase in $A_2$ and magnitude of $m_l$, the slope of $M^*_l$ (which is always negative) (Figs. 3.3, 3.4). Although $S_2$ decreases as $\xi_2$ increases, it does not tend to zero, indeed, as $\xi_2 \rightarrow \beta/\lambda$, by (3.9), $S_2 \rightarrow \lambda/\beta$.

Conversely, increasing $\xi_1$, the strength of activation of $p_0$ by $a$, results in a decreased $A_I$ by the opposite mechanisms as decreasing $\xi_2$: there is an increase in magnitude of $m_l$, a decrease of $A_2$, and an increase of $S_2$ that cannot compensate for the decrease in $A_I$ (Figure 3.2 (i,iii)). Generally, increasing $\beta$ from 2 to 4 also decreases $A_I$ due to the same mechanisms as when increasing $\xi_1$, and the increase also extends the range of $\xi_2$ that satisfies ($\ast$). For low $\xi_2$ and $\xi_1$, increasing $\beta$ from 2 to 4 decreases $A_I$ by a different mechanism. For example, at $\xi_2 = 0$, $\lambda = 1$, and $k = 1$, the $m_l$ increase in magnitude from $\approx -15$ to $\approx -35$. $A_2$ does not change significantly but $S_2$ decreases from $\approx 0.5$ to $\approx 0.25$ (indeed, $\lim(S_2)_{\xi_1 \rightarrow 0} = \lambda/\beta$).

From the above discussion, we observe that invasive regimes come about due to an $(S_2, A_2)$ that is near the $(S, A)$ axis, with a slope that is close to parallel to the nearest axis if $(S_2, A_2)$ is not near $(0,0)$.

Finally, we consider the dependence of $A_I$ on $k$, the stem cell division rate. Unlike the
Figure 3.2: The Allee Index as a function of parameters.
The Allee Index, the area in the region bounded above by $M_I^*$, is plotted for increasing $\xi_2$ and for increasing $\xi_1$ (i, ii) or $k$ (iii, iv) under less ($\beta = 2$, (i,iii)) or more ($\beta = 4$, (ii,iv)) invasive conditions. Note that the range of $\xi_2$ is dependent on $\beta$ and $\lambda$, since for the system to have a non-trivial attractor, the inequality $\lambda/\beta < 1/\xi_2$ must be satisfied.

other parameters, $(A_2, S_2)$ is not dependent on $k$. In Figure 3.2 (iii),(iv) we see that as $k$ initially increases from 0, there is a drop in $A_I$ (except for very low $\xi_2$), but afterwards there is a minor increase in $A_I$ with increasing $k$. The slope, $m_t$, decreases in magnitude with increasing $k$ (Figure 3.3 (iii),(iv)). Since $(A_2, S_2)$ does not change with increasing $k$ and the slope becomes less negative, the loss in $A_I$ from shifting the $a$ intercept towards the origin is compensated for by increasing the $S$ intercept of $M_I^*$ (Figure 3.5).
3.4 Long-term system behavior

We now consider how the system (3.7) behaves for longer time. Returning to our two parameter sets, \( \text{Pr}_1(\xi_1, \xi_2, \lambda_k, \beta) = (1,1,1,1,2) \) and \( \text{Pr}_2(\xi_1, \xi_2, \lambda_k, \beta) = (5,0.5,1,1,4) \), we consider two sets of initial conditions. We take \( \text{IC}_1(S,a) = (0.2,3) \) and \( \text{IC}_2(S,a) = (0.5,5) \). From Fig. 3.1, we see that \( \text{IC}_1 \) lies in the Allee Region for \( \text{Pr}_1 \), but not \( \text{Pr}_2 \). In Fig. 3.6(a), we plot the trajectories obtained from solving (3.7) numerically (using the ode45 function in Matlab) for initial conditions \( \text{IC}_1 \) at \( \text{Pr}_1 \) (solid lines) and \( \text{Pr}_2 \) (dashed lines). For \( \text{Pr}_1 \), \((S,a)\) predictably tend to \((0,0)\), whereas for \( \text{Pr}_2 \), \(a\) continues to increase while \( S \) stabilizes at \( S = 2 \). For initial conditions \( \text{IC}_2 \) (Fig. 3.6(b)), \( a \) increases for both \( \text{Pr}_1 \) and \( \text{Pr}_2 \), but the
rate of increase is higher for $P_1$. $S$ stabiles for both $P_1$ (at $S = 1$) and $P_2$ (at $S = 2$). When the initial conditions are in the invasive region, the limiting behavior on $\dot{a}$ is a linear function in $a$ proportional to $(\beta S)/\lambda$. The limiting behavior on $S$ as $a$ increases can be found by considering

$$
\dot{S}_{\text{lim}_{a\to\infty}} = \{(2p(S,a) - 1)kS\}_{\text{lim}_{a\to\infty}},
$$

$$
\dot{S}_{\text{lim}_{a\to\infty}} = \left(\frac{2}{1 + \xi_2 S} - 1\right)kS \quad (3.12)
$$

This is a separable differential equation with positive solution

$$
S(t)^* = \frac{2\xi_2 + e^{(-kt)}(-c)(\sqrt{4\xi_2 e^{kt+c} + 1} + 1)}{2\xi_2^2} \quad (3.13)
$$
Figure 3.5: Example of dependence of System 3.7 on $k$.

We consider the system (3.7) with $Pr_1 = (\xi_1, \xi_2, \lambda, k, \beta) = (1, 1, 1, 1, 2)$ (solid lines) and $Pr_1^* = (\xi_1, \xi_2, \lambda, k, \beta) = (1, 1, 1, 2, 2)$ (dashed lines) and plot $M$ (green) and $M^*_l$ (red). $R_1$ represents the region in the phase space that is invasive for $Pr_1^*$, but in the basin of attraction of $(0, 0)$ for $Pr_1$. Conversely, $R_2$ represents the region in the phase space that is invasive for $Pr_1$, but in the basin of attraction of $(0, 0)$ for $Pr_1^*$.

where $c$ is an arbitrary constant and $S(t)^*$ is the solution to (3.12). We observe that $\lim_{t \to \infty} S(t)^* = 1/\xi_2$, indicating that the long-term behavior of $S$ in the invasive regime is only proportional to $\xi_2$. We note that for $Pr_1$, where $\xi_2 = 1$, $\lim_{t \to \infty} S^*(t) = 1$ and for $Pr_2$, where $\xi_2 = 0.5$, $\lim_{t \to \infty} S^*(t) = 2$.

Figure 3.6: Sample trajectories for $Pr_1$ and $Pr_2$

Plotting the numerical solutions of (3.7) with initial conditions $(S, a) = (0.2, 3)$ (left panel) and $(S, a) = (0.6, 5)$ (right panel) with parameters $Pr_1(\xi_1, \xi_2, \lambda_k, \beta) = (1, 1, 1, 1, 2)$ (solid lines) and $Pr_2(\xi_1, \xi_2, \lambda_k, \beta) = (5, 0.5, 1, 1, 4)$ (dashed lines).


3.5 Discussion

It has recently been suggested that exploitation of the Allee effect in tumor growth should be considered for therapy development [56]. We have simplified a model of tumor growth in order to understand the principles under which a tumor can become eradicated, i.e. exhibit an Allee effect. We have shown that for such a simplified system, there exists a separatrix which distinguishes between trajectories of \((S, a)\) tending to \((0, 0)\) and non-zero solutions. The location of the separatrix depends on the various parameters in the model, specifically on strength of \(a\)-dependent activation \((\xi_1)\) and \(S\)-dependent inhibition \((\xi_2)\) of the probability of self-renwal \(p_0\), the stem cell division rate, \(k\), and the strength of \(a\) self-activation, \(\beta\). An approximation of the separatrix by the Stable Manifold Theorem has allowed us to explore the dependence of the separatrix on parameters. We can use this system to consider how different therapies can modify tumor behavior and, in some cases, lead to tumor eradication. Conversely, we can also use the system to consider how common events in tumor progression can also modify tumor behavior.

Classical chemotherapeutic drugs against cancer are cytotoxic drugs that target rapidly dividing cells [69, 73]. In our model, such drugs would correspond to lowering the \(k\) and \(S\) of a system. We have observed that lowering \(k\) decreases the slope of \(M^*_l\) without changing \((A_2, S_2)\). Following a sample parameter scheme (Pr1) in Figure 3.5, we see that lowering \(k\) from 2 to 1 changes region 1, \(R_1\), which has high \(a\) and low \(S\) values, from an invasive regime to a regime that is susceptible to the Allee effect. Thus, our model predicts that cytotoxic chemotherapy may make cells more resistant to high levels of activator. Moreover, while the regime 2, \(R_2\) which has high \(S\) and low \(a\) values changes from being an attractor for tumor extinction to an attractor for the invasive phenotype, the tumor is less likely to be in this region after cytotoxic chemotherapy since the level of \(S\) will be reduced. Since chemotherapy is often administered alongside radiation and surgery, both therapies which reduce \(S\), our system shows that these types of therapy may cause tumor extinction not only by lowering
$S$ until the $(S, a)$ values lie in the Allee region, but by expanding the Allee region to be more inclusive of tumors with high levels of activator.

Another major modality in cancer treatment is what is known as targeted therapy, which acts by interfering with proteins involved in carcinogenesis [60]. A number of Wnt pathway inhibitors are currently in preclinical development and have shown promise in slowing growth and inducing cell death in in vitro and in vivo experimental systems [1]. In our model, targeted Wnt therapy corresponds to either lowering $\xi_1$, which increases $A_I$, or $a$ directly, which may move the system into the basin of attraction for extinction. Additionally, our model can also give insight into patient outcomes. For example, elevated levels of nuclear $\beta$-catenin, a downstream signaling target of the Wnt cascade, in the excised tumors of patients who had undergone surgery and therapy for colorectal cancer, were strongly correlated with poor patient survival [18]. In our model, this phenomenon translates to a system where lowered levels of $S$ and $k$ via surgery and therapy do not induce tumor extinction because high $a$ levels maintain the system in the invasive region. Our model thus predicts that treatments that combine traditional cancer therapy (surgery and cytotoxic chemotherapy) with targeted inhibitors would be more effective by pushing the system into the Allee region of the phase space.

The dependence of the system behavior on the strength of inhibition of $p$ by $S$, $\xi_2$, is of particular interest since tumor response to growth inhibitors decreases throughout tumor progression [37]. A decrease in $\xi_2$ in our system decreases $A_I$ and increases the limiting value of $S$ in the invasive region to $1/\xi_2$. Therefore, a decrease in response to growth inhibitors has the dual effect of decreasing the probability that traditional chemotherapy and/or surgery will cause the tumor to become extinct, and increasing the long-term population of stem cells. Indeed, a decrease in response to the growth inhibitors of the TGF$\beta$ family is correlated with poorer clinical prognosis. It may be this dual action in promoting tumor survival and growth that has selected the decreased response to growth inhibitors to be a major hallmark.
of cancer.

We have shown, with a simple stem cell and chemical activator model, that a tumor can undergo the Allee effect either spontaneously or after treatment when the system is in the basin of attraction for extinction. By considering tumor remission in the language of dynamical systems, we have been able to quantify and observe how various parameters of the system, include strength of action of activators and inhibitors of stem cell probability of self-renewal, strength of activator self-propagation, and cell division rate, all contribute to defining the Allee region in the phase space of the tumor and activator. We have kept the model purposefully simple in order to allow an analytical approach to the question of tumor eradication, but a careful extension to include microenvironmental components, such as host-produced HGF upregulation of $a$, and/or more complex assumptions on the cell division rate $k$ (for example, assuming that $k$ is positively correlated with $a$) or other parameters may be able to provide further insight on the dependence of the Allee effect in cancer to external and internal system behavior.
Discussion

In this thesis, we have explored the effect of the microenvironment on tumor growth using mathematical models of varying complexity. In Chapter 1, a spatiotemporal, multiscale, multiphase model was used to examine the phenotypic outcome of a tumor-host dynamic signaling program involving production of HGF by the host tissue and HGF-stimulating growth factors by the tumor tissue. Simulation results of the model showed that activation of the HGF/c-Met axis increased cell dispersal, and contributed to heterogeneity at the tumor-host boundary, leading to morphological instability. Lowering response of the tumor to negative feedback signal served to further increase the morphological instability. Therapy targeted at disrupting the HGF/c-Met axis was effective in stabilizing tumor growth and morphology, making it more likely that complementary treatment, including surgery and chemotherapy, would lead to cancer remission. The model in Chapter 1 did not incorporate recent finding that at very high HGF, tumor growth is abrogated, due to lack of knowledge of molecular mechanism of the phenomenon.

In Chapter 2, the original model was simplified to a system of 4 ordinary differential equations that incorporated a negative effect of HGF on tumor growth via positive up regulation of TGF\(\beta\) at high concentration. By testing several models of HGF action on TGF\(\beta\), we were able to derive simulated dose-response curves that could help to distinguish different mechanisms of HGF action. The results predicted that the shape of dose-response curves could be informative in predicting how a growth factor can act as a negative growth regulator.
Finally, we simplified the model even further to a system of two ordinary differential equations for stem cells and activators of stem cell self-renewal in order to analytically explore the conditions under which a tumor can undergo an Allee effect, or die out, when its density is small enough. The resulting analysis showed that the strength of both positive and negative feedback on stem-cell self-renewal, as well as strength of self-activation of the activator molecules and rate of stem cell division all contribute to determining how likely a tumor will die out, given a certain concentration of stem cells and activator molecules. This system provides a framework from which one can examine how specific patient / tumor characteristics can be predictive of therapy effectiveness.

Many of our assumptions and results are based upon quantification of specific features of the tumor and its microenvironment, including, especially for Chapter 1, the spatially-distributed stem cell fraction of the tumor, and chemical diffusion, uptake, and activity coefficients. In order to better align our model with experimental observations, it is necessary to use an experimental system that is capable of recapitulating and capturing some of the complexities of the TME. In their review of emerging technologies in this field, Guldner and Zhang noted that new technology is necessary to explore TME that incorporates spatial and temporal dynamics of TME interactions, and can measure cell-type specific behavior. They discuss emerging technologies that can aide in this goal, including deep tissue optical sectioning, intravital microscopy (IVM, the imaging of live animal tissue), and in situ cell-type specific genetic isolation [35]. For example, Tanaka et al. used IVM in a liver metastatic xenograft system where RFP-labeled human colorectal cells were injected into GFP-expressing nude mice to obtain a time-series of of the phenotypic changes in tumor and host during liver metastasis and with and without chemotherapy [107]. In addition, development of sophisticated 3D-culture systems where protein and drug diffusion and uptake rates can be measured via techniques such as FRAP or FLIM-FRET, are already in use [21, 106]. The hypotheses generated by our models regarding quantifiable tumor behavior with activated HGF/c-Met axis, such as increased invasiveness, formation of areas with high stem-cell concentration at
the tumor-host boundary, decrease in growth rates at very high HGF, and eradication under certain therapies, can be tested in an appropriate experimental system.

The overarching goal of this thesis has been to examine and quantify, via mathematical methods, tumor microenvironment dynamics, with a specific focus on host-derived HGF action on solid tumor growth. With the results and modeling frameworks developed in this thesis, we hope to contribute to the burgeoning mathematical oncology community in order to aide in development of more mathematically and quantitatively oriented cancer therapeutics.
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Appendices

A  Nondimensionalization of Equations (1.1) - (1.23)

The equations are nondimensionalized as in [119, 126]: we take the O diffusion length scale,
\( l = \sqrt{D_O/\nu_{UOSC}} \), and the mitosis time scale \( \tau = (\lambda_{MSCM}\tilde{C}_{AO})^{-1} \), where here \( \lambda_{MSCM} \) represents the midpoint of the minimum and maximum stem cell division rates. The diffusion length scale, \( l \) is estimated \( l \sim 150\mu m \) and the mitosis time scale at \( \tau \sim 1 \) day following [28].

The characteristic tumor pressure is taken to be \( \bar{p} = l^2/(\tau \bar{\kappa}) \), where \( \bar{\kappa} \) is the characteristic value of the pressure-dependent cell-motility, \( \kappa \). We also take \( \bar{C}_{TGF\beta} \) to be the characteristic concentration of TGF\( \beta \), \( \bar{C}_M = (\nu_{PMI})^{-1} \), \( \bar{C}_{MI} = \bar{C}_{AO}/(\nu_{PMI}\nu_{DM}) \), \( \bar{C}_{HGF} = \bar{C}_{AO}^2/(\bar{C}_{TGF\beta}) \), and \( \bar{C}_{SGF} = \bar{C}_{AO} \). The conservation equations are then taken to be

\[
\frac{\partial \phi_*}{\partial t'} = -\nabla' \cdot \mathbf{J}_* + \text{Src}_* - \nabla' \cdot (\mathbf{u}'_s \phi_*),
\]  

(A.1)

where \( * \) refers to tumor cell species (CSCs, TCs, or DCs). Nondimensionalized variables and parameters are presented in Tables (A.1) and (A.2). For the nondimensionalized equations in the main text, all variables and parameters are rewritten without the prime notation.
Table A.1: Nondimensional variables in Equations (1.24) - (1.35).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Nondimensionalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tumor flux</td>
<td>$J' = Mb'\phi_t \nabla \mu'$</td>
</tr>
<tr>
<td>Chemical Potential</td>
<td>$\mu' = (\partial F/\partial \phi_T)(\phi_T) - \epsilon^2 \nabla^2 \phi_T$</td>
</tr>
<tr>
<td>Velocity</td>
<td>$u'_s = u_s/(1/\tau)$</td>
</tr>
<tr>
<td>Pressure</td>
<td>$p' = p/\bar{p}$</td>
</tr>
<tr>
<td>[O]</td>
<td>$C'_O = C_O/\bar{C}_O$</td>
</tr>
<tr>
<td>[TGFβ]</td>
<td>$C'<em>{TGF\beta} = C</em>{TGF\beta}/\bar{C}_{TGF\beta}$</td>
</tr>
<tr>
<td>[c-Met]</td>
<td>$C'_M = C'_M/\bar{C}_M$</td>
</tr>
<tr>
<td>[c-Met Inhibitors]</td>
<td>$C'<em>{MI} = C</em>{MI}/\bar{C}_{MI}$</td>
</tr>
<tr>
<td>[HGF]</td>
<td>$C'<em>{HGF} = C</em>{HGF}/\bar{C}_{HGF}$</td>
</tr>
<tr>
<td>[SGF]</td>
<td>$C'<em>{SGF} = C</em>{SGF}/\bar{C}_{SGF}$</td>
</tr>
</tbody>
</table>
Table A.2: Nondimensional parameters in Equations (1.24) - (1.35).

<table>
<thead>
<tr>
<th>Parameter/Phenomenon</th>
<th>Dimensionless / Nondimensional Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobility</td>
<td>$M' = \tau / \tau_M$; $\tau_M = l^2 \epsilon / (Mb\gamma)$</td>
</tr>
<tr>
<td>Diffuse interface thickness</td>
<td>$\epsilon' = \epsilon / l$</td>
</tr>
<tr>
<td>Strength of $M$ action on $P_0$</td>
<td>$\xi_0' = \xi_0 \cdot \bar{C}_M$</td>
</tr>
<tr>
<td>Strength of $M$ action on $\lambda_{MSC}$</td>
<td>$\xi_1' = \xi_1 \cdot \bar{C}_M$</td>
</tr>
<tr>
<td>TC mitosis rate</td>
<td>$\lambda_{MTC} = \tau / \tau_{MTC}$; $\tau_{MTC} = (\lambda_{MTC} \bar{C}_{AO})^{-1}$</td>
</tr>
<tr>
<td>DC lysis rate</td>
<td>$\lambda_L = \tau \cdot \lambda_L$</td>
</tr>
<tr>
<td>Oxygen transfer rate</td>
<td>$\nu_{PO}' = \nu_{PO} / \nu_{UOSC}$</td>
</tr>
<tr>
<td>TGF$\beta$ decay rate</td>
<td>$\nu_{DTGF\beta}' = \tau_{TGF\beta} \cdot \nu_{DTGF\beta}$</td>
</tr>
<tr>
<td>$M$ diffusion rate</td>
<td>$D_M' = \tau / \tau_M$; $\tau_M = l^2 / D_M$</td>
</tr>
<tr>
<td>Strength of HGF-independent $M$ activation</td>
<td>$\nu_0' = \nu_0$</td>
</tr>
<tr>
<td>Ratio of $\lambda_{MSC}$ to $\nu_{DM}$</td>
<td>$R = \tau \cdot \nu_{DM}$</td>
</tr>
<tr>
<td>MI decay rate</td>
<td>$\nu_{DMI}' = \nu_{DMI} / \nu_{DM}$</td>
</tr>
<tr>
<td>Regularization constant</td>
<td>$\zeta = \zeta / \bar{C}_{TGF\beta}$</td>
</tr>
<tr>
<td>SGF production rate by SCs</td>
<td>$\nu_{SGFC} = \tau \cdot \nu_{SGFC}$</td>
</tr>
<tr>
<td>SGF decay rate</td>
<td>$\nu_{DSGF}' = \tau \cdot \nu_{DSGF}$</td>
</tr>
<tr>
<td>SGF diffusion rate</td>
<td>$D_{SGF}' = \tau / \tau_{SGF}$; $\tau_{SGF} = l^2 / D_{SGF}$</td>
</tr>
<tr>
<td>Pressure-dependent cell motility</td>
<td>$\kappa' = \kappa / \bar{\kappa}$</td>
</tr>
<tr>
<td>Global adhesion</td>
<td>$\gamma' = \tau / \tau_R$; $\tau_R = \gamma \bar{\kappa} / l^3$</td>
</tr>
<tr>
<td>Strength of TGF$\beta$ action on $P_0$</td>
<td>$\psi_0' = \psi_0 \cdot \bar{C}_{TGF\beta}$</td>
</tr>
<tr>
<td>Strength of TGF$\beta$ action on $\lambda_{MSC}$</td>
<td>$\psi_1' = \psi_1 \cdot \bar{C}_{TGF\beta}$</td>
</tr>
<tr>
<td>TC apoptosis rate</td>
<td>$\lambda_{ATC} = \tau / \tau_{ATC}$; $\tau_{ATC} = (\lambda_{ATC})^{-1}$</td>
</tr>
<tr>
<td>Oxygen uptake rate</td>
<td>$\nu_{UOTC}' = \nu_{UOTC} / \nu_{UOSC}$</td>
</tr>
<tr>
<td>TC apoptosis rate</td>
<td>$\nu_{UOTC}' = \nu_{UOTC} / \nu_{UOSC}$</td>
</tr>
<tr>
<td>TGF$\beta$ uptake rate by SCs</td>
<td>$\nu_{PTGF\beta}' = \tau_{TGF\beta} \cdot \nu_{PTGF\beta}$ $\nu_{PTGF\beta} = l^2 / D_{TGF\beta}$</td>
</tr>
<tr>
<td>$M$ diffusion rate</td>
<td>$D_M' = \tau / \tau_M$; $\tau_M = l^2 / D_M$</td>
</tr>
<tr>
<td>Strength of HGF-induced $M$ activation</td>
<td>$\lambda_{HGF} = \lambda_{HGF} \cdot \bar{C}_{HGF}$</td>
</tr>
<tr>
<td>Background $M$ production rate</td>
<td>$\mu_0' = \mu_0 \bar{C}_{AO} / (\bar{C}<em>M \nu</em>{DM})$</td>
</tr>
<tr>
<td>HGF production rate</td>
<td>$\nu_{PHGF}' = \tau \cdot \nu_{PHGF}$</td>
</tr>
<tr>
<td>HGF decay rate</td>
<td>$\nu_{DHGF}' = \tau \cdot \nu_{DHGF}$</td>
</tr>
<tr>
<td>SGF production rate by TCs</td>
<td>$\nu_{SGFT}' = \tau \cdot \nu_{SGFT}$</td>
</tr>
<tr>
<td>HGF diffusion rate</td>
<td>$D_{HGF}' = \tau / \tau_{HGF}$; $\tau_{HGF} = l^2 / D_{HGF}$</td>
</tr>
</tbody>
</table>
### A.1 Nondimensionalized parameter values for Equations (1.24) - (1.37)

Here we present all the nondimensional parameter values used in the model for Chapter 1.

**Table A.3: Parameters for cell species conservation, HGF-induced cell-spread, and cell velocity.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>Global adhesion</td>
<td>-0.1</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Diffuse interface thickness</td>
<td>0.05</td>
</tr>
<tr>
<td>$Mb$</td>
<td>Mobility</td>
<td>10.0</td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>Strength of M effect on $F(\phi_T)$</td>
<td>0.02</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>Strength of M effect on $\tilde{E}$, the energy scale</td>
<td>0.02</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Pressure-dependent cell motility</td>
<td>1.0</td>
</tr>
</tbody>
</table>

**Table A.4: Parameters for the mass-exchange equations.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{MTC}$</td>
<td>TC mitosis rate</td>
<td>0.1</td>
</tr>
<tr>
<td>$\lambda_{ATC}$</td>
<td>TC apoptosis rate</td>
<td>0.1</td>
</tr>
<tr>
<td>$\lambda_L$</td>
<td>DC lysis rate</td>
<td>1.0</td>
</tr>
</tbody>
</table>
Table A.5: Parameters for stem-cell self-renewal and division.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{min}}$</td>
<td>Min. CSC self-renewal rate</td>
<td>0.2</td>
</tr>
<tr>
<td>$P_{\text{max}}$</td>
<td>Max. CSC self-renewal rate</td>
<td>1.0</td>
</tr>
<tr>
<td>$\xi_0$</td>
<td>Strength of M action on $P_0$</td>
<td>1.0</td>
</tr>
<tr>
<td>$\psi_0$</td>
<td>Strength of TGF(\beta) action on $P_0$</td>
<td>1.0</td>
</tr>
<tr>
<td>$\lambda_{\text{MSC}_{\text{min}}}$</td>
<td>Min. CSC mitosis rate</td>
<td>0.5</td>
</tr>
<tr>
<td>$\lambda_{\text{MSC}_{\text{max}}}$</td>
<td>Max. CSC mitosis rate</td>
<td>1.5</td>
</tr>
<tr>
<td>$\xi_1$</td>
<td>Strength of M action on $\lambda_{\text{MSC}}$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\psi_1$</td>
<td>Strength of TGF(\beta) action on $\lambda_{\text{MSC}}$</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table A.6: Parameters for the chemical species O and TGF\(\beta\).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu_{\text{O}_TC}$</td>
<td>Oxygen uptake rate by TCs</td>
<td>1.0</td>
</tr>
<tr>
<td>$\nu_{PO}$</td>
<td>Oxygen transfer rate</td>
<td>0.5</td>
</tr>
<tr>
<td>$\nu_{\text{TGF}\beta}$</td>
<td>TGF(\beta) uptake rate by CSCs</td>
<td>0.05</td>
</tr>
<tr>
<td>$\nu_{\text{TGF}\beta}$</td>
<td>TGF(\beta) decay rate</td>
<td>0.0</td>
</tr>
<tr>
<td>$\nu_{\text{PTGF}\beta}$</td>
<td>TGF(\beta) production rate by TCs</td>
<td>0.1</td>
</tr>
</tbody>
</table>
Table A.7: Parameters for the chemical species M and MI.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_M$</td>
<td>Diffusion of M effectors</td>
<td>1.0</td>
</tr>
<tr>
<td>$D_{MI}$</td>
<td>Diffusion of MI effectors</td>
<td>25.0</td>
</tr>
<tr>
<td>$\nu_0$</td>
<td>Strength of HGF-independent M activation</td>
<td>1.0</td>
</tr>
<tr>
<td>$\lambda_{HGF}$</td>
<td>Strength of HGF-induced M activation</td>
<td>0.5</td>
</tr>
<tr>
<td>$\nu_{DM}$</td>
<td>M decay rate</td>
<td>1.0</td>
</tr>
<tr>
<td>$\eta_M$</td>
<td>Background M production rate</td>
<td>0.2</td>
</tr>
<tr>
<td>$\nu_{PMI}$</td>
<td>MI production rate</td>
<td>1.0</td>
</tr>
<tr>
<td>$\nu_{DMI}$</td>
<td>MI Decay rate</td>
<td>1.0</td>
</tr>
<tr>
<td>$R$</td>
<td>Reaction rate</td>
<td>50.0</td>
</tr>
</tbody>
</table>

Table A.8: Parameters for the chemical species HGF and SGF.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu_{PHGF}$</td>
<td>Strength of SGF on HGF activation</td>
<td>{5,10,15}</td>
</tr>
<tr>
<td>$\nu_{DHGF}$</td>
<td>HGF decay rate</td>
<td>1.0</td>
</tr>
<tr>
<td>$D_{HGF}$</td>
<td>HGF diffusion rate</td>
<td>0.1</td>
</tr>
<tr>
<td>$\nu_{SGFS}$</td>
<td>SGF production rate by CSCs</td>
<td>{5,10,15}</td>
</tr>
<tr>
<td>$\nu_{SGFT}$</td>
<td>SGF production rate by TCs</td>
<td>{5,10,15}</td>
</tr>
<tr>
<td>$\nu_{DSGF}$</td>
<td>SGF decay rate</td>
<td>1.0</td>
</tr>
<tr>
<td>$D_{SGF}$</td>
<td>SGF diffusion rate</td>
<td>1.0</td>
</tr>
</tbody>
</table>
B Supplementary Information for Chapter 1, ‘The HGF/c-Met axis in tumor growth: a multispecies model.’

B.1 Asymmetrical HGF Feedback

The basecase simulations are based on the assumption that $\nu_{SGFS} = \nu_{SGFT}$, but this may not be the case. For example, stem (or terminal) cells may produce SGF at a much higher rate than the other tissue type, which may result in a different tumor growth phenotype. To investigate how the tumor would behave under different production rates of SGF by the two compartments, we simulate tumor growth under four different conditions: 

$\{\nu_{SGFS}, \nu_{SGFT}, \nu_H\} = \{15, 0, 5\}, \{15, 0, 15\}, \{0, 15, 5\}, \{0, 15, 15\}$.

In Figure B.1, we observe that production of SGF by only stem cells results in a phenotype qualitatively similar to the original results, whereas in the case of sole terminal cell production of SGF, we observe smaller stem cell spots that tend to cluster together and laterally self-renew along the tumor-host boundary $\lambda_{HGF} = 15.0$. This is due to the higher probability of self-renewal near the stem cell spots and in the interior of the tumor due to the higher concentration of HGF along the tumor-host boundaries (Figure B.1 (b)), causing stem cells to divide and self-renew laterally, rather than outward into the host tissue. Since the dynamics with only stem production of SGF are qualitatively similar to the stem and terminal cell SGF production, we maintain our assumption that $\nu_{SGFS} = \nu_{SGFT}$, as the resultant simulation behaves in a similar fashion to the most plausible biological scenarios (either $\nu_{SGFS} = \nu_{SGFT}$ or $\nu_{SGFS} >> \nu_{SGFT}$).
Figure B.1: Asymmetrical SGF production. 
(a) Stem cell fraction for $T = 50, 100, \text{and} 150$ and (b) Chemical species and probability of self-renewal for $T = 100$. SGF production by tumor cells is not assumed to be identical for stem and differentiated cells. The first two columns of (a) and (b) show simulation results from setting SGF production only by stem cells, whereas the last two columns show results from setting SGF production by only terminal cells. The strength of HGF response, $\nu_H$, is also tested with $\nu_H = 5$ for the first and third columns and $\nu_H = 15$ for the second and fourth columns.

B.2 Early Time

Early time evolution of the stem cell fraction for simulations without (Figure B.2 (a)) and with (Figure B.2) (b)) c-Met induced effects on cell dispersal. Loss of spots is evident for higher HGF dynamics, which results in greater heterogeneity of cell type and proliferation rate at the tumor-host boundary at later time (see main text).

B.3 Therapy

We consider how therapy acting on the HGF/c-met axis can be models by changing two parameters: $\lambda_{HGF}$, the strength of HGF effect on c-Met activation, and $\nu_{PM}$, the strength of c-Met auto-activation (see Equations (1.19,1.20). Lowering $\lambda_{HGF}$ represents application of
Figure B.2: Stem Cell fraction of early time \((5 \leq T \leq 50)\) simulations without (a) and with (b) c-Met-induced cell dispersal.

drugs that either inhibit HGF directly or block HGF binding and c-Met activation. Lowering \(\nu_{PM}\) along with \(\lambda_{HGF}\) represents anti-c-Met therapy, either by kinase inhibition or inhibition of downstream pathway components (Figure B.3). Two parameter alterations, termed T1 and T2, represent two therapies that are analyzed in the main text. A shorter T2 therapy

Figure B.3: Stem Cell fraction at \(T = 100\) after therapy applied at \(T = 50\) to the high HGF condition. \(\lambda_{HGF}\) is the strength of HGF effect on c-Met activation and \(\nu_{o}\) is the strength of autocrine c-Met activation.

(from \(T = 50\) to \(T = 100\), and returning parameters to original conditions from \(T = 100\) to \(T = 150\)) results in rapid tumor regrowth and increase in spot size, indicating that tumor eradication would require surgical treatment and/or combination therapy (Figure B.4).
Figure B.4: Stem cell fraction for high HGF condition at $T = 100$ and $T = 150$ with therapy T2 applied from $T = 50$ to $T = 100$ or to $T = 150$. Results in main text show therapy results from $T = 50$ to $T = 150$. Note that when therapy is only applied until $T = 100$, tumor regrowth occurs rapidly.
C Approximation of the separatrix for System (3.7) using the Stable Manifold Theorem.

We use the Stable Manifold Theorem (SMT) to approximate the separatrix described in Theorem 3.1 near the equilibrium point $P_2(S_2, A_2)$ of system (3.7). We follow the technique presented in [84]. We recall that $P_2$ occurs at the unique intersection of the curves \( \{ p(S, a) = 0.5 \} \) and \( \{ F(S, a) = 0 \} \).

C.1 Affine change of coordinates

To apply the SMT, we need to first make the affine change of coordinates: \( g : (S, a) \to (S, a) - (S_2, A_2) \). We let \( (S^*, a^*) = g(S, a) \). Then, applying \( g \) to (3.7), and noting that \( (S, a) = (S^*, a^*) + (S_2, A_2) \), and \( \frac{\partial}{\partial S}(S, a) = \frac{\partial}{\partial S}((S^*, a^*) + (S_2, A_2)) = \frac{\partial}{\partial S}(S^*, a^*) \), we obtain

\[
\begin{align*}
\dot{S}^* &= (2p^*(S^*, a^*) - 1)k(S^* + S_2) = f_1^*(S^*, a^*) \\
\dot{a}^* &= (a^* + A_2) \left( \frac{\beta(S^* + S_2)(a^* + A_2)}{1 + \lambda(a^* + A_2)} - 1 \right) = f_2^*(S^*, a^*) \\
p^*(S^*, a^*) &= \frac{\xi_1(a^* + A_2)}{1 + \xi_1(a^* + A_2)} \frac{1}{1 + \xi_2(S^* + S_2)}
\end{align*}
\]

(C.2)

The Jacobian for (C.2) is

\[
J^*(S^*, a^*) = \begin{pmatrix}
2p_s^*k(S^* + S_2) + (2p^* - 1)k & 2p_a^*k(S^* + S_2) \\
(f_1)_{S^*} & (f_1)_{a^*}
\end{pmatrix},
\]
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where

\[
\begin{align*}
p_{S^*} &= \frac{-\xi_1\xi_2(a^* + A_2)}{(1 + \xi_1(a^* + A_2))(1 + \xi_2(S^* + S_2))^2} \\
p_{a^*} &= \frac{\xi_1}{(1 + \xi_2(S^* + S_2))(1 + \xi_1(a^* + A_2))^2} \\
(f_2^*)_{S^*} &= \frac{\beta(a^* + A_2)^2}{1 + \lambda(a^* + A_2)} \\
(f_2^*)_{a^*} &= \frac{\beta(S^* + S_2)(a^* + A_2)(2 + \lambda(a^* + A_2))}{(1 + \lambda(a^* + A_2))^2} - 1
\end{align*}
\]  

(C.3)

In this coordinate system, \((S^*, a^*) = (0, 0)\) is an equilibrium point and \(P^*(0, 0)\) corresponds to \(P_2(S_2, A_2)\). To use the SMT, we need to first determine \(A = Df(0) = J^*(0, 0)\). We have

\[
A = J^*(0, 0) = \begin{pmatrix}
2p_{S^*}^*(0, 0)kS_2 & 2p_{a^*}^*(0, 0)kS_2 \\
(f_2^*)_{S^*}(0, 0) & (f_2^*)_{a^*}(0, 0)
\end{pmatrix}
\]  

(C.4)

We first note, as in the original \(J(S_1, S_2)\), that since \(p_{S^*}^* < 0\) and \(F_{a^*} > 0\), \(2p_{S^*}^*(0, 0)kS_2(f_2^*)_{a^*}(0, 0) < 0\) and since \(p_{a^*}^* > 0\) and \((f_2^*)_{S^*} > 0\), \(2p_{a^*}^*(0, 0)kS_2(f_2^*)_{S^*}(0, 0) > 0\). Therefore,

\[
\det J^*(0, 0) = 2p_{S^*}^*(0, 0)kS_2(f_2^*)_{a^*}(0, 0) - 2p_{a^*}^*(0, 0)kS_2(f_2^*)_{S^*}(0, 0) < 0,
\]

and hence \(J^*(0, 0)\) has one positive and one negative eigenvalue, and \(P^*\) is a saddlepoint.

We also recall that \(S_2\) and \(A_2\) satisfy

\[
\begin{align*}
\frac{\xi_1A_2}{1 + \xi_1A_2} &= 0.5 \\
\frac{1}{1 + \xi_2S_2} &= 0.5 \\
\frac{\beta S_2 A_2}{1 + \lambda A_2} &= 1
\end{align*}
\]  

(C.5)
Using (C.5), we simplify (C.3) to calculate the elements of $A$,

\[
p_{S^*}(0, 0) = \frac{-A_2 \xi_1 \xi_2}{(1 + \xi_1 A_2)(1 + \xi_2 S_2)^2} = \frac{-\xi_2}{2(1 + \xi_2 S_2)}
\]

\[
p_{a^*}(0, 0) = \frac{1}{(1 + \xi_2 S_2)(1 + \xi_1 A_2)^2} = \frac{1}{2A_2(1 + \xi_1 A_2)}
\]

\[
(f_2^*)_{S^*}(0, 0) = \frac{\beta A_2^2}{1 + \lambda A_2} = \frac{A_2}{S_2}
\]

\[
(f_2^*)_{a^*}(0, 0) = \frac{\beta S_2 A_2(2 + \lambda A_2)}{(1 + \lambda A_2)^2} - 1 = \frac{2 + \lambda A_2}{1 + \lambda A_2} - 1 = \frac{1}{1 + \lambda A_2}
\]

Substituting (C.6) into (C.4), we have the following expression for $A = J^*(0, 0)$,

\[
A = \begin{pmatrix}
-\xi_2 k S_2 & k S_2 \\
1 + \xi_2 S_2 & A_2(1 + \xi_1 A_2) \\
\frac{A_2}{S_2} & 1 \\
\frac{1}{1 + \lambda A_2}
\end{pmatrix}
\]

\[
(C.7)
\]

\[\text{C.2 Preliminary calculations for the SMT}\]

Following [84] and taking $x = (S^*, a^*)$, we can rewrite the system (C.2) as

\[
\dot{x} = Ax + F(x),
\]

\[
(C.8)
\]

where $A = J^*(0, 0)$ and $F(x) = f^*(x) - Ax$. We next need to find an invertible matrix $C$ such that

\[
B = C^{-1} AC = \begin{pmatrix}
L_1 & 0 \\
0 & L_2
\end{pmatrix}
\]

\[
(C.9)
\]
where \( L_1 \) and \( L_2 \) are the negative and positive eigenvalues, respectively, of \( A = (A_{ij}) \). We first calculate the trace, \( T \), and determinant, \( D \), of \( A \),

\[
T = A_{11} + A_{22} = \frac{-\xi_2 k S_2}{1 + \xi_2 S_2} + \frac{1}{1 + \lambda A_2},
\]

\[
D = A_{11} A_{22} - A_{12} A_{21} = \frac{-\xi_2 k S_2}{1 + \xi_2 S_2} \frac{1}{1 + \lambda A_2} - \frac{k S_2 A_2}{A_2 (1 + \xi_1 A_2) S_2}.
\]

We note, from the calculations above, that \( D < 0 \). We proceed to calculate \( 0 = \det(A - LI) \) to obtain the quadratic equation

\[
0 = L^2 - (A_{11} + A_{22}) L + (A_{11} A_{22} - A_{12} A_{21}) = L^2 - TL + D.
\]

The quadratic formula gives us:

\[
L_{1,2} = \frac{T \mp (T^2 - 4D)^{1/2}}{2} = T/2 \mp (T^2/4 - D)^{1/2}
\]

Since \( D < 0 \), we find that \( L_{1,2} \) are both real and have opposite sign, hence \( L_1 < 0 < L_2 \). It can be verified that \( v_1 = [(L_1 - A_{22}), A_{21}] ' \) and \( v_2 = [(L_2 - A_{22}), A_{21}] ' \) are eigenvectors corresponding (respectively) to \( L_1 \) and \( L_2 \). Therefore, we have

\[
A = CBC^{-1} = \frac{1}{A_{21}(L_1 - L_2)} \begin{pmatrix} L_1 - A_{22} & L_2 - A_{22} \\ A_{21} & A_{21} \end{pmatrix} \begin{pmatrix} L_1 & 0 \\ 0 & L_2 \end{pmatrix} \begin{pmatrix} A_{21} & -L_2 + A_{22} \\ -A_{21} & L_1 - A_{22} \end{pmatrix}
\]

We make another change of variables, taking \( y = C^{-1}(x) \), and writing (C.8) as

\[
\dot{y} = By + G(y), \tag{C.10}
\]

where \( B \) is from (C.9) and \( G(y) = C^{-1} F(Cy) \).
C.3 Applying the SMT

By the SMT (taking \( a = (a_1, a_2) \)),

\[
u(t, a) = U(t)a + \int_0^t U(t-s)G(u(s, a))ds - \int_t^\infty V(t-s)G(u(s, a))ds \tag{C.11}
\]

is the solution to (C.10), where

\[
U(t) = \begin{pmatrix} e^{L_1 t} & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad V(t) = \begin{pmatrix} 0 & 0 \\ 0 & e^{L_2 t} \end{pmatrix}.
\]

We solve for \( u \) using the method of successive approximation. We let \( u^{(0)}(t, a) = 0 \) and

\[
u^{(j+1)}(t, a) = U(t)a + \int_0^t U(t-s)G(u^{(j)}(s, a))ds - \int_t^\infty V(t-s)G(u^{(j)}(s, a))ds. \tag{C.12}
\]

To solve for \( j = 1 \), we note that \( G(0) = C^{-1}F(C \cdot 0) = C^{-1}F(0) = 0 \) since \( f_1(0, 0) = f_2(0, 0) = 0 \). Therefore,

\[
u^{(1)}(t, a) = \begin{pmatrix} e^{L_1 t} a_1 \\ 0 \end{pmatrix}
\]

For the next approximation, we first calculate \( U(t-s)G(u^{(1)}(s, a)) = U(t-s)C^{-1}F(Cw) = H_1 F(Cw) \), where \( H_1 = U(t-s)C^{-1} \) and \( w = (e^{L_1 s} a_1, 0)' \). Simplifying \( H_1 \) gives us:

\[
H_1 = U(t-s)C^{-1} = \frac{1}{A_{21}(L_1 - L_2)} \begin{pmatrix} e^{L_1(t-s)} & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} A_{21} & A_{22} - L_2 \\ -A_{21} & L_1 - A_{22} \end{pmatrix}
\]

\[
= e^{L_1(t-s)} \begin{pmatrix} \frac{1}{L_1 - L_2} & \frac{A_{22} - L_2}{A_{21}(L_1 - L_2)} \\ 0 & 0 \end{pmatrix}
\]
Then,

\[ H_1 F(Cw) = e^{L_1(t-s)} \left( \begin{array}{cccc} \frac{1}{L_1-L_2} & \frac{A_{22}-L_2}{A_{21}(L_1-L_2)} & 0 & 0 \\ 0 & 0 & 0 & 0 \\ \frac{f_1(Cy)}{L_1-L_2} & \frac{f_2(Cy)A_{22}-L_2}{A_{21}(L_1-L_2)} & 0 & 0 \\ \frac{L_1(T-L_2)-D}{L_1-L_2} & 0 & 0 & 0 \end{array} \right) \right) - e^{L_1s} a_1 \left( \begin{array}{c} A_{11} \\ A_{21} \\ A_{22} \\ A_{21} \end{array} \right) \]

\[ = e^{L_1(t-s)} \left( \begin{array}{cccc} \frac{1}{L_1-L_2} & \frac{A_{22}-L_2}{A_{21}(L_1-L_2)} & 0 & 0 \\ 0 & 0 & 0 & 0 \\ f_1(Cy) & f_2(Cy) & 0 & 0 \\ L_1(T-L_2)-D & 0 & 0 & 0 \end{array} \right) - e^{L_1t} a_1 \left( \begin{array}{c} A_{11} \\ A_{21} \\ A_{22} \\ A_{21} \end{array} \right) \]

(C.13)

Hence,

\[ \int_0^t U(t-s)G(u^{(1)}(s, a)) = \int_0^t e^{L_1(t-s)} \left( \begin{array}{cccc} \frac{1}{L_1-L_2} & \frac{A_{22}-L_2}{A_{21}(L_1-L_2)} & 0 & 0 \\ 0 & 0 & 0 & 0 \\ f_1(Cy) & f_2(Cy) & 0 & 0 \\ L_1(T-L_2)-D & 0 & 0 & 0 \end{array} \right) ds - t \left( \begin{array}{c} A_{11} \\ A_{21} \\ A_{22} \\ A_{21} \end{array} \right) \]

(C.14)

We note that our stable manifold will be of the form \( y_2 = \psi_2^{(2)}(y_1) \), where \( \psi_2^{(2)}(a_1) = u_2^{(2)}(0, a_1, 0) \). Since \( U(t)a \) and (C.14) only contribute trivially to \( u_2^{(2)} \), we will not perform further calculations on them. Next, we calculate \( V(t-s)G(u^{(1)}(s, a)) = V(t-s)C^{-1}F(Cw) = H_2 F(Cw) \). As before, we first calculate \( H_2 \):

\[ H_2 = V(t-s)C^{-1} = \frac{1}{A_{21}(L_1-L_2)} \left( \begin{array}{cccc} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ A_{21} & A_{22}-L_2 & 0 & 0 \\ -A_{21} & L_1-A_{22} & 0 & 0 \end{array} \right) \]

\[ = e^{L_2(t-s)} \left( \begin{array}{cccc} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ \frac{L_1-A_{22}}{L_1-L_2} & \frac{L_1-A_{22}}{A_{21}(L_1-L_2)} & 0 & 0 \\ \frac{L_1-A_{22}}{L_1-L_2} & \frac{L_1-A_{22}}{A_{21}(L_1-L_2)} & 0 & 0 \end{array} \right) \]
We thus have,

\[ H_2 F(Cw) = e^{L_2(t-s)} \begin{pmatrix} 0 & 0 \\ \frac{-1}{L_1-L_2} & \frac{L_1-A_{22}}{A_{21}(L_1-L_2)} \end{pmatrix} \begin{pmatrix} f_1(Cw) \\ f_2(Cw) \end{pmatrix} - e^{L_1 \cdot a_1} \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \begin{pmatrix} L_1 - A_{22} \\ A_{21} \end{pmatrix} \]

Taking the integral of the right-hand term on the domain \([t, \infty)\) gives us \(\frac{e^{L_1 t}}{L_1-L_2}(0, g(\cdot))'\). We find that \(g(\cdot) = L_1^2 - TL_1 + D = 0\). Therefore, this term does not contribute to the stable manifold.

The SMT allows us to calculate the second approximation to the separatrix, \(M^* = u_2^{(2)}(0, a_1, 0)\), as

\[ M^* = \frac{1}{L_1-L_2} \left( \int_0^\infty e^{-L_2 s} f_1^*(Cw) ds + \frac{L_1-A_{22}}{A_{21}} \int_0^\infty e^{-L_2 s} f_2^*(Cw) ds \right), \]  

(C.15)

where \(Cw = e^{L_1 \cdot a_1}(L_1 - A_{22}, A_{21})'\), and by (C.2),

\[ f_1^*(Cw) = \left( \frac{2\xi_1(e^{L_1 \cdot a_1 A_{21} + A_2})}{(1 + \xi_1(e^{L_1 \cdot a_1 A_{21} + A_2})(1 + \xi_2(e^{L_1 \cdot a_1 (L_1 - A_{22}) + S_2)))} - 1 \right) k(e^{L_1 \cdot a_1 (L_1 - A_{22}) + S_2}) \]  

(C.16)

\[ f_2^*(Cw) = (e^{L_1 \cdot a_1 A_{21} + A_2}) \left( \frac{\beta(e^{L_1 \cdot a_1 (L_1 - A_{22})} + S_2)(e^{L_1 \cdot a_1 A_{21} + A_2})}{1 + \lambda(e^{L_1 \cdot a_1 A_{21} + A_2})} - 1 \right) \]  

(C.17)

We now solve \(- \int_0^\infty I_1 ds = \int_0^\infty e^{-L_2 s} f_1^*(Cw) ds\) and \(- \int_0^\infty I_2 ds = \int_0^\infty e^{-L_2 s} f_2^*(Cw) ds\). Substituting (C.16) into \(I_1\), we obtain

\[ I_1 = \left( \frac{2\xi_1 e^{-L_2 s}(e^{L_1 \cdot a_1 A_{21} + A_2})}{(1 + \xi_1(e^{L_1 \cdot a_1 A_{21} + A_2})(1 + \xi_2(e^{L_1 \cdot a_1 (L_1 - A_{22}) + S_2)))} - e^{-L_2 s} \right) k(e^{L_1 \cdot a_1 (L_1 - A_{22}) + S_2}) \]  

(C.18)
We split $I_1$ into three parts:

$$I_1 = I_{11} + I_{12} + I_{13}$$

$$= \frac{(2\xi_1 e^{-L_2 s}(e^{L_1 s}a_1 A_2 + A_2)k(e^{L_1 s}a_1(L_1 - A_2) + S_2))}{(1 + \xi_1(e^{L_1 s}a_1 A_2 + A_2))(1 + \xi_2(e^{L_1 s}a_1(L_1 - A_2) + S_2))}$$

$$- k e^{(L_1 - L_2)s}a_1(L_1 - A_2) - e^{-L_2 s}kS_2.$$  

We can directly integrate $I_{12}$ and $I_{13}$ to obtain

$$-\int_0^\infty I_{12} ds = \int_0^\infty I_{13} ds = -\frac{ka_1(L_1 - A_2)}{L_1 - L_2} + \frac{kS_2}{L_2}. \quad (C.19)$$

We now work to simplify $I_{11}$ by taking $u = e^{L_1 s}$. The change of variables gives us

$$-\int_0^\infty I_{11} ds = -\frac{2k}{L_1} \int_{u_1}^{u_2} u^{-T/L_1} \frac{(ua_1 A_2 + A_2)(ua_1(L_1 - A_2) + S_2)}{(1 + \xi_1(ua_1 A_2 + A_2))(1 + \xi_2(ua_1(L_1 - A_2) + S_2))} du$$

$$= \frac{2\xi_1 k}{L_1} \int_0^1 u^{-T/L_1} \frac{(uc_1 + A_2)(uc_2 + S_2)}{(1 + \xi_1(uc_1 + A_2))(1 + \xi_2(uc_2 + S_2))} du, \quad (C.20)$$

where we find that $u_1 = 1$ and $u_2 = \lim_{s \to \infty} e^{L_1 s} = 0$ since $L_1 < 0$. We take $c_1 = a_1 A_2$ and $c_2 = a_1(L_1 - A_2)$.

We would like to do a partial fraction decomposition for the integrand term in (C.20) not containing $u^{-T/L_1}$, $I_{11}^*$. Noting that both the numerator and denominator are of degree 2, we first perform long division to obtain a fraction $p/q$ where deg $p < \text{deg } q$. Fully multiplying the terms in the fraction, and setting $c_3 = A_2 c_2 + S_2 c_1$ and $c_4 = A_2 \xi_1 + S_2 \xi_2 + A_2 S_2 \xi_1 \xi_2 + 1$ gives us

$$I_{11}^* = \frac{u^2 c_1 c_2 + uc_3 + A_2 S_2}{u^2 \xi_1 \xi_2 c_1 c_2 + u(\xi_1 \xi_2 c_3 + \xi_2 c_2 + \xi_1 c_1) + c_4}$$

$$= \frac{1}{\xi_1 \xi_2} - \frac{u(c_2/\xi_1 + c_1/\xi_2) + (A_2/\xi_2 + S_2/\xi_1 + 1/(\xi_1 \xi_2))}{(1 + \xi_1(uc_1 + A_2))(1 + \xi_2(uc_2 + S_2))}. \quad (C.21)$$

Setting $c_5 = c_2/\xi_1 + c_1/\xi_2$ and $c_6 = A_2/\xi_2 + S_2/\xi_1 + 1/(\xi_1 \xi_2)$, the second term of (C.21)
becomes
\[
\frac{uc_5 + c_6}{(1 + \xi_1(uc_1 + A_2))(1 + \xi_2(uc_2 + S_2))} = \frac{P_1}{(1 + \xi_1(uc_1 + A_2))} + \frac{P_1}{(1 + \xi_2(uc_2 + S_2))},
\]
where
\[
P_1 = \frac{-c_5(\xi_1 A_2 + 1) + c_1 c_6 \xi_1}{\xi_1 \xi_2 (c_1 S_2 - A_2 c_2) + c_1 \xi_1 - c_2 \xi_2}
\]
\[
P_2 = \frac{-c_5(\xi_2 S_2 + 1) + c_2 c_6 \xi_2}{\xi_1 \xi_2 (-c_1 S_2 + A_2 c_2) - c_1 \xi_1 + c_2 \xi_2}
\]
Therefore, the integrand in (C.20), \(u^{-T/L_1} I_{11}^*\), can be written as
\[
u^{-T/L_1} I_{11}^* = u^{-T/L_1} \left( \frac{1}{\xi_1 \xi_2} - \frac{P_1}{(1 + \xi_1(uc_1 + A_2))} - \frac{P_2}{(1 + \xi_2(uc_2 + S_2))} \right)
\]
We note that the first term can be integrated,
\[
\frac{2 \xi_1 k}{L_1 \xi_1 \xi_2} \int_0^1 u^{-T/L_1} du = -\frac{2 k}{L_2 \xi_1 \xi_2} u^{-L_1/L_2},
\]
where the first equality comes about from the observation that \(-T/L_1 = -1 - L_2/L_1\). To summarize, if we set
\[
I_{11}^{**} = u^{-T/L_1} \left( \frac{P_1}{(1 + \xi_1(uc_1 + A_2))} + \frac{P_2}{(1 + \xi_2(uc_2 + S_2))} \right)
\]
We can rewrite (C.19) as
\[
- \int_0^\infty I_1 ds = \frac{k S_2}{L_2} - \frac{k C_2}{L_1 - L_2} - \frac{2 \xi_1 k}{L_2 \xi_1 \xi_2} - \frac{2 \xi_1 k}{L_1} \int_0^1 I_{11}^{**} du \quad (C.22)
\]
To solve \(\int_0^1 I_{11}^{**} du\), we will need to use a hypergeometric function and the beta function.
Indeed, we have the formula
\[
\int_0^1 t^{b-1}(1-t)^{c-b-1}(1-tx)^{-a} dt = B(b, c - b) _2 F_1(a, b; c; x)
\]
where \( B(a, b) = \int_0^1 t^{a-1}(1-t)^{b-1}dt \) and \( _2 F_1(a_1, a_2; b_1; x) = \sum_{k=0}^{\infty} \frac{(a_1)_k (a_2)_k}{(b_1)_k} \frac{x^k}{k!} \). In our case, we split \( I_{11}^\ast \) naturally as a sum of two terms, and for the first integral, we have \( b - 1 = -T/L_1 \), hence \( b = 1 - T/L_1 = -L_2/L_1, \) \( 0 = c - b - 1 \), hence \( c = b + 1 = 2 - T/L_1, \) \( a = 1, \) and \( x = (-\xi_1 C_1)/((\xi_1 A_2 + 1), \) where we have pulled \((\xi_1 A_2 + 1)^{-1}\) from the denominator. We want to first find an explicit representation for \( B(b, c - b), \)

\[
B(b, c - b) = B(-T/L_1 + 1, 1) = \int_0^1 t^{-T/L_1} dt = \frac{1}{-L_2/L_1} t^{-T/L_1 + 1}|_0^1 = \frac{-L_1}{L_2}.
\]

Using the hypergeometric function and (C.22), our final formula for \(- \int_0^\infty I_1 ds = \int_0^\infty -e^{-L_2 s} f_1^\ast(Cw)ds\) is

\[
- \int_0^\infty I_1 ds = k \left( \frac{S_2}{L_2} - \frac{C_2}{L_1 - L_2} - \frac{2 \xi_1 P_1}{L_2 (\xi_1 A_2 + 1)} _2 F_1^1 + \frac{2 \xi_1 P_2}{L_2 (\xi_2 S_2 + 1)} _2 F_2^1 \right), \quad (C.23)
\]

where

\[
_2 F_1^1 = _2 F_1 \left( 1, -L_2/L_1; 1 - L_2/L_1; \frac{-\xi_1 C_1}{\xi_1 A_2 + 1} \right)
\]

and

\[
_2 F_2^2 = _2 F_1 \left( 1, -L_2/L_1; 1 - L_2/L_1; \frac{-\xi_2 C_2}{\xi_2 S_2 + 1} \right)
\]

We now begin work to solve \( \int_0^\infty I_2 ds = \int_0^\infty e^{-L_2 s} f_2(Cw)ds \). Using the same substitution as
earlier, i.e. \( u = e^{L_1 s} \), and again taking \( c_1 = a_1 A_{21} \) and \( c_2 = a_1 (L_1 - A_{22}) \), we obtain

\[
\int_0^\infty I_2 ds = \frac{-1}{L_1} \int_0^1 u^{-T/L_1} (uc_1 + A_2) \left( \frac{\beta (uc_2 + S_2) (uc_1 + A_2)}{1 + \lambda (uc_1 + A_2)} - 1 \right),
\]

\[
= \frac{-\beta}{L_1} \int_0^1 u^{-T/L_1} (uc_2 + S_2) (uc_1 + A_2)^2 du + \frac{1}{L_1} \int_0^1 u^{-T/L_1} c_1 + u^{-T/L_1} A_2 du,
\]

\[
= \frac{-\beta}{L_1} \int_0^1 u^{-T/L_1} \left( c_3^* u^2 + c_4^* u + c_5^* + \frac{c_6^*}{\lambda uc_1 + \lambda A_2 + 1} \right) du + \frac{c_1}{L_1 - L_2} + \frac{-A_2}{L_2},
\]

(C.24)

where the last equality comes from long division in the first integral and full integration of the second. The constants are as follows:

\[
c_3^* = \frac{c_1 c_2}{\lambda}, \quad c_4^* = \frac{c_2 A_2 + c_1 S_2}{\lambda} - \frac{c_2}{\lambda^2}, \quad c_5^* = \frac{c_2}{c_1 \lambda^3} + \frac{S_2 (A_2 - 1)}{\lambda^2}, \quad c_6^* = \frac{-1}{\lambda^3} + \frac{S_2 - (A_2 c_2 / c_1)}{\lambda^2}.
\]

We concentrate now on the first integral in (C.24). The first three terms multiplied by \( u^{-T/L_1} \) can be integrated in a straight-forward manner. The last one can be integrated using a hypergeometric function as described earlier. We thus obtain

\[
\int_0^\infty I_2 ds = -\beta \left( \frac{c_3^*}{2L_1 - L_2} + \frac{c_4^*}{L_1 - L_2} - \frac{c_5^*}{L_2} \right) + \frac{\beta c_6^*}{L_2 (1 + \lambda A_2)^2 F_1^3} + \frac{c_1}{L_1 - L_2} - \frac{A_2}{L_2},
\]

(C.25)

where \( 2 F_1^3 = 2 F_1 \left( 1, -L_2 / L_1; 1 - L_2 / L_1; \frac{-\lambda c_1}{1 + \lambda A_2} \right) \). Therefore, using (C.15),(C.23), and (C.25) we obtain an explicit solution for \( M^* \),

\[
M^* = \frac{k}{L_1 - L_2} \left( \frac{S_2}{L_2} - \frac{c_2}{L_1 - L_2} - \frac{2}{L_2 \xi_2} + \frac{2P_1 \xi_1}{L_2 (\xi_1 A_2 + 1)^2 F_1^1} + \frac{2P_2 \xi_1}{L_2 (\xi_2 S_2 + 1)^2 F_1^2} \right)
\]

\[
+ \frac{L_1 - A_{22}}{(L_1 - L_2) A_{21}} \left( -\beta \left( \frac{c_3^*}{2L_1 - L_2} + \frac{c_4^*}{L_1 - L_2} - \frac{c_5^*}{L_2} \right) + \frac{\beta c_6^*}{L_2 (1 + \lambda A_2)^2 F_1^3} + \frac{c_1}{L_1 - L_2} - \frac{A_2}{L_2} \right),
\]

(C.26)

where the constants and hypergeometric functions are specified earlier.
C.4 Linear and Quadratic approximation of $M^*$

We take a linear and quadratic portion of $M^*$ in order to obtain approximate interpretable results. Using the expansion for the hypergeometric function, and noting that the untransformed stable manifold will intersect $(0,0)$, we remove all nonlinear terms and rewrite $M^*$ as $y_2 = my_1$, where $m$ is the slope of the line $y_2$ to obtain

$$y_2 = \frac{-y_1}{(L_1 - L_2)^2} c_7,$$  \hfill (C.27)

where $c_7$ is the constant

$$c_7 = \frac{2P_1\xi_1^2A_{21}k}{(\xi_1A_2 + 1)^2} + \frac{2P_2\xi_2k(L_1 - A_{22})}{(\xi_2S_2 + 1)^2} - (L_1 - A_{22}) + \frac{L_1 - A_{22}}{A_{21}} \left( -\beta c_{4}^{**} + A_{21} + \frac{\beta c_{6}^{**} A_{21} \lambda}{(1 + \lambda A_2)^2} \right),$$  \hfill (C.28)

where $c_4^{**} = c_4^*/y_1$ and $c_6^{**} = c_6^*/y_1$. Next, since $(S^*, a^*) = x = Cy$, we can obtain

$$a^* = S^* \left( \frac{(L_1 - L_2)^2 - c_7}{(L_1 - A_{22})(L_1 - L_2)^2 + (L_2 - A_{22})c_7} \right) A_{21}$$

Keeping all quadratic terms, we obtain

$$y_2 = \frac{-(y_1)^2}{(L_1 - L_2)(2L_1 - L_2)} c_8 - \frac{-y_1}{(L_1 - L_2)^2} c_7$$  \hfill (C.29)

where

$$c_8 = -2\xi_1 \left( \frac{P_1\xi_1^2kA_{21}^2}{(\xi_1A_2 + 1)^3} + \frac{P_2\xi_2^2(L_1 - A_{22})^2}{(\xi_2S_2 + 1)^3} \right) + \frac{L_1 - A_{22}}{A_{21}} \left( \frac{-\beta \lambda A_{21}(L_1 - A_{22})}{(1 + \lambda A_2)^3} - \frac{\beta c_{6}^{**} A_{21}^2 \lambda^2}{(1 + \lambda A_2)^3} \right)$$

The system can be solved for $x = (S^*, a^*)$ using the quadratic formula.