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Background/Aims: Risk prediction models using a deep neural network (DNN) have not been 
reported to predict the risk of advanced colorectal neoplasia (ACRN). The aim of this study was to 
compare DNN models with simple clinical score models to predict the risk of ACRN in colorectal 
cancer screening. 
Methods: Databases of screening colonoscopy from Kangbuk Samsung Hospital (n=121,794) 
and Kyung Hee University Hospital at Gangdong (n=3,728) were used to develop DNN-based 
prediction models. Two DNN models, the Asian-Pacific Colorectal Screening (APCS) model and 
the Korean Colorectal Screening (KCS) model, were developed and compared with two simple 
score models using logistic regression methods to predict the risk of ACRN. The areas under the 
receiver operating characteristic curves (AUCs) of the models were compared in internal and 
external validation databases. 
Results: In the internal validation set, the AUCs of DNN model 1 and the APCS score model 
were 0.713 and 0.662 (p<0.001), respectively, and the AUCs of DNN model 2 and the KCS score 
model were 0.730 and 0.667 (p<0.001), respectively. However, in the external validation set, the 
prediction performances were not significantly different between the two DNN models and the 
corresponding APCS and KCS score models (both p>0.1). 
Conclusions: Simple score models for the risk prediction of ACRN are as useful as DNN-based 
models when input variables are limited. However, further studies on this issue are warranted 
to predict the risk of ACRN in colorectal cancer screening because DNN-based models are cur-
rently under improvement. (Gut Liver 2021;15:85-91)
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INTRODUCTION

Colorectal cancer (CRC) is one of the major cancers 
whose incidence is steadily increasing in many countries, 
including Korea.1 CRC screening is able to reduce CRC-re-
lated mortality and morbidity,2,3 but, challenged by limited 
resources and low adherence.4 Therefore, risk prediction 
model to predict the risk of advanced colorectal neoplasia 
(ACRN) may improve the effectiveness of CRC screening. 
This strategy was developed to identify individuals who are 
at high risk of ACRN, and judiciously to use the limited re-

sources of colonoscopy for the high-risk population rather 
than in low-risk population. Recently, risk stratification 
models, such as the Asian-Pacific Colorectal Screening 
(APCS) score model, increased the effectiveness of CRC 
screening.5-10 However, simple score models were limited 
as they used logistic regression (LR) models,5-10 which have 
low sensitivity and high false positivity because of the lim-
ited variables and performance levels of the LR method. 

Deep learning model using deep neural network (DNN) 
is computational models composed of multiple processing 
layers to learn the representations of the data with multiple 
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levels of abstraction.11,12 DNN techniques have reported to 
improve the diagnostic accuracy in the diagnosis of skin 
cancer,13 diabetic retinopathy,14,15 lymph node metastasis of 
breast cancer,16 and colorectal adenomas during colonos-
copy.17,18 Furthermore, DNN techniques may provide bet-
ter risk prediction models for the ACRN detection as they 
can utilize clinical data more efficiently than previous LR 
models. However, no DNN-based risk prediction model 
was reported to predict the risk of ACRN. DNN-based risk 
prediction models may provide better predictive power. 
Although simple score models have the advantage of easy-
to-use in daily clinical practice. they were limited by the 
lack of external validation,5,7,10 which is important in terms 
of overfitting. 

This study was aimed to compare the performances of 
DNN-based risk prediction models with those of simple 
score models (i.e., LR models) to predict the risk of ACRN. 

MATERIALS AND METHODS

1. Study population
The database of screening colonoscopy at Health Screen-

ing Center of Kangbuk Samsung Hospital (cohort 1, 
n=121,794) between January 2003 and December 2012 was 
used as a training, tuning, and internal validation set (Fig. 
1).10 The database of screening colonoscopy from Kyung 
Hee University Hospital at Gangdong between September 
2006 and September 2009 (cohort 2, n=3,738)19 was also 
used as an external validation set to prevent a bias of an 
input data from a single hospital. Overall, 51,458 subjects 
were excluded from cohort 1 (Fig. 1A) and 409 subjects 
were excluded from cohort 2 (Fig. 1B) with the same exclu-
sion criteria: history of previous colorectal examinations 

such as barium enema, sigmoidoscopy, or colonoscopy, 
history of CRC or inflammatory bowel disease, history of 
colorectal surgery, incomplete colonoscopy due to cecal 
intubation failure or inadequate bowel preparation, and 
missing clinical data. As a result, 70,336 subjects from co-
hort 1 were randomized in a ratio of 7:1:2 into a training 
set (n=49,235), tuning set (n=7,034), and internal valida-
tion set (n=14,067), whereas the data of 3,561 subjects 
from cohort 2 were used for the external validation set. 
Two DNN models were developed and compared their 
performances to predict the risk of ACRN with APCS and 
Korean Colorectal Screening (KCS) score models. This ret-
rospective study was approved by the Institutional Review 
Board of both institutions (IRB numbers: 2017-07-02 for 
Kangbuk Samsung Hospital and KHNMC 2019-12-004 
for Kyung Hee University Hospital). The informed consent 
was waived because of the retrospective design and anony-
mized patient data. 

2. Database
The demographic data, body mass index (BMI), smok-

ing status, family history of CRC in a first-degree relative, 
colonoscopy findings, and pathology reports were re-
viewed by a physician or a specially trained, non-physician 
research nurse as described previously.10,20 A current smok-
er was defined as one who consumed at least one pack of 
cigarettes per week. Positive family history of CRC was 
defined as positive CRC history in at least one first-degree 
relative. According to the Asian-Pacific guidelines, BMI 
≥25 kg/m2 was defined as obesity.21 The input variables 
included age, sex, family history of CRC, smoking, and 
BMI, and the output (labelled) data were collected from 
the colonoscopy reports and pathology results. APCS score 
model used four variables: age (<50, 50–60, 60–70, and ≥70 

51,458 Exclusions
27,160 Previous colorectal exam

1,304 History of colorectal cancer or other malignancy
499 History of inflammatory bowel disease

68 History of colorectal surgery
6,216 Incomplete colonoscopy

16,211Missing clinical data

70,336 Participants included

14,067 Internal validation set
56,269 Development set
49,235 Training set

7,034 Tuning set

3,728 Screening colonoscopy at Kyung Hee University Hospital
at Gangdong from 2006 to 2009

409 Exclusions
69 Previous colorectal exam

1History of colorectal cancer or other malignancy
0 History of inflammatory bowel disease
1History of colorectal surgery

41 Incomplete colonoscopy
39 Missing clinical data

3,561 External validation set

121,794 Screening colonoscopy at
Kangbuk Samsung Hospital from 2003 to 2012

A B

Fig.1.Fig.1. Flowchart of the inclusion and exclusion of study populations. (A) Kangbuk Samsung Hospital and (B) Kyung Hee University Hospital at 
Gangdong.
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years), sex, smoking (none/past and current), and family 
history of CRC,6 whereas KCS score model used five vari-
ables: age, sex, smoking, family history of CRC, and BMI.19

3. Colonoscopy protocol
The board-certified endoscopists performed all colo-

noscopies using Evis Lucera CV-260 colonoscopes (Olym-
pus Medical Systems, Tokyo, Japan) in cohort 1 and using 
EG-590WR colonoscopes (Fujinon Inc., Saitama, Japan) 
in cohort 2. Bowel preparation was performed with 4 L 
of polyethylene glycol solution in both hospitals. All the 
polyps were measured for their size and were removed by 
a biopsy or polypectomy. The histological specimens were 
evaluated by gastrointestinal pathologists. ACRN was de-
fined as a colorectal carcinoma or an advanced adenoma 
(any adenoma ≥1 cm in size, or with villous component or 
high-grade dysplasia).10

4. Development of DNN
LR models were fitted to the training set as a compara-

tor for APCS and KCS score models (Table 1). As the DNN 
framework, a feedforward neural network22 as the DNN 

structure and Google’s TensorFlow (version 1.4.1)23 in 
Python (version 2.7.6.) were used. Two DNNs were devel-
oped: DNN model 1 used the four variables of the APCS 
score model and DNN model 2 used the five variables of 
the KCS score model. All continuous variables were stan-
dardized for feature scaling.24 The training set was used for 
model learning and the tuning set served as hyperparam-
eter tuning to avoid overfitting. Both DNNs had two hid-
den layers and seven and eight nodes for each layer based 
on experiments involving different hyperparameters (Fig. 
2). The DNNs used Adam25 as the optimizer with learning 
rate of 0.1, the Xavier initializer26 to initialize the weights 
of hidden units, and the exponential linear unit activation 
function in each layer.27 As proposed by Kingma and Ba,25 
Adam was used as an optimization algorithm with β1=0.9, 
β2=0.999, and ε=10–8. Dropout was applied after the activa-
tion function in the last hidden layer to prevent overfit-
ting,28 and the softmax function linked the final hidden 
layer to the output layer. Each model was trained for 1,000 
epochs using the same training set. The output values gen-
erated from the trained networks demonstrated the prob-
ability for each input case with ACRN, where the range of 

Table 1.Table 1. Baseline Characteristics of the Cohorts and the APCS and KCS Scores

Covariates
APCS score KCS score

β OR (95% CI) p-value β OR (95% CI) p-value

Age group, yr <0.001 <0.001
  <50 1 1 1 1

  50–69 1.566 4.79 (4.10–5.60) 1.561 4.76 (4.07–5.57)

  ≥70 2.255 9.54 (5.66–16.08) 2.271 9.68 (5.74–16.33)

Male sex 0.548 1.73 (1.44–2.07) <0.001 0.488 1.63 (1.36–1.96) <0.001

Current or past smoker 0.315 1.37 (1.17–1.61) <0.001 0.315 1.37 (1.17–1.61) <0.001

Family history of CRC 0.030 1.03 (0.87–1.22) 0.734 0.045 1.05 (0.74–1.47) 0.796

BMI ≥25 kg/m2 - - - 0.314 1.37 (1.17–1.60) <0.001
Constant –5.199 0.01 (0.00–0.01) <0.001 –5.275 0.01 (0.00–0.01) <0.001

APCS, Asian-Pacific Colorectal Screening; KCS, Korean Colorectal Screening; OR, odds ratio; CI, confidence interval; CRC, colorectal cancer; BMI, 
body mass index.
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Fig. 2.Fig. 2. Comparison of the performanc-
es of the deep neural network (DNN) 
models with different hyperparam-
eter values. All DNNs presented in 
the table used the exponential lin-
ear unit activation function, Xavier 
initializer, Dropout for normaliza-
tion, and Adam optimizer with 1,000 
epochs of the same training set for 
each model.
AUC, area under the receiver op-
erating characteristic curve; APCS, 
Asian-Pacific Colorectal Screening; 
KCS, Korean Colorectal Screening.
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output was between low (0) and high (1) probability. 

5. Statistical analysis
The primary outcome was comparison of the perfor-

mances of the DNN models against the LR models to 
predict the risk of ACRN in the external validation set. 
The area under the curve (AUC) of the receiver operating 
characteristic curve of each model was compared with that 
of the others using the DeLong test.29 The AUC was 0.68 
and the prevalence of ACRN was 1.4% in our previous 
study with a LR model.10 With the assumption that an in-
crement of at least 0.05 in the AUC of DNN models will be 
clinically significant, a minimum sample size of 13,064 was 
required for statistical power of 80%, p<0.05 level of sig-
nificance, and strong correlation (correlation coefficient, 
0.7) between the models, both in the positive and negative 
cases.30 R statistical program, version 3.3.2 (R Develop-
ment Core Team, Vienna, Austria), was used for statistical 
analyses. All p-values were two-sided, and p<0.05 was con-
sidered statistically significant. 

RESULTS

1. Baseline characteristics
The baseline characteristics of the subjects of both co-

horts have been described in previous reports.10,19 In cohort 
1, the mean age was 41.6±8.3 years and 48,810 patients 
were male (69.4%). Of the 10,620 subjects ≥50 years old 
(15.1%), 414 subjects had ACRN (3.9%). There were no 
significant differences in the demographic and clinical data 
between the training, tuning, and internal validation sets 
(Table 2). In cohort 2, the mean age was 51.3±9.0 years and 

2,152 patients were male (60.4%). Of the 2,048 subjects 
≥50 years old (57.5%), 146 subjects had ACRN (7.1%). The 
subjects of the external validation set were relatively older 
and less male dominant, and had higher rate of ACRN and 
smokers than those of internal validation set. 

2. Performance of DNN models 
The receiver operating characteristic curves of the 

APCS score and DNN model 1 for internal and external 
validation set are illustrated in Fig. 3. When compared with 
APCS score model (AUC, 0.662; 95% confidence interval 
[CI], 0.619 to 0.705) in the internal validation set, DNN 
model 1 showed a good discrimination with a significantly 
improved prediction performance (AUC, 0.713; 95% CI, 
0.674 to 0.752; p<0.001) (Fig. 3A).31 On the contrary, DNN 
model 1 in the external validation set failed to show per-
formance improvement (AUC, 0.754; 95% CI, 0.719 to 
0.790) than those of APCS score model (AUC, 0.742; 95% 
CI, 0.707 to 0.777) (p=0.433) (Fig. 3B). The comparison of 
the performance of the KCS score model and DNN model 
2 are illustrated in Fig. 4. When compared with KCS score 
model (AUC, 0.667; 95% CI, 0.625 to 0.710) with DNN 
model 2 in the internal validation set, DNN model 2 score 
(AUC, 0.730; 95% CI, 0.693 to 0.767) showed a better per-
formance level than the KCS score model (p<0.001) (Fig. 
4A). However, a comparison between the two models in 
the external validation set failed to show performance im-
provement with DNN model 2 (AUC, 0.765; 95% CI, 0.728 
to 0.801) than KCS score model (AUC, 0.744; 95% CI, 
0.707 to 0.780) (p=0.125) (Fig. 4B).

Table 2.Table 2. Demographic and Clinical Data of the Study Participants

Training set
(n=49,235)

Tuning set
(n=7,034)

Internal validation set
(n=14,067)

External validation set
(n=3,561)

p-value*

Age, yr 41.6±8.3 41.5±8.3 41.6±8.3 51.3±9.0 <0.001
Age group, yr <0.001
   <50 41,745 (84.8) 5,975 (84.9) 11,996 (85.3) 1,513 (42.5)
   50–69 7,275 (14.8) 1,015 (14.4) 1,987 (14.1) 1,959 (55.0)
   ≥70  215 (0.4) 44 (0.6) 84 (0.6) 89 (2.5)
Male sex 34,103 (69.3) 4,871 (69.3) 9,836 (69.9) 2,152 (60.4) <0.001
Current or past smoker 13,992 (28.4) 1,964 (27.9) 4,018 (28.6) 1,698 (47.7) <0.001
Family history of CRC 1,922 (3.9) 281 (4.0) 565 (4.0) 127 (3.6) 0.217
BMI, kg/m2 23.8±3.1 23.8±3.1 23.8±3.1 23.8±3.1 0.227
BMI ≥25 kg/m2 16,544 (33.6) 2,350 (33.4) 4,735 (33.7) 1,189 (33.4) 0.760
ACRN 693 (1.4) 86 (1.2) 181 (1.3) 169 (4.8) <0.001
ACRN for age ≥50 yr 307 (4.1) 37 (3.5) 70 (3.4) 146 (7.1) <0.001

Data are presented as mean±SD or number (%).
CRC, colorectal cancer; BMI, body mass index; ACRN, advanced colorectal neoplasia.
*Comparison between the internal and external validation sets.
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DISCUSSION

We expected better performance level to predict the risk 
of ACRN with DNN models than LR models because the 
interactions between the risk factors of ACRN would be 
complex and nonlinear to be reflected in the LR models. In 
this study, both DNN models 1 and 2 showed higher AUCs 
than the LR models for the APCS and KCS scores in the 
internal validation set as our expectation. However, both 

DNN models failed to show better performance than LR 
models in the external validation set. It may be explained 
by the limited use input variables (i.e., only 4–5 input vari-
ables) in this study. Therefore, a simple score model can 
predict the risk of ACRN as effectively as a DNN-based 
model, if the number of input variables is few. 

Because of the suboptimal compliance of CRC screen-
ing, improved awareness of the personal risk of CRC may 
be helpful in increasing the screening rates.31 Previously 
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AUC, area under the receiver operating characteristic curve; CI, confidence interval; LR, logistic regression.
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used simple score models had an advantage of easy-to-use 
in daily clinical practice. However, they did not demon-
strate good discriminative powers with maximum AUC 
or c-statistics ≤0.72.5-9 In the LR methods, the inclusion of 
large numbers of covariates may lead to decreased model 
performance because of multiple collinearities or interac-
tions.32 In contrast, DNN-based models are promising be-
cause they may be able to capture the complex associations 
caused by the inclusion of large numbers of input param-
eters/nodes. As we have shown in this study, discriminative 
powers cannot be improved when only few input variables 
are used even with the DNN-based models. Therefore, this 
limitation should be considered to develop DNN-based 
algorithms for a risk prediction model. 

Our findings should be considered with the limitations 
of DNN models. First, we adopted complete case analysis 
using DNN similar to the LR method. Therefore, our mod-
els used only four or five parameters. Even though DNN 
models have advantages that they can discover some struc-
ture in the training data and, consequently, incrementally 
modify data representation, resulting in superior accuracy 
of trained networks, this advantage of DNN models was 
blunted in our study as the training parameters are less 
than five. Second, our model did not specify when or the 
number of times the prediction of the risk of ACRN could 
be applied. Theoretically, these models could be applied at 
a specific age, such as 50 years. The age-specificity of these 
theoretical models should be evaluated in further studies 
before their application in CRC screening in real practice. 
Third, although the DNN models detected more ACRNs 
than the LR models did, the precise mechanisms of these 
models are not known. This black-box issue is important 
in clinical interpretations to identify why a specific individ-
ual was categorized as a high-risk of ACRN.12 Fourth, there 
was a difference in the age distribution between cohort 1 of 
internal validation set and cohort 2 of external validation 
set. The internal validation set had more subjects under 
the age of 50 years than did the external validation set. 
This may be the reason for the DNN-based model not be-
ing better than the LR model in the external validation set. 
This difference in the age composition of the cohorts may 
limit the generalizability of the models to other popula-
tions. 

In conclusion, simple score models for risk-prediction 
are as useful as DNN-based models with limited number 
of input variables. However, further studies on this topic 
are warranted to predict the risk of ACRN in CRC screen-
ing because DNN-based models are currently being devel-
oped and improved. 
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