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ABSTRACT OF THE DISSERTATION

Resilient 3D Network-on-Chip Design and Analysis

By

Pooria Mohammadi Yaghini

Doctor of Philosophy in Electrical and Computer Engineering

University of California, Irvine, 2016

Professor Nader Bagherzadeh, Chair

Like every other major changes in computer architecture, exascale computing, tar-

geted for 2020, requires dramatic and unanticipated shifts in different perspectives.

The biggest challenge facing this trend is to design an exascale system with a hun-

dredfold optimization on the estimated power cost of above $2.5B per year for a system

designed with current technology. It has been reported that a large portion of total

power is consumed for communication through interconnection network. Communi-

cation between the computational components of System-on-Chip (SoC) designs can

account for more than 25 percent of the energy dissipation of the whole system. NoC

is recognized by many researchers as the best communication infrastructure for many-

core systems. To lower communication power, researchers have proposed the idea

of designing thinned and stacked 3D ICs. 3D ICs, fabricated using Through-Silicon

Via (TSV), offer higher bandwidths, smaller form factors, shorter wire lengths, lower

power, and better performance than traditional 2D ICs. The combination of 3D struc-

tures and NoC is the most promising approach for obtaining the projected performance

and power requirements for exascale systems. Besides the extremely constrained power

xiii



budget, achieving an acceptable level of resiliency for 1,000,000 cores in an exascale

system is a crucial challenge. Communication reliability, due to the huge amount of

data movement in these systems, plays a key role.

In this dissertation, the focus is to identify, characterize, and mitigate the reliability

threats of TSV-based 3D communication structures, specifically threats introduced by

TSV-to-TSV coupling fault.

In the first step which is the identification of the reliability threats, the potential phys-

ical faults of a baseline TSV-based 3D NoC architecture by targeting Two-dimensional

(2D) NoC components and their inter-die connections is classified. Subsequently, TSV

issues, thermal concerns, and Single Event Effect (SEE) are investigated and catego-

rized, in order to propose evaluation metrics for inspecting the resiliency of 3D NoC

designs.

Then, in the second step, having overviewed the common TSV issues, a framework

is proposed for quantifying the 3D NoC reliability using formal methods. TSV issues

are modeled as a time-invariant failure probability and a reliability criterion for TSV-

based NoC is defined. The relationship between NoC reliability and TSV failure is

quantified. For the first time, the reliability criterion is reduced to a tractable closed-

form expression that requires a single Monte Carlo simulation.

In the third step, a system-level TSV coupling fault model is proposed, which models

the capacitive coupling effect, considering thermal impact, at circuit-level accuracy.

This model can be plugged into any system-level and RTL-level TSV-based 3D-IC

data-oriented simulator. Having analyzed and recorded the TSV coupling effect at

circuit-level, these effects are applied to the Through-Silicon Vias (TSVs) dynamically

xiv



in system-level simulations at runtime through precise monitoring and calculation. The

proposed fault model is potentially useful for evaluating the reliability of 3D many-core

applications in which TSV coupling may lead to failure.

After setting up the TSV coupling fault modeling framework, multiple coding ap-

proaches are proposed to prevent coupling fault occurrence on TSV links. In these

approaches, the coupling fault effect is addressed by diagnosing the hazardous current

flow direction patterns of the TSV bus, and encoding the data bits to avoid those pat-

terns at run-time. Different coding schemes are devised to address both types of TSV

coupling, inductive and capacitive. These approaches are devised to be low overhead,

fast, and highly efficient. Empirical simulations are performed with both random and

realistic benchmarks, including PARSEC, to demonstrate the efficacy of the devised

approaches. All these approaches are also implemented at hardware-level, to have a

realistic estimate of the imposed overheads at logic-level. Experimental results show

that these approaches improve the communication reliability over TSV links signifi-

cantly, with no extra TSV and negligible information redundancy or hardware logic

overhead.

Overall, this work provides a rich set of TSV coupling-avoidance techniques, besides an

accurate and fast TSV coupling fault modeling simulation framework, for efficient and

effective design of reliable 3D communication architectures. It helps DFT designers to

more easily design robust TSV links.

xv



Chapter 1

Introduction

Every major shift in computer architecture has led to changes, usually dramatic and

often unanticipated, and the move to exascale computing will be no exception. At the

hardware level, feature size in silicon will almost certainly continue to decrease at the

Moore’s law pace by the end of this decade. To continue efficiency both in high perfor-

mance computing systems and consumer electronics, a fundamental change is required

for the design of next generation computer systems. Exascale computer systems are

needed for the growing number of problems where experiments are impossible, dan-

gerous, or extremely expensive. These machines, along with parallel computing, will

enable the analysis, modeling and processing of enormous amount of data, leading to

advances in various areas of science and technology.

Exascale computing is challenging due to the strict constraints in power require-

ments, requiring new communication infrastructure and software approaches to exploit

parallelism and scalability. Based on the current technology, scaling today’s systems
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to an exaflop level would consume more than a gigawatt of power [79]. Reducing the

power requirement by a factor of at least 100 is a challenge for both future hardware

and software technologies.

Today’s top supercomputer systems include approximately 0.5 to 3 million cores [1].

By 2020, due to design and power constraints, the clock frequency is unlikely to change,

which means that a High Performance Computing (HPC) system will have approx-

imately one billion cores [76][21][77]. An immediate consequence is that the power

consumption and hence temperature will increase while timely power and thermal

management become much more difficult. Mathematical models, numerical meth-

ods, and software implementations will all need new conceptual and programming

paradigms to make effective use of unprecedented levels of concurrency.

The applications of exascale computing include, but not limited to:

◦ Adaptation to regional climate changes such as sea level rise, drought, and flood-

ing;

◦ Weather forecasting;

◦ Reverse engineering of the human brain;

◦ Finite-Difference Time-Domain (FDTD) numerical computation;

◦ Methods of Moment (MoM) numerical computation;

◦ Design, control and manufacturing of advanced materials.

◦ Big data processing.

The increase in the number of components for exascale computing is faster than

reliability improvement pace of those components. Based on observations of existing

HPC systems, it is projected that the Mean-Time Between Failure (MTBF) of an
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exascale system to be in minutes or seconds, caused by various kinds of faults. The

cause for these faults are varied including the effects from terrestrial neutrons, natu-

rally occurring alpha particles, electromagnetic interference, temperature, and voltage

fluctuations. These faults are mostly transient, but permanent ones are also seen. Ob-

viously, there is a need for any low-overhead methods to increase MTBF and that can

detect, and if possible correct, errors at the hardware level. In order to embark on this,

fault-tolerant approaches require a knowledge of the actual errors occurred on HPC

systems, the rate of these errors, and, ideally, the most common source of faults. This

knowledge is currently unknown for the new technologies; hence there is an immediate

need to develop models that are required to reason about fault avoidance, detection

and correction. Also novel fault injection tools are required to verify the efficacy of

proposed fault tolerance techniques, along with accurate and fast models of faults. Put

simply, correctness assurance and resiliency will be crucial to make exascale machines

worth their high usage cost.

Wiring delay is one of the critical issues of the sub-micron level progress in semi-

conductor processing technology. Increasing the capacitance of gates is a result of

narrow channel width and crosstalk phenomenon; the wiring delay is growing expo-

nentially while the speed of basic elements such as gate delay becomes much faster.

According to [38], in 2018 the nominal logic gate delay of a high performance NAND

gate is estimated to be less than 3 ps while the interconnect RC 1 delay for a 1 mm

copper global wire is to be more than 3500 ps. In other words, the interconnect delay

is estimated to be 1000 times greater than the gate delay, as shown in Figure 1.1.

Therefore, if this trend continues, the wiring delay will be one of the most critical

issues for future designs.

1Resistance-Capacitance
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Figure 1.1: Wire delay versus gate delay [38]

3D architecture is a promising approach for future IC design which addresses

some of the wire delay constraints expected from the next generation process technolo-

gies. At the moment, a major paradigm shift from 2D technology to 3D technology, is

occurring in the microelectronic industry [49], [122], [100], [68] and [40]. 3D or vertical

integration is an exciting path to boost the performance and extend the capabilities

of modern integrated circuits. These capabilities are inherent to 3D ICs. The former

enhancement is due to the considerably shorter interconnecting wires in the vertical

direction. It is also worth noting that vertical integration is particularly compatible

with the integrated circuit design process that has been developed over the past sev-

eral decades. These distinctive characteristics make 3D integration highly attractive as

compared to other radical technological solutions that have been proposed to resolve

the increasingly difficult issue of on-chip interconnect. One of the most promising

technologies for 3D IC integration is the notion of TSVs [107], pillars manufactured

across thinned silicon substrates to establish inter-die connectivity after die bonding.
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Salient TSVs features include fine pitches, high densities, and high compatibility with

the standard CMOS process. TSV-based 3D ICs are interconnected with high-density

short and thin TSVs, supporting low-level integration, superior to existing solutions.

There exists different process technologies to interconnect the 3D IC, like photonics,

or inductive; in this thesis we only focus on TSV-based 3D ICs.

Memory Layers (ML)
(Two layers of DRAM, STTRAM, or NAND 

Flash memory banks interconnected via 3D-
NoC)

Logic Layer (LL)
 (Interface between Memory layer and Cores)

TSV 
(Through-Silicon Via )

Computational Cores
(General Purpose Processor, GPUs, ASICs)

Figure 1.2: Processing Memory Elements (PME), as an example of 3D IC. This ar-
chitecture depicts a 3D IC with memory, CPU, GPU, and interconnection network
stacked on top of each other.

It has been reported that a large portion of total power is consumed for commu-

nication in interconnection network. Communication between computational compo-

nents on SoC designs can account for more than 25 percent of the energy dissipation

of the whole system in exascale systems [14]. Therefore, it is paramount that the com-

munication hardware of the high performance system is designed in an energy efficient

way.

NoC (Figure 1.3) is the dominant infrastructure for communication in highly mas-

sive manycore systems. Over the years, microprocessors continue to improve, following
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Moore’s law. System integration has reached a stage where a complete system can be

integrated onto a single chip. As SoC design expands to encompass ever-increasing

cores to meet the high performance needs, it has become clear that traditional bus-

based systems do not provide scalability and efficiency in interconnecting large number

of cores on a chip.

IP Core

Router

Figure 1.3: NoC architecture; 5× 5 mesh topology

NoC is an infrastructure composed of computational processors and memories,

or Intellectual Properties (IP)s in general, that are connected with network of routers.

Resources communicate with each other using packets that are routed through the

network as the conventional Internet network does. One of the advantages of NoC over

traditional bus-based systems is that it decouples communication from computation

and reduces the design complexity. For example, routers, as illustrated in Figure 1.3,

in a NoC are responsible only for packet switching and cores handle computations.

This leads to additional advantages for a NoC which are reusability, scalability, and
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flexibility. They also have the ability for fast prototyping of an SoC design as IP cores

can be inserted in or replaced with other ones easily just by adding a wrapper for

supporting an NoC.

Combining 3D technology and NoC would lead to less power consumption and

higher performance due to the shorter links used in vertical direction. The combi-

nation of 3D integration and NoC technologies provide a new horizon for on-chip

interconnect design. The major advantage of 3D-NoC is the considerable reduction in

the length and number of global interconnects, resulting in performance increase and

power consumption decrease.

On the other hand, as CMOS technology continues to shrink, there is an increas-

ing need for studying how NoC architectures can tolerate faults and the underlying

process variations [2]. Shrinking transistor sizes, smaller interconnect features, 3D

packaging issues, and higher frequencies of CMOS circuits, lead to higher soft-error

rates and more thermal and timing violations.

As the fundamental concepts of this dissertation, the required basics about re-

silience and NoC is explained in the rest of this thesis.

1.1 Basics of Resilience

Reliability is a conditional probability that a system will perform correctly throughout

the interval [t0, t], given that it was performing correctly at time t0, directly related

to the continuity of service. Selection of the right mechanisms to integrate in a circuit

requires definition of fault types that could occur and a detailed knowledge of their
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Fault means

Fault 
prevention

Fault tolerance Fault removal Fault 
forecasting

Removal 
during 

development

Removal 
during usage

Qualitative
(experimental 

method)

Quantitative 
(analytical 
method)

Prevents 
occurrence or 

introduction of 
faults

Avoid service 
failure in the 

presence of faults Reduces the number and 
severity of faults Estimates the present 

number and future 
incidence likely 

consequence of faults

Figure 1.4: Fault means to reach dependability

potential impact on the circuit behavior. Causes and consequences of deviations from

the expected function of a system are called threats to dependability, which includes

various faults, errors, and overall failure of the system.

• Fault is a physical defect, imperfection, or flaw that occurs within some hardware

or software component.

• Error is a deviation from accuracy or correctness and is the manifestation of a

fault.

• Failure is the non-performance of some actions that are expected.

An incorrect change in a state machine because of a fault may result in an error.

Multiple errors can be originated from a single fault and propagate throughout the

system, while a fault remains localized in the affected circuit. Any of these errors can
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make the system fail [6]. Accurate definition of various fault types in the 3D-NoC en-

vironment is necessary to model and simulate the possible physical faults. Figure 1.4

shows different methods of reaching dependability. Fault prevention deals with pre-

venting faults from impacting correct system operation. This can be accomplished

by use of development methodologies and good implementation techniques, but they

cannot completely eliminate the risk of faults. Fault removal can be sub-divided into

two sub-categories: removal during development and removal during use. Removal

during development requires verification so that faults can be detected and removed

before a system is put into production. Once a system has been put into production,

a mechanism is needed to record failures and remove them using a maintenance cycle

to support removal during use method. Fault forecasting predicts likely faults so that

they can be removed or their effects can be circumvented. Fault tolerance established

mechanisms that will allow a system to still deliver the required service in the presence

of faults, although that service may be at a degraded level.

In most cases, the expected dependability is not achieved by using any of the

fault means separately. Different fault-tolerant techniques have been introduced by

researchers [104, 20, 36], but it would be more effective if the target device is fully

examined to minimize the overhead of any proposed fault-tolerant method.

There is a need to consider fault forecasting methods in order to address the

vulnerable components of a system; expected dependability is met while redundancies

cost is kept low. In practice, fault removal and fault forecasting methods are followed

by each other. In other words, after rejecting a system by the fault forecasting, several

fault removal tests are applied. These new tests provide actions that can help the

designer to improve the system. This loop is repeated until reaching the desirable
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design. Quantitative (analytical) and qualitative (experimental) methods are well-

known fault forecasting methods. Quantitative methods commonly have impractical

assumptions. Furthermore, there is a need to determine suitable input parameters

for formal analysis techniques. Qualitative techniques are more popular, but require

more time for calculations. One major drawback of this method is the accuracy of

the simulation which is confirmed by running different benchmarks. In literature,

quantitative techniques have been known as a complementary method. Fault injection

is one of the popular qualitative techniques [120, 116, 31, 33]. The failure scenario

generation is quite complicated to be managed, so a fault injector tool is needed to

validate devised fault tolerance behavior and potential failure points of a system [10].

In this dissertation, fault prevention and fault forecasting methods are being

utilized to enhance reliability of 3D-NoC systems.

1.2 Basics of NoC

NoC is the dominant infrastructure for communication in highly massive manycore sys-

tems. The baseline NoC router, utilized in this dissertation, is designed with five bidi-

rectional ports, to support mesh and torus topologies. It is composed of three main

components including an input buffer, a management and routing unit, and a crossbar

switch [32, 117, 5, 113, 4], as shown in Figure 1.5. The shaded component depicts the

management and routing unit of the router.

The input buffer is responsible for storing incoming packets while there is free

space. By using a circular buffer scheme, it is possible to optimize the buffering oper-
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ation. Buffer management subcomponent is composed of two-state FSM for receiving,

storing and transferring data packets, as illustrated in Figure 1.5. To comply with the

wormhole switching technique, the buffer size is chosen to be less than the packet size.
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Figure 1.5: NoC router architecture for distributed routing

The management and routing unit component is the central unit which includes

header extractor and header processor for handling the routing function, arbitration

and updating the routing table. Once the trailer flit is recognized by the routing

component, the corresponding output port is released. The grant and activation signals

are disabled as the trailer flit of a packet is transmitted to its desired output port. Each

of the input channels can reserve one of the output ports when the routing process

is accomplished. An arbitration unit locks the dedicated output channel until the

end of packet transmission. It is also responsible for assigning output channels evenly

among input ports by implementing a round robin algorithm. The routing unit grants

the requested input port and triggers the selected output multiplexer to establish a
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connection, once the routing process is accomplished successfully. Such grant and

activation signals are disabled as the trailer flit of a packet is transmitted.

The third component of an NoC router is the crossbar switch. Control signals

of the routing unit select one of the output ports for an incoming header flit. By

implementing the wormhole switching, all of the remaining flits of a packet follow the

header flit. If a header is blocked, then the following flits are blocked, as well. Once a

packet transmission is completed, the switch is unlocked to serve other input channels.

1.3 Dissertation Contributions

Like every other major changes in computer architecture, exascale computing, tar-

geted for 2020, requires dramatic and unanticipated shifts in different perspectives.

The biggest challenge facing this trend is to design an exascale system with a hun-

dredfold optimization on the estimated power cost of above $2.5B per year for a system

designed with current technology. It has been reported that a large portion of the total

power is consumed for communication through the interconnection network. Commu-

nication between the computational components of SoC designs can account for more

than 25 percent of the energy dissipation of the whole system. In the same context,

NoC is recognized by many researchers as the best communication infrastructure for

manycore systems. To lower communication power, researchers have proposed the

idea of designing thinned and stacked 3D ICs. 3D ICs, fabricated using TSV, offer

higher bandwidths, smaller form factors, shorter wire lengths, lower power, and better

performance than traditional 2D ICs. The combination of 3D structures and NoC

is the most promising approach for obtaining the projected performance and power
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requirements for exascale systems. Besides the extremely constrained power budget,

achieving an acceptable level of resiliency for millions of cores in an exascale system

is a crucial challenge. Communication reliability, due to the huge amount of data

movement in these systems, plays a key role. This dissertation aims at identifying,

characterizing, analyzing and modeling the reliability threats in emerging TSV-based

3D communication structures caused because of vertical stacking.

This dissertation’s contributions can be summarized as follows:

• To highlight potential sources of physical faults in 3D-NoC and present their

corresponding logic-level fault models.

• To address the impacts of all potential physical faults on 3D-NoC components.

It provides reliability metrics for 3D-NoC environment.

• To analyze the reliability of 3D-NoC using quantitative (analytical) method.

• To devise a system-level TSV-to-TSV coupling fault model that models the ca-

pacitive coupling effect, considering thermal impact, with circuit-level accuracy.

• To design and develop coding approaches to mitigate TSV-to-TSV inductive and

capacitive coupling faults.

• To design an asynchronous architecture to prevent TSV-to-TSV capacitive cou-

pling faults.
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1.4 Dissertation Organization

This dissertation is organized as follows:

After the introduction to the research background of this work in Chapter 1,

a comprehensive study on the reliability issues of 3D integration, and their effects

on the 3D-NoC architectures is presented in Chapter 2. This chapter classifies the

potential physical faults of a baseline TSV-based 3D-NoC architecture by targeting

2D NoC components and their inter-die connections [27, 30]. In this chapter, TSV

issues, thermal concerns, and SEE are investigated and categorized, in order to propose

evaluation metrics for inspecting the resiliency of 3D-NoC designs. Chapter 2 lays the

foundation for the research in this dissertation.

Chapter 3 aims to model TSV characteristics as a time-invariant failure proba-

bility [53]. In this chapter, a reliability criterion for TSV-based NoC is defined as the

probability of having at least one faulty TSV in a given time slot. Consequently, the

relationship between NoC reliability and TSV failure is quantified, and the resulting

equation is reduced to a tractable form with manageable computational complexity.

The final equation relating the NoC reliability criterion and TSV failure includes a

non-analytical probabilistic term which can be efficiently approximated by the Monte

Carlo simulation for different architectures. Importantly, the simulation only depends

on network geometry and routing algorithm, and the effect of injection rate and TSV

failure is decoupled from the simulation. Therefore, the result of simulation can be

used to calculate the reliability criterion for a wide range of injection rate and TSV

failure rate values.
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Chapter 4 proposes a system-level TSV-to-TSV coupling fault model that models

the capacitive coupling effect, considering thermal impact, with circuit-level accuracy.

This model can be plugged into any system-level TSV-based 3D-NoC simulator [118].

It is also capable of identifying faulty TSV bundles and evaluating the efficiency of

alternative resilient TSV-based 3D-NoC designs at the system-level. The presented

model can be utilized for application-specific designs by addressing the susceptible to

failure TSVs. With these results a designer is able to employ fault-tolerant methods

only where they are required. For general purpose architectures, the presented fault

model is able to figure out the effect of physical parameters of TSVs on timing require-

ment of the circuits. This model can be used to find the suitable physical parameters

for a TSV to have reliable TSV links.

In Chapter 5, first the inductance parasitics in contemporary TSVs is char-

acterized, and then a classification for inductive coupling cases is analyzed and pre-

sented [28]. Next, a coding algorithm is devised to mitigate the TSV-to-TSV inductive

coupling. The coding method controls the current flow direction in TSVs by adjust-

ing the data bit streams at runtime to minimize the inductive coupling effects. After

performing formal analysis on the efficiency scalability of devised algorithm, an en-

hanced approach supporting larger bus sizes is proposed. The experimental results

show that the proposed coding algorithm yields significant improvements, while its

hardware-implemented encoder results in tangible latency, power consumption, and

area.

In Chapter 6, two coding methods, baseline and enhanced, is proposed in order

to minimize the TSV-to-TSV capacitive coupling effect [29]. Baseline algorithm is

proposed for small mesh of TSVs which are considered in 3D-NoC applications, while
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enhanced method is suggested for large mesh of TSVs which are more applied in 3D

memory applications. The enhanced method guarantees that the encoding process

eliminates undesirable parasitic capacitance values by recognizing all susceptible con-

figurations. According to experimental results, the baseline method’s mitigation rate

is more than 90% for TSV meshes smaller than 10 × 10. The enhanced algorithm

mitigates the TSV-to-TSV capacitive coupling more than 70% for 8 × 32 mesh of

TSVs.

In Chapter 7, a novel architectural approach (hardware redundancy) is devised to

effectively reduce the effect of TSV-to-TSV capacitive coupling [119]. This approach

also helps in reducing the utilized TSVs, which would be cost-saver. This approach, in

abstract, is using dual-rail coding combined with multiple lane Quasi Delay Insensitive

(QDI) asynchronous Serializer-Deserializer (SerDes) to exploit the high-performance

feature of TSV and compensate the inevitable extra bits imposed by dual-rail coding.
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Chapter 2

Three-dimensional

Networks-on-Chip Reliability

Concerns

Reliability is one of the most challenging problems in the context of 3D-NoC sys-

tems. Reliability analysis is prominent for early stages of the manufacturing process

in order to prevent costly redesigns of a target system. This chapter classifies the

potential physical faults of a baseline TSV-based 3D-NoC architecture by targeting

Two-dimensional Networks-on-Chip (2D-NoC) components and their inter-die con-

nections. TSV issues, thermal concerns, and SEE are investigated and categorized

in this chapter, in order to propose evaluation metrics for inspecting the resiliency of

3D-NoC designs. In this chapter, reliability analysis for major sources of faults are

reported based on their MTBF. TSV failure probability induced by inductive and

capacitive coupling is also discussed in this chapter.
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2.1 Motivation

Technology scaling, improving transistor performance with higher frequency, designing

novel architectures, and reducing energy consumed per logic operation have become

essential for improving the computational performance by orders of magnitude. Fur-

thermore, energy efficiency is of great importance for both future supercomputers and

embedded systems [78]. Reliability is another significant challenge of single chip design-

ers as petascale computational performance comes to fruition, by targeting exascale

systems for the next decade [121]. Increasing power consumption, power variation, and

power density have negative impacts on reliability of on-chip designs. Rapid changes

in power consumption, uncovers on-chip voltage fluctuations and consequently leads

to transient errors. High temperature also increases leakage power consumption, re-

sulting in a self-reinforcing cyclic dependency between power and temperature [69,

p. 25]. On the other hand, higher chip temperatures may be derived from high tem-

poral and spatial power densities. Power consumption and consequently temperature

have a direct relationship with the reliability of systems [16].

With technology and design scaling slowing down, the processor industry is

rapidly moving from a single core with high-frequency designs to manycore chips.

3D integration instead of 2D integration is another trend to keep the traditionally ex-

pected performance improvements. These computational processors and memories, or

IPs in general, need robust, high performance and low power interconnections. Over

the years, system integration has reached a stage where a complete system can be in-

tegrated onto a single chip. As SoC design expands to encompass ever-increasing cores

to meet the high performance needs, it has become clear that traditional bus-based
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systems do not provide scalability and efficiency in interconnecting large number of

cores on a chip. Therefore, NoC has been proposed as a scalable and efficient inter-

connection for future systems [91]. The combination of 3D integration and NoC tech-

nologies provides a new horizon for on-chip interconnect design. The major advantage

of 3D-NoCs is the considerable reduction in the length and number of global intercon-

nects, resulting in higher performance and lower power consumption [70]. Shrinking

transistor sizes, smaller interconnect features, 3D packaging issues, and higher fre-

quencies of CMOS circuits, lead to higher error rates and more thermal and timing

violations [32, 70]. Reliable NoC architectures have been introduced in various ar-

ticles. Many fault-tolerant routing algorithms have been proposed for both 2D [25]

and 3D-NoC [82]. The idea of bypassing faulty data paths within failed routers has

been suggested as a lightweight fault-tolerant method [56]. A novel bidirectional fault-

tolerant NoC architecture capable of mitigating both static and dynamic channel fail-

ures is also proposed [104]. However, they all improve the reliability of NoC design,

regardless of imposing hardware, software, or time redundancy. Experimental and

analytical techniques are popular methods in order to explore the reliability of any

system. Categorizing the effects of potential faults on the performance of a system is

needed for both. A dependability analyzer of a system should be completely familiar

with the design to explore the sensitivity of each of the components against potential

source of faults [32].

In this chapter, potential sources of physical faults in 3D-NoC are highlighted

and their corresponding logic-level fault models are presented, which is reported in

Section 2.3. Then, the impacts of all potential physical faults on 3D-NoC components

are addressed. It provides reliability metrics for 3D-NoC environment, as discussed in
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Figure 2.1: 3D-NoC structure

Section 2.4. Also, a reliability study for the physical faults in 3D-NoC is elaborately

detailed in Section 2.5.

2.2 3D-NoC Architecture

NoC is the only scalable communication structure for manycore systems with hundreds

of cores known to date. NoC offers higher flexibility and modularity, supporting simpler

interconnect models with higher bandwidth as compared traditional SoC approaches.

A baseline NoC router design is composed of three main components including an

input buffer, a routing unit, and a crossbar switch, which are discussed in detail in

Section 1.2.

As stated earlier in Section 1, the introduction of vertical integration enables
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higher density manycore architectures to take place and helps in boosting up the

power-performance characteristics to extend capabilities of modern integrated cir-

cuits [26, 89, 22, 81]. These capabilities are inherent to 3D ICs, resulting in consid-

erably shorter interconnecting wires in the vertical direction. 3D integration supports

new opportunities by providing feasible and cost effective approaches for integrating

heterogeneous cores to realize future computer systems. It supports heterogeneous

stacking because different types of components can be fabricated separately, and sili-

con layers can be implemented with different technologies. One of the most promising

technologies for 3D IC integration is the notion of TSVs [105], pillars manufactured

across thinned silicon substrates to establish inter-die connectivity after die bonding.

Principal TSV features include: fine pitches, high densities, and high compatibility

with the standard CMOS process. Multiple layers of 2D planar designs are stacked

together and are vertically interconnected by high-density short and thin TSVs in 3D

integration technologies as shown in Figure 2.1.

Micro-bumps are the interface between TSVs and 2D layers. The maximum

height of TSV is about 200µm or less which is the same as thickness of the Silicon (Si)

chip. The diameter of vias in TSV is now 20µm and may reach 5µm in future [105]. A

copper TSV in standard Si-bulk technology normally will have via diameter of 2µm-

8µm by 2018, 5µm by 5µm contact pads, 4µm-16µm via pitch, 0.5µm oxide thickness,

(tox), and 20µm-50µm layer thickness including substrate and metallization [42]. It

is important to note that the TSV fabrication process is independent of the CMOS

fabrication technology and TSVs do not scale down with the same pace. TSV diameters

and pitches are two to three orders bigger than transistor gate lengths.
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2.3 Reliability Concerns in 3D-NoC

The need for reliability assessment in order to figure out the underlying process vari-

ation of NoC architecture has become more critical as CMOS technology continues

to shrink [64]. This is because the anticipated fabrication geometry in 2018 scales

down to 8nm with projected 0.6v supply voltage [42]. Such a small supply voltage is

close to the operating point with minimal energy consumption. In the 8nm process,

higher rate of soft errors impact buffers and control logic of NoC routers dramatically,

leading to error(s) and consequently a chip failure. The low voltage supply enforces

a very narrow noise margin which makes the architecture vulnerable and sensitive to

faults. With rising power density and non-ideal threshold and supply voltage scaling,

transient soft errors become increasingly common during a chip’s lifetime.

On the other hand, a major paradigm shift from 2D technology to 3D, is currently

being pursued in industry [50, 41]. Vertical integration is particularly compatible with

the integrated circuit design process which has been developed over the past several

decades. These distinctive characteristics make 3D integration highly attractive as

compared to other radical technological solutions that have been proposed to resolve

the increasingly difficult issues of the on-chip interconnections. Many challenging

issues are expected due to the distributions of the current density, temperature and

stress in a 3D structure from the device reliability perspective. Mass production of

3D ICs for consumer electronic products are not reliable enough without a systematic

and thorough reliability assessment. Evaluating the reliability of 3D interconnection

architecture at the logic-level enforces the necessity for a fault forecasting method.

Quantitative (analytical) and qualitative (experimental) techniques are well-known
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Faults in 3D NoC

Physical-level faults Logic-level fault models

TSV issues
Thermal  
concerns

SEE impacts

• Bit-flip
• Bridge
• Crosstalk
• Stuck-at 0/1
• Stuck-open
• Delay-fault
• Short-circuit
• Open-circuit

• Electromigration
• Thermomigration
• Time-dependent 

dielectric breakdown
• Thermal cycling

• Stress migration

• Chip warpage
• TSV coupling
• Thermal stress

• SEU

• SET

Figure 2.2: Potential physical-level faults in 3D-NoC and their corresponding logic-
level models

fault forecasting methods. Both of them need a comprehensive study on the sources

of faults and their effects.

Figure 2.2 summarizes the potential physical faults, affecting the performance of

3D-NoC design and divides them into subcategories. However, physical-level simula-

tion of the target model is time-consuming while it is not accurate enough at system-

level. Logic-level fault models are also listed in Figure 2.2 to represent corresponding

physical faults. Such a categorization provides accurate and efficient simulation tech-

nique for fault injection and signal observation in experimental methods. It is also

useful for providing more realistic formal equations for analytical techniques.

Following subsections provide a description of the potential physical faults and

their effects on a 3D-NoC design and introduce corresponding logic-level fault models
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for each of physical faults.

2.3.1 Physical-level Potential Faults

At physical-level, a failure mechanism is the mechanical or chemical action that ac-

tually causes the manufactured circuit to act different than desired. The resulting

damage is called failure mode. TSV issues, thermal concerns, and SEE impacts are

the main physical sources of faults in future 3D-NoC designs [105, 96, 87]; it is unlikely

that existing technology becomes ubiquitous in the near future until there are solutions

for these issues [42]. These physical fault sources influence behavior of 3D-NoC during

packet transmission. Thermal concern has effects on both 2D planar and vertical links,

while SEE impacts only target transistor of 2D planar designs. Each of these physical

faults is explained individually in the following subsections.

• TSV issues: 3D-NoCs are expected to offer various benefits such as higher

bandwidth, smaller form factor, shorter wire length, lower power, and better

performance than traditional 2D-NoCs. However, they are sensitive to the in-

troduced sources of physical faults in Figure 2.2. The impact of sub-micron

TSVs on future 3D-NoCs are still unknown [54]. A reliability analysis is needed

to investigate their unexpected effects on the 3D-NoC design. Chip warpage,

TSV coupling, and thermal stress are known as the main causes of TSV fail-

ure [105, 42]. Some of the thermal issues other than thermal stress may also

affect the functionality of TSVs which are addressed in thermal concerns subsec-

tion.
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Chip warpage

When TSVs are used for vertical interconnection, it may lead to chip damage

if TSVs are arranged in a non-uniform manner. The other reason is that the

thermal expansion of Si and Cu are different, resulting in chip compression stress.

Typically, TSVs are placed on the peripheral or the center of a chip. TSV-related

defects might occur in the fabrication process of the TSV placement, in the

bonding of TSVs to the next layer like wafer warpage [105]. The wafer warpage

is considered a fabrication defect as a result of the annealing process.

TSV coupling

According to recent results, the occupied die area by TSVs is quite significant,

which in turn compromises the wire length benefit of 3D ICs. In addition, TSV

capacitance increases the latency of 3D signal paths. Although buffer insertion

reduces the delay overhead it also demands additional silicon area and power.

The degree of negative effects of TSVs depends on fabrication technology and

physical design parameters. Furthermore, small TSVs can have large capaci-

tance values depending on the liner thickness and doping concentration of the

substrate. In this case, small TSVs may not cause area overhead, but they cause

serious delay overhead. As technology size scales down to 8nm, TSV coupling be-

comes critical due to tighter timing requirements. In other words, TSV coupling

may result in delay or even mutual coupling between adjacent TSVs [42, 62]. The

term TSV coupling refers to capacitive and inductive couplings among neighbor

TSVs. Electric field results in capacitance coupling and magnetic field is a source

of inductive coupling.
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Thermal stress

The mismatch between the Coefficient of Thermal Expansion (CTE) of a TSV fill

material and the silicon induces a residual thermal stress in the region surround-

ing the TSV [72, 71]. The thermal stresses can drive interfacial delamination

between the TSV and the Si matrix, damaging for the on-chip wiring struc-

tures [95, 90]. It can affect the carrier mobility due to the piezoresistivity and

degrading the performance of the MOSFET devices. Thermal stress can also de-

grade the saturation current of the transistor down to 30% [93]. This parameter

limits the maximum permitted number of TSVs on 3D-NoC by increasing the

Keep-Out Zone (KOZ) parameter [63, 67].

• Thermal concerns: Thermal concerns and effective heat removal become more

critical by stacking and dense packing of circuits on a chip. Temperature cy-

cling and thermal shock accelerate fatigue failures depending on the temperature

ranges [48]. Thermomigration is a mass transport driven by a temperature gradi-

ent. This can make a homogeneous alloy non-homogeneous under a temperature

gradient. It has not been a concern in Al and Cu interconnect technology; but

it is now recognized as a serious reliability problem for flip chip solder joints in

3D packaging. This dissertation does not consider thermomigration as a sepa-

rate source of thermal faults as it deteriorates the effects of other thermal fault

sources.

Transistors, contacts, multi-layered Cu, Al interconnects, and solders joints are

all the source of heat in 3D designs. The majority of power consumption is

attributed to transistors, because the resistivity of silicon is much higher than

metals and there are more than a billion transistors on advanced chips. Fur-
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thermore, the heat generated by solder joints is much lower than the transistor

and interconnects metallization, it affects locally the area surrounding (underfill)

solder bumps. The polymer-based underfill has a low glass transition temper-

ature, so the thermal concern may change the viscosity of the underfill. The

flow of the underfill reduces its role in the protection of the bump as well as the

chip. Thermal concern is considered as waste-heat that increases the conductor

temperature, resulting in more joule heating. Thermal concern increases the de-

vice temperature and affects atomic diffusion [105]. Four main thermal issues in

3D-NoCs are reported in the following subsections:

Electromigration

Electromigration is a failure mechanism where electrons flowing through metal

(Al, Cu) lines collide physically with the metal atoms, causing the metal atoms

to migrate and form voids in the metal lines which leads to increased metal line

resistance and disconnection. Electromigration is a key failure mechanism that

determines the long-term reliability of metal lines. It strongly depends on the

material of the metal. Copper has more resistance against electromigration as

compared to Aluminum. It also depends on the running temperature of the

system [34].

Time-Dependent Dielectric Breakdown (TDDB)

The importance of leakage power has increased dramatically as technology scales

down. Leakage (off-state) current has a direct relation with temperature while

it has reverse relation with on-state current of a transistor [69]. Additionally,

leakage current of MOSFET gates depends on the quality and thickness of oxide

28



gate. When the leakage current of gate oxide reaches its limitation, the break-

down may happen which results in the failure of device. Furthermore, thin gate

oxide and their silicon/silicon-dioxide interface are affected by various physical

mechanisms like Hot Carrier Injection (HCI), Negative Bias Temperature Insta-

bility (NBTI), and TDDB. TDDB has been considered among researchers as a

significant failure mode for deep sub-micron technologies. TDDB is known as

one of the main issues for high temperature in thin oxides [69, 75, 65]. It is much

more critical in 3D designs because of thermal concerns and thermomigration

effect among the layers.

Stress migration

Stress migration is a failure mechanism where stress applied to metal lines causes

the metal atoms to creep which forms voids in metal lines. Stress is generated in

the metal lines (Al, Cu) used in the IC due to temperature differences between

the heat treatment process in the manufacturing process and the operating en-

vironment temperature. This stress can cause composition deformation in metal

lines, resulting in short-circuits between metal lines, or vacancies in the metal

lines causing creep and converge in a single location which consequently form a

void [34].

Stress migration occurs due to the interaction between the metal line stress and

the metal atom creep speed. Whereas the metal atom creep speed increases at

high temperatures, the stress acting on the metal lines decreases at high tem-

peratures, so there is known to be temperatures peaks at which stress migration

occurs.
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Thermal cycling

Thermal cycling is the process of cycling through two temperature extremes. It

causes cyclic strains and develops cracks in a similar way to natural usage and

weakens the joint structure by cyclic fatigue [16]. The effect of thermal cycling

gets worse in 3D designs, since the temperature of different layers are not the

same and there is always a thermal flow between layers. Thermal cycling may

also affect other thermal issues such as electromigration, stress migration, and

thermal stress.

• SEE impacts: SEEs induced by heavy ions, protons, and neutrons become

an increasing limitation of the reliability of electronic components, circuits, and

systems. SEE has been the main concern in space applications, with potentially

serious consequences for the spacecraft, including loss of information, functional

failure, or loss of control. It can be destructive or transient, according to the

amount of energy deposited by the charged particle and the location of strike

on the device. IC malfunctions due to radiation effects from high energy alpha

particles at ground level are a major concern because of continued technology

size scaling [87]. The electron carriers are collected by the electric field and cause

the charge collection to expand resulting in a sudden current pulse. The diffusion

current dominates until all the excess carriers have been collected, recombined,

or diffused away from PN junction area [46, 35]. In general, SEE is divided

into two main categories: Single Event Upset (SEU) and Single Event Transient

(SET) [9].

SEU

It is a change of state caused by ions or electromagnetic radiation striking a
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sensitive node in a micro-electronic device. These phenomena can affect the

behavior of sequential circuits such as memory cells, register files, pipeline flip-

flops, and cache memories. The sensitivity of both PMOS and NMOS transistors

are high when they are off.

SET

It is a temporary variation in the output voltage or current of a combinational

circuit due to the passage of a heavy ion through a sensitive device results in an

SET. In analog devices, SETs called Analog Single Event Transients (ASETs),

are mainly transient pulses in operational amplifiers, comparators or reference

voltage circuits. When a charged particle hits a logic cell sensitive node in the

combinational logic, it generates a transient pulse in a gate that may propagate

in a path and eventually be latched in a storage cell [52].

2.3.2 Logic-level Fault Models

Logic-level fault models represent the effect of physical faults on the behavior of a

modeled system. The results of early studies with logic-level fault models provide the

basis for fault simulation, test generation, and other testing analysis applications.

A higher level fault model allows derivation of the inputs that test the chip with-

out knowing any of these physical details of failures. Logical or electrical malfunction

of the target system can be estimated by applying fault models. However, there is

a tradeoff between modeling accuracy and simulation time in physical and logic-level

fault modeling. The accuracy of logic-level fault modeling would increase by covering
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Table 2.1: Physical faults and their corresponding logic-level fault models

Physical Fault Cause Fault Model

Chip warpage ✓Crack in Micro-bumps [105] ✓Open-circuit

TSV coupling

✓ Increase path delay due to Miller effect [57, 62]

✓May result in a wrong logic function switch and
cause unintentional flip in the target signal

✓Delay-fault

✓Bridging

Thermal stress
✓Affects carrier mobility of transistor
which degrades the performance [90]

✓Delay-fault

Electromigration
✓ Increase wire resistance [34]

✓Disconnection

✓Delay-fault

✓Open-circuit

TDDB
✓Dielectric breakdown of the gate dielectric
film influences on transistor behavior

✓ Stuck-at-0-1

Stress migration

✓ It deforms composition in metal lines or
makes vacancies (atom holes) in the metal
lines, forming a void by creeping and con-
verging in a single location [75]

✓Open-circuit

✓ Short-circuit

Thermal cycling ✓ Interfacial crack [93]
✓Open-circuit

✓Delay-fault

SEU
✓Electrical noise induced by high energy
ionizing particles on sequential circuits

✓Bit-flip

SET
✓Electrical noise induced by high energy
ionizing particles on combinational cir-
cuits

✓ Stuck-open

all the necessary areas of testing analysis. On the other hand, physical-level is not

adapted for the simulation of complex designs such as 3D-NoCs because of their long

simulation time. Modeling the physical fault effects by the logic-level faults is prefer-

able, in order to keep the complexity low and simulation time short, while meeting the

required accuracy [32, 37]. This approach decreases the complexity by employing a
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single logic-level fault model for different technologies, and representing the effects of

physical faults which are not completely understood. This approach is the fundamental

concept for methods presented in Chapter 4.

Additionally, logic-level model of 3D-NoC for the qualification test must be close

enough to the physical-level to include all the unwanted impacts of existing physi-

cal faults on the system. Understanding causes and effects of physical faults prevents

extreme computation time augmentation in logic-level modeling by providing an intelli-

gent fault modeling technique. Table 2.1 summarizes causes and correlated logic-level

fault models for each of the introduced physical faults. The detailed description of

these logic-level faults are presented in [13, 106, 85, 18, 86, 99].

2.4 Fault Effects on 3D-NoC

3D-NoC is composed of different components and links, including connected 2D planar

structure by inter-die connections. The vulnerable elements of 2D planar NoC and

TSV links are itemized in Figure 2.3. Categorizing sensitive components of 3D-NoC

results in more accurate and faster reliability analysis. Different sources of fault may

have different effects in 3D-NoC. Figure 2.3 also depicts the effects of potential faults

on main components of 3D-NoC. These effects include header/data flit loss, packet

drop, packet truncation, packet latency, misrouting, timing jitter, flit corruption, and

disconnection. Reporting the percentage of each of these metrics is a fruitful approach

to compare the reliability of any fault-tolerant design. A brief description of them is

listed below:
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Figure 2.3: Classification of faults and their effects in 3D-NoC components

• Header/data flit loss: It represents any header/data flit alteration of an in-

coming packet. It would happen if there is any problem with the logic circuit of

crossbar switches, FIFO controller, or internal connections among components

inside a router. Header flit loss which has a lower probability than data flit loss

is more critical. A packet may never reach its expected destination, if a header

loss occurs.

• Packet drop: The incoming packet will be skipped or forwarded to an invalid

output port if a fault occurs in input buffer pointers/counters or output switch.

• Packet truncation: It happens when erroneously a data flit is recognized as a

trailer flit, where one or more data flits from the end of a packet will be lost.

• Packet latency: Packet latency is the result of the router arbitration malfunc-

tion because of a fault inside the arbiter logic, internal connections, or TSV

connections. TSV issues and some of the thermal related faults may change the

conductivity of TSVs or internal links by changing their physical structures.
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• Misrouting: Misrouting is the consequence of fault occurrence on either header

flit while transferring among NoC architecture components or on comparator

modules of routing unit component. It can be resolved if it happens because

of any transient faults. Permanent faults in a routing unit component result in

extra number of packet transmissions between adjacent routers and consequently

causing congestion in some parts of the network.

• Timing jitter: The short-term variations of a digital signals significant instants

from their ideal positions in time is called timing jitter. It is a significant, and

usually undesired, factor in the design of almost all communications links. The

delay caused by temperature variation and TSV coupling, leads to a timing jitter,

which is more significant for TSV because of its size.

• Flit corruption: Flit corruption in a packet happens when a fault occurs in

the data path of a router. It may occur in intra-router links, crossbar switch

components, or TSV link.

• Disconnection: Different types of faults may cause the vertical link components

(TSV body, contact, micro-bump) to fail. Electromigration affects the body and

micro-bumps, causing the path to be implied as an open link or disconnected.

2.5 Failure Analysis of 3D-NoC

This section provides an analytical method to estimate the failure probability caused by

different sources of physical faults in a 3D-NoC to save design and verification time.

First, a formal failure analysis for TSV coupling issue is provided. Then, thermal
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Figure 2.4: Current flow direction in TSV.

issue failure evaluation for different parts of the 3D-NoC router is reported in terms

of Mean-Time to Failure (MTTF). Finally, the benefit of stacked structure of the

3D-NoC against SEE physical faults is highlighted.

2.5.1 TSV Issues

Failure analysis of TSV caused by thermal stress needs a full system simulation to

profile the chemical interaction of materials with different CTEs. Furthermore, chip

warpage mostly happen during manufacturing process [105, 66]. Thus, both of them

are outside the scope of this dissertation. However, TSV coupling analysis is discussed

in this dissertation, when at least two neighboring TSVs have flow of electric charge.

This concept will be used later in Chapters 4, 5, 6, and 7 to explain the proposed

methods.
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The current flow direction of a TSV is data-dependent, based on charging and

discharging of the intermediate capacitor between each pair of transistors of stacked

layers. The behavior of the intermediate capacitor relies on the transmitted and ready

to transmit data bit values. Figure 2.4 illustrates six possible cases depending on the

data bit values and location of the sender, resulting in three possible current flows in

TSVs. There is a downward current flow when the input data bit of sender changes

from ’0’ to ’1’ and ’1’ to ’0’ if the sender is in lower and upper level, respectively,

as shown in Figure 2.4a and Figure 2.4d. Similarly, there is an upward current flow

direction, if the data bit of the sender changes from ’1’ to ’0’ and ’0’ to ’1’ if the sender

is in lower and upper level, respectively, as shown in Figure 2.4b and Figure 2.4c.

TSV does not carry any current, if there is no switching between the transmitted

and ready to transmit data bit, as shown in Figure 2.4e and Figure 2.4f. In the rest

of this dissertation, such a TSV is called an inactive TSV, which does not have any

current flow. The ⊙, ⊗, and # symbols represent the upward, downward current flow

directions, and inactive TSV, respectively.

Figure 2.5 shows the cross section view of TSVs in 3D-NoC. Throughout this

dissertation, unless mentioned otherwise, it is assumed that only adjacent TSVs (both

vertical or horizontal direction) have mutual coupling effect on each other. With this

assumption a TSV coupling may happen in four different cases based on the number

and arrangement of active neighbors for a victim TSV. The colored and gray TSVs,

shown in Figure 2.5, represent victim and aggressor TSVs, respectively. An inductance

and capacitive parasitic categorization and formal reliability analysis for both of them

are provided in the following subsections.
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Figure 2.5: Different TSV patterns leading to coupling

Inductive TSV Coupling

The inductively-induced coupling failure probability of a TSV is a function of the

unexpected total coupled voltage (VIcoupltot) caused by its active neighbor TSVs.

If the inductive coupling voltage caused by a single horizontal or vertical neigh-

boring TSV is β; then total inductively coupled voltage on a victim TSV (VIcoupltot)

is proportional to αβ, where the value of parameter α depends on the current flow

direction and arrangement of active neighboring TSVs. Assuming the electromagnetic

proximity effect and other high order effects are negligible, the VIcoupltot is equal to

sum of the voltages induced by each aggressor TSV, based on Faraday’s law as shown

in Equation 2.1.

VIcoupltot =
N
∑

i=1

VIcoupli =
N
∑

i=1

Mv,i
dIi
dt
∼ αβ (2.1)
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where N is the total number of aggressors, VIcoupli is the voltage coupled on the victim

by ith aggressor, assuming all other aggressors have constant current. Mv,i is the

mutual inductance between ith aggressor and victim TSVs. Ii is the current of ith

aggressor TSV. The Mv,i is extracted from Equation 2.2 [103].

Mv,i =
µ0

2π

[

lln

(

l +
√

di
2 + l2

di

)

+ di −
√

di
2 + l2

]

(2.2)

where di is the distance of i
th aggressor from the victim TSV and l is the TSV length.

It can be concluded form Equation 2.1 that an inactive TSV does not have inductive

coupling effect on a victim TSV. In other words, a victim TSV on the border line of

TSV configuration (case 3 in Figure 2.5) has the same probability of failure with the

victim one in the middle of TSV configuration (case 4 in Figure 2.5) which has one

inactive neighbor. With this point of view, each victim TSV has four active/inactive

neighbors in horizontal or vertical directions. Therefore, there are 34 = 81 possible

configurations of TSV neighbors for a victim TSV, according to the current flow of

its neighbors. Many of these 81 arrangements behave similarly as long as the α is

concerned (see Table 2.2). The ⊕ symbol is a victim TSV regardless of its current

direction which does not impact our proposed analysis. The first column shows the

corresponding case number of neighboring TSV arrangements in Figure 2.5. In other

words, the case number is equal to the number of active neighboring TSVs. Both of

case2a and case2b of Figure 2.5 have similar effect on the victim TSV; they are merged

in Table 2.2. Five distinct absolute values for α are reported for each of the possible

patterns in the second column of Table 2.2. The sign of α (negative or positive) is

determined by the direction of its neighbor TSVs’ current flow direction. The effect

of both positive and negative α for the same absolute value is symmetric. This is the
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Table 2.2: TSV-to-TSV inductive coupling categorization

Case |α| Sample Patterns Occurrence frequency

— 0 ⊕ 1
1 1 ⊕ ⊙ 8

2
2 ⊙ ⊕ ⊙ 12
0 ⊙ ⊕ ⊗ 12

3
3

⊙
⊙ ⊕ ⊙

8

1
⊙

⊙ ⊕ ⊗
24

4

4
⊙

⊙ ⊕ ⊙
⊙

2

0
⊗

⊙ ⊕ ⊙
⊗

6

2
⊙

⊙ ⊕ ⊙
⊗

8

reason that only absolute factors of α values are reported in Table 2.2. A sample pat-

tern of TSV current flow configuration and their occurrence frequency are presented

in the third and fourth columns of Table 2.2, respectively. If the inductive coupling

voltage by a single neighbor on the victim has a magnitude of β, the corresponding

failure probability is denoted by Pβ. Similarly, Pβtot
= Pαβ represents the total failure

probability on a victim for a given TSV neighboring configuration because of induc-

tive coupling noise. TSV failure probability caused by inductive coupling (Pfind
) is

calculated by integrating the occurrence frequency of each of the α values with their

corresponding failure probabilities, as shown in Equation 2.3.

Pfind
=

1

81
[19P0β + 32P|1|β + 20P|2|β + 8P|3|β + 2P|4|β] (2.3)
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Table 2.3: TSV-to-TSV capacitive coupling categorization

TCtot 0C 1C 2C 3C 4C 5C 6C 7C 8C

SM1

⊙
⊙ ⊙ ⊙
⊙

⊙
⊙ ⊙ ⊙

#

⊙
⊙ ⊙ ⊙
⊗

⊙
⊙ ⊙ #

⊗

⊙
⊙ ⊙ ⊗
⊗

#

⊙ ⊙ ⊗
⊗

⊗
⊙ ⊙ ⊗
⊗

⊗
# ⊙ ⊗
⊗

⊗
⊗ ⊙ ⊗
⊗

OF2 3 16 44 64 54 32 20 8 2
OP3 0.01 0.07 0.18 0.26 0.22 0.13 0.08 0.03 0.01

in which, P0β < P|1|β < P|2|β < P|3|β < P|4|β. Although, the Pαβ is introduced here as

a failure probability caused by induced coupling voltage, it will be equal to 0 or 1 for

a fixed physical parameters and operational frequencies. But it can be still considered

as an evaluation metric in order to compare the efficacy of any proposed fault-tolerant

approach, as discussed in [28, 112].

Capacitive TSV Coupling

The parasitic capacitance on the TSV has a wide slow-varying nature which notice-

ably affects the timing requirements of the circuit operation. It certainly slows down

transitions on a switching signal when victim TSVs’ neighbors perform opposite tran-

sitions. Generating large glitches on a static signal is another unexpected effect for a

victim TSV when its aggressive neighbors have opposite transitions. The capacitive

coupling value is a function of the charging and discharging of the victim TSV and its

neighbors due to the Miller effect [58]. Since between any two dies, the TSV drivers

are all in one die and the loads are in the other die, the direction of the current flow

in each TSV can specify the charging or discharging state. On the other hand, the

1Sample Pattern
2Occurrence frequency
3Occurrence probability
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current flow direction is data-dependent as discussed earlier.

However, contrary to inductive TSV coupling, an inactive TSV is important in

categorizing capacitive coupling. With this consideration, the calculation of capacitive

coupling for a victim TSV on the border line (case 1, case 2, and case 3 in Figure 2.5)

and in the middle of TSV array (case 4 in Figure 2.5) with three, two, or one inactive

neighboring TSV are not the same. However, only case 4 of Figure 2.5 is considered

here to categorize the effects of capacitive coupling, because of the following reasons.

First, since the number of TSVs in the middle of TSV array is more than the ones on

the border. Second, the probability of a TSV failure caused by capacitive coupling with

more neighbors, is higher than the failure probability of a TSV on the border. Third,

similar calculation for capacitive coupling failure can be done for all the remaining

cases in Figure 2.5 with the similar method, since their patterns are a subset of existing

patterns in case 4.

With these assumptions, the parasitic capacitance value between a pair of TSVs

is represented by 0C (if they both have the same current direction), 1C (if one of them

is inactive and the other is active), 2C (if they have reverse current flow). The total

capacitive coupling noise for a victim TSV is equal to the sum of coupled voltages

by each aggressor on the victim TSV. If we represent an upward current with +1, a

downward current with -1 and no-current with 0, the total capacitive coupling noise

for a victim TSV can be quantified using Equation 2.4.

TCtot =
N
∑

i=1

|Ivic − Iaggi| (2.4)

where TCtot is the total capacitance coupling noise on a victim TSV and N represents

42



the number of its adjacent aggressors. Consequently, according to Equation 2.4 the

maximum value for TCtot is 8C.

Considering five TSVs ( four aggressors and a victim) and three possible different

values for each (upward, downward, no current), there are 35 = 243 possible TSV

coupling patterns. Many of these 243 arrangements are similar as long as the severity

of capacitive coupling is concerned. Table 2.3 categorizes the TSV capacitive coupling

in terms of their parasitic capacitance values. A sample pattern of current flow in TSVs

with their occurrence frequency and probability for each of these parasitic values are

also shown in this table.

Similar to the discussion in Section 2.5.1, TSV failure probability caused by

capacitive coupling (PfCap
) is calculated by integrating the frequency occurrence for

each TCtot values, as shown in Equation2.5.

PfCap
=

1

243
[3P0C+16P1C+44P2C+64P3C+54P4C+32P5C+20P6C+8P7C+2P8C ] (2.5)

in which, P0C < P1C < P2C < P3C < P4C < P5C < P6C < P7C < P8C .

2.5.2 Thermal Concern

Thermal effects are considered as one of the main challenges for future design. It

has become more critical by the emergence of 3D designs. An MTTF for the main

components of a given system is a good approximation to estimate its failure rate [34]

which is defined for a non-repairable component. In other words, MTTF provides

the expected life time of a component. Failure probability of different components is
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a function of MTTF. It might depend on temperature, material characteristics, and

current flow, which can be modeled by Weibull distribution (as shown in Equation 2.6).

Pf (t) = 1− exp−(λt)β , λ =
1

MTTF

(2.6)

The Weibull parameter β signifies the rate of failure. The MTTF of major compo-

nents in a 3D-NoC, evaluated based on thermal concerns, are explored in following

subsections.

Electromigration

Electromigration has been one of the major reliability problems in conventional 2D

designs. It also affects TSV links among silicon layers. Electromigration effect depends

on geometrical shapes of wires, temperature distribution, mechanical stress, current

density, and material properties. It modifies the expected connectivity of components

by generating voids and hillocks in wires and links. As the electromigration-induced

system lifetime is inversely proportional to the square of current density, small increase

in current density can decrease the system’s lifetime significantly.

While some advancements have been made to reduce the effects of current crowd-

ing, electromigration can increase the dissolution of Cu into solder and lead to failure.

It affects any communication links, including wires in 2D designs and TSVs. MTTF

of wire links and TSVs because of electromigration is commonly described by Black’s
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model, as shown in Equation 2.7 [97].

MTTFEM =
AEM

Jn
e

EαEM

kT (2.7)

where AEM is a constant determined by the physical characteristics of the metal in-

terconnect, J is the current density, E
EM

is the activation energy of electromigration,

n is an empirically-determined constant, and T is the temperature.

TDDB

Gate oxide reliability is most certainly the principal concern in modern microelec-

tronics as the CMOS device dimensions continuously scale down. TDDB refers to an

important failure process in VLSI designs and strongly depends on the system temper-

ature. It is a function of the thickness of gate-oxide and value of supply voltage which

gets worse as technology size scales down. It influences the reliability of 2D design,

containing billions of transistors. MTTF of transistor gates impacted by the TDDB

effect can be calculated by Equation 2.8 [13].

MTTFTDDB = ATDDB







1

V







(a−bt)

e

A+ B
T
+ CT

kT (2.8)

where ATDDB is a constant, V is the supply voltage, and a, b, A, B and C are fitting

parameters.
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Stress migration

The term stress migration describes the movement of metal atoms under the influence

of mechanical stress gradients. Generally, stress gradients can be assumed to be pro-

portional to the applied mechanical stress. Little metal movement (migration) occurs

until stress exceeds the yield-point of the metallization [13]. Equation 2.9 shows how

to obtain MTTF of different metal layers in 2D design.

MTTFSM = ASM |T0 − T |
−ne

EαSM

kT (2.9)

where ASM is a constant, T0 is the metal deposition temperature during fabrication, T

is the run-time temperature of the metal layer, n is an empirically-determined constant,

and E
SM

is the activation energy for stress migration.

Thermal cycling

Thermal cycling happens because of thermal mismatch in adjacent material layers with

different coefficients. In chip and package, adjacent material layers, such as copper and

low − k dielectric, and in 3D architectures between TSV body material, micro-bump,

and silicon have different coefficients of thermal expansion. As a result, run-time

thermal variation causes fatigue deformation, leading to failures. The MTTF due to

thermal cycling is given by the Equation 2.10 [13].

MTTFTC =
ATC

(Taverage − Tambient)q
(2.10)
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where ATC is a constant coefficient, Taverage is the chip average run-time temperature,

Tambient is the ambient temperature, and q is the Coffin-Manson exponent constant.

2.5.3 SEE Impacts

SEE caused by Electromagnetic Interferences (EMI), alpha particles strikes, or cosmic

radiations have been considered as major sources of faults for electronic circuits. SEE

does not have any conspicuous influence on TSV links, while it can modify the charge

of transistors in a 2D design. The Soft Error Rate (SER) in different silicon layers of

3D-NoC is not the same. It is necessary to find the flux of incoming particles toward

transistors on each silicon layer and calculate the amount of charge deposited by each

of them to evaluate SER in different silicon layers.

Failure probability of SEE cannot be calculated with the same method as failure

probability of thermal issues. SEE effect has transient impact on the target system.

MTTF is defined for non-repairable systems as described earlier; for SEE effect the

term Mean Time Between Failure (MTBF) is defined. However, MTBF cannot be

used in the same way as MTTF to calculate the failure rate of a component [57].

It is proven that in 3D designs the outer die behaves as a shield and protects

inner dies against striking particles by reducing their energy and flux. It is reported

that outer dies of 3D design can stop more than 90% of incident alpha particles. The

thick bulk silicon is also able to stop majority of striking particles [123]. In other

words, SEE has similar influence on 3D-NoC as it only targets the first silicon layer.

Many researches have studied SEU and SET impacts on 2D-NoCs [32, 23]; thus, this

chapter does not provide an specific reliability analysis of SEE.
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The shielding property of 3D ICs provides more opportunities for optimizing soft

error tolerant techniques. In other words, vulnerable components can be mapped to

inner silicon layers which are more robust. However, increasing the circuit density is

limited due to thermal issues in inner silicon layers.

2.6 Summary

A taxonomy of potential physical faults and their corresponding logic-level fault mod-

els were presented to support an accurate simulation and time-efficient profiling for

experimental reliability assessment methods. Such taxonomy leads to more methodical

formal analysis. It evaluates those components that are more susceptible to failure for

a 3D-NoC design against potential physical faults, which is arguably different from 2D

designs. MTTF of components caused by the majority of physical faults is a function

of temperature while different active silicon layers of 3D design do not have the same

temperature and behavior against the physical faults. It is also explained that SEE

faults affect only the outer layer of 3D-NoC designs, since the majority of alpha par-

ticles are stopped by the outer layer and they cannot reach the other layers. Finally,

accurate failure analysis for major sources of faults for an operational 3D-NoC design

is discussed.
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Chapter 3

Formal Reliability Analysis of

3D-NoC

3.1 Introduction

Reliability is a significant challenge for 3D chip designers as exascale computational

performance comes to fruition, in the near future [14, 121]. Furthermore, increas-

ing power consumption, power variation, and power density have negative impacts on

reliability of 3D chip designs. Rapid changes in power consumption uncovers volt-

age fluctuations, leading to more frequent transient errors. On the other hand, high

temperatures increase leakage power consumption, resulting in a self-reinforcing cycle

of dependency between power and temperature [69, p. 25]. Power consumption and

consequently temperature have a direct relationship with the reliability of systems [16].

Reliability of a system can be measured by means of experimental and analytical
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methods. An analytical model for reliability evaluation of 2D NoC has been reported

in [23], but it does not consider unexpected sources of faults in 3D die-stacked designs.

Accuracy of simulation environment is a concern for experimental methods in order to

analyze reliability of a system. Furthermore, measurements are expensive and time-

consuming while time-to-market cycle is of great importance. A full-chip thermo-

mechanical stress and reliability analysis tool and a design optimization methodology

have been presented to alleviate mechanical reliability issues in 3D integrated circuits

(ICs) [47]. Reliability evaluation of a specific TSV technology developed by Austria

Microsystems AG has been reported in [17]. Although, many researches have focused

on reliability issues for 3D-NoC architectures, developing general analytical techniques

to advance both the intuitive understanding and the quantitative measurement of

how potential physical faults influence the behavior of 3D NoC are lacking. This

chapter focuses on TSV technology as one of the most promising technologies for 3D

IC integration and aims to provide a formal analysis of a 3D-NoC reliability under

TSV failure.

An analytical model for reliability evaluation of 2D NoC has been reported in [23],

but it does not inspect thermal effects which are critical for 3D die-stacking designs.

There are still additional issues for developing 3D architecture EDA tools [15].

In this chapter, a TSV-based 3D-NoC is modeled mathematically. Several as-

sumptions are made during the modeling to facilitate finding a closed form expression

for system reliability. Then, system reliability is defined quantitatively. We find a

mathematical expression for system reliability that depends on two scalar parameters,

namely injection rate and TSV failure probability, and a simulation-based factor that

depends only on network architecture. A significant contribution of this chapter is

50



that only one simulation run is required to estimate system reliability for all values

of injection rate and TSV failure probability; This is in contrast with the traditional

approach in which a full simulation run is required for each value of injection rate

and TSV failure probability. With the proposed approach, it is possible to efficiently

estimate system reliability for a wide range of system parameters by simply changing

the parameters of final expression. For systems that do not strictly obey the assump-

tions, but do not deviate significantly, it is possible to use this approach to estimate

the order of magnitude of system reliability.

The rest of this chapter is organized as follows: Reliability analysis of TSV-based

NoC is discussed in Section 3.2, and Section 3.3 delivers some conclusion remarks.

3.2 Reliability Analysis

Having discussed the sources of TSV failure in Chapter 2, the next step is to inspect

the effect of these TSV failures on the reliability of a 3D NoC using TSV for vertical

integration.

Consider an NoC consisting of IPs connected to routers, and vertically adjacent

routers interconnected by TSVs. The general goal of the system is to transfer data

between different IPs (routers). Assuming a time-slot based operation for the system,

a subset of TSVs will be selected to participate in data transfer at each time slot.

Parameters such as location and number of source-destination router pairs, buffering

strategy and buffer status at routers, and routing algorithm affect the selection of

participating TSVs at each time step.
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After modeling the source-destination pairs in Section 3.2.1, a reliability criterion,

namely probability of system failure, for the operation of NoC during one time slot

is defined. Then, the relation between probability of system failure and parameters

such as traffic injection rate and TSV failure probability is quantified. The equation

relating these parameters has a convenient analytical expression with only one term,

which requires running an architecture dependent simulation.

3.2.1 Source-Destination Status

Consider an arbitrary 3D array of Nr routers communicating with each other during

a specific time slot t , where t is an integer indexing the time slot. NoC routers are

indexed by nr = 1, · · · , Nr. At time slot t, depending on the traffic model, some of

the routers have data to send; such routers are called data sources. The index of these

data sources in time slot t is represented by an Nr × 1 vector s(t) defined as follows. If

the nth
r router has data to send at time t, the corresponding element of s(t), is set to 1.

For each source node, the index of the corresponding destination node can be

represented using an Nr × 1 vector. Note that while the elements of s(t) are either 0

or 1, the elements of d(t) are either 0 or equal to the index of destination router. Fur-

thermore, the proposed definition of d(t) implies that the construction of d(t) requires

knowledge of s(t).

The selection of active TSVs in each time slot is determined by source-destination

locations as well as routing algorithm and buffering mechanism. The overall effect of

these parameters is reflected in the injection rate of routers. In order to decouple

the analysis from the architectural details, the proposed algorithm is designed to be
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sensitive to injection rate. The communication network is completely characterized

by the pair c
△
= (s(t),d(t)) satisfying constraint C. Let’s denote the set of all such c’s

by C. This matrix is extracted per application from the architectural simulation. The

cardinality of this set is shown by |C| and the members are indexed by i = 1, 2, ..., |C|,

and ci = (si,di) represents the ith element of set C. Since each ci contains all the infor-

mation about the NoC communication configuration, ci is called as “communication

configuration.”

3.2.2 TSV Status

At the beginning of each time slot, some IPs inject data to the connected routers to

be transferred to other IPs. The data link among the pairs of routers are established

by an arbitrary 3D array of Nt TSV bundles. Each TSV bundle is responsible for

connecting vertically adjacent routers, as illustrated in Figure 2.1. In this chapter, the

term “TSV bundle” is used interchangeably with “TSV.” The TSVs are indexed by

nt = 1, · · · , Nt. Based on the vectors d(t) and s(t) and the routing algorithm, a set

of TSVs are chosen to enable the communication between routers at time slot t. The

status of TSVs at time slot t is represented by an Nt × 1 vector t(t). The selection

process is abstracted as a mathematical operator T , defined as the operator taking

d(t) and s(t) as input and returning t(t) as the output.
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3.2.3 Reliability Analysis

The probability of system failure for a given communication configuration ci is defined

as the probability that at least one of the engaged TSVs supporting ci fails in a given

time slot. Assume that the effect of all discussed TSV issues can be modeled by a

time-invariant constant Pf,TSV, designating the probability of failure of an engaged

TSV. Pf,TSV is also assumed to be the same for all TSVs. This assumption holds if:

• Data generation is spatially uniform at each time slot, i.e. all IPs follow the

same data generation behavior and are not biased toward a specific destination

IP. Uniform traffic generation has been used in the literature to analyze the

performance of NoC [8]. Uniform data pattern also results in temporally and

spatially uniform coupling.

• Data generation is also temporally uniform or at least uniform over some obser-

vation interval of interest. This means that data generation behavior does not

change over time.

• Chip temperature has reached steady state. This holds if the system has been

working for a minimum amount of time and if data generation is both spatially

and temporally uniform.

The probability of system failure for a given communication configuration ci is equal

to complement of the probability of having no faulty TSVs:

Pf(ci) = 1− [1− Pf,TSV]
||T [ci]|| (3.1)
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where the operator ||.|| returns the sum of elements of its input argument. Con-

sequently, ||T [ci]|| can be interpreted as the number of active TSVs supporting the

communication configuration ci. Furthermore, Equation 3.1 implicitly assumes that

failure of engaged TSVs are independent. This assumption is true when:

• The distance between TSV bundles, which is the same as the distance between

routers, is long enough such that TSV coupling becomes a local issue (within a

bundle, not between bundles) and

• Temperature distribution is spatially uniform

To calculate the total failure probability, a weighted average of failure probabilities of

all ci’s should be performed. Since different communication configurations (different

members of C) occur with different probabilities, weights of the mentioned averag-

ing are probabilities of occurrence of cis. Denoting the probability of occurrence of

communication configuration ci by Po(ci), the total probability of system failure is:

Pf,system =

|C|
∑

i=1

Po(ci)Pf(ci) (3.2)

Obviously, Pf,system is less than 1 because
∑|C|

i=1 Po(ci) = 1 and Pf(ci) < 1 for all ci ∈ C.

The remaining task is to calculate Po(ci). To calculate Po(ci), rewrite it as:

Po(ci) = Pr (s = si,d = di) = Pr(s = si)× Pr (d = di|s = si) (3.3)

The first term, Pr(s = si), is governed by the statistical behavior of routers’ data trans-

mission. As mentioned before, it is assumed that all routers have the same statistical
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transmission behavior. Furthermore, several factors such as data size distribution,

buffer state, and routing algorithm can affect the statistical transmission behavior of

routers. It follows from uniform data pattern that these factors can be combined to-

gether and modeled by the concept of time-invariant injection rate. The injection rate,

α, is defined as the probability that a router has data to transmit during time slot t.

For time-invariant injection rate, α is assumed to be independent of t.

Using these assumptions, it is easy to relate Pr(s = si) to the number of sources,

i.e. ||si||, as:

Pr(s = si) = α||si||(1− α)Nr−||si|| (3.4)

To calculate the second term in Equation 3.3, note that for a given si, there is more

than one d for which si = sign(d). This is because knowledge of locations of the

sources (si) by itself does not fully characterize the communication configuration of

system. In other words, all communication configurations for which sources are in the

same location, but differ in destination location, have the same s vector.

Following the previous assumption of uniform data generation, all possible vec-

tors, d, for which sign(d) = si, are equally likely. Consequently, Pr(d = di|s = si)

is simply the inverse ofM(si), whereM(si) is the number of possible vectors d, for

which si = sign(d):

Pr (d = di|s = si) =
1

M(si)
(3.5)
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Since each source can send data to any of the Nr − 1 destinations (all nodes except

for itself), and there are a total of ||si|| sources for given si,M(si) is equal to:

M(si) = [Nr − 1]||si|| (3.6)

At this point, the summand of Equation 3.2 is calculated by generating all possible

members of C.

Pf,system =
Nr
∑

s=0

Nt
∑

t=0

[

N(s, t)×
αs(1− α)Nr−s

(Nr − 1)s
[

1− (1− Pf,TSV)
t
]

]

(3.7)

where N(s, t) is the number of communication configurations with i active sources and

k engaged TSVs. Direct calculation of N(s, t) requires generating all communication

configurations. An alternative approach to calculating N(s, t) is the use of combinato-

rial techniques. However, this approach also turns out to be intractable. An indirect

approach is proposed for calculating Pf,system. The proposed approach leads to a simple

algorithm as well as an approximate method for finding Pf,system.

An intuitive interpretation for the problematic terms in Equation 3.7 provides

tractable and approximate methods for finding Pf,system. A more thorough evalua-

tion of Equation 3.7 reveals that both terms N(s, t) and (Nr − 1)s have the same

interpretation as they both count occurrences. Quantitatively, N(s, t) is the number

of communication configurations with s active sources and t engaged TSVs, while

(Nr − 1)s is the number of possible combinations of destinations for an arrangement

of s active sources.
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The first point of contrast between N(s, t) and (Nr − 1)s is that the former

spans all possible arrangements of s active sources, while the latter points to a specific

arrangement of s active sources. This contrast has to be removed in order to find

an intuitive interpretation for the ratio between N(s, t) and (Nr − 1)s. Since the

number of possible arrangements of s active sources is equal to
(

Nr

n

)

, the expression
(

Nr

n

)

(Nr−1)
s can be interpreted as the number of possible combinations of destinations

for all possible arrangements of s active sources rather than for a specific arrangement

of s active sources. Therefore, the ratio N(s, t)/(Nr − 1)s in Equation 3.7 can be

rewritten as:

N(s, t)

(Nr − 1)s
=

N(s, t)
(

Nr

s

)

(Nr − 1)s

(

Nr

s

)

(3.8)

Given that all communication configurations with s active sources are equally likely,

the ratio:

N(s, t)
(

Nr

s

)

(Nr − 1)s
(3.9)

can be interpreted as “the probability of having t engaged TSVs, provided that s

sources are active”. Denoting this probability by PT|S(t|s), Equation 3.7 can be written

as:

Pf,system =
Nr
∑

s=0

Nt
∑

t=0

[

(

Nr

s

)

PT|S(t|s)× α
s(1− α)Nr−s

[

1− (1− Pf,TSV)
t
]

]

(3.10)

The probabilistic interpretation of Equation 3.9 suggests that PT |S(t|s) can be approx-

imated by Monte Carlo simulation. Specifically, a sufficiently large number of random

communication configurations with s active sources is generated. Then, the fraction of
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outcomes with the number of engaged TSVs equal to t is calculated. The results can

be used to approximate PT |S(t|s). The larger the sequence of generated configuration,

the more accurate is the approximation. This method can be implemented by a sim-

ple algorithm. In the first step, a random arrangement of s sources is generated. In

the second step, the corresponding destination locations are also generated randomly.

Finally, the set of TSVs required to support the data links between these sources

and destinations is calculated and the number of engaged TSVs is recorded. These

steps are repeated for a sufficiently large number of times and the record is updated

every time. Using the record of number of engaged TSVs, one can easily estimate

PT |S(t|s) for a fixed s and all t’s. Algorithm 3.1 shows the pseudo-code for estimation

of PT|S. The notation M(:, j) for a matrix M denotes the jth column of matrix M .

The notation 000M×N represents an M ×N matrix with all elements set to 0.

The error function in line 18 of Algorithm 3.1 calculates a “distance” between

two consecutive estimates of PT |S(t|s) for a fixed s. Specifically, the distance is:

err(PT |S(:, ns), P̂T |S(:, ns)) =

∑Nr

i=1 |(PT |S(i, ns)− P̂T |S(i, ns)|
∑Nr

i=1 P̂T |S(i, ns)
(3.11)

which is a norm-1 relative error.

If this error is less than a threshold cth, the simulation stops and the last esti-

mate of PT |S(t|s) is used. One may argue that two consecutive estimates of PT |S(t|s)

may turn out to be equal prematurely, i.e. before the estimate of PT |S(t|s) has suffi-

cient accuracy. To reduce the chance of such an occurrence, the condition on error is

calculated and checked every hundred iterations rather than every iteration.
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Algorithm 3.1. Estimation of PT|S(t|s)

1: Input: Convergence threshold cth, Nt, Ns, routing algorithm and network geometry.
2: Output: Estimate of PT|S(t|s).
3: TSVcount= 0(Nt+1)×(Ns+1)

4: PT|S(t|s) = 0(Nt+1)×(Ns+1)

5: for ns:=0 to Ns do
6: for nt:=0 to Nt do
7: Counter = 0
8: Convergence = True
9: while Convergence = True do
10: Convergence = False
11: PrevTSV count = TSV count
12: ˆPT |S = PT|S

13: + + Counter
14: Choose ns random sources
15: Choose ns random destinations
16: Calculate number of active TSVs based on routing algorithm
17: nt = Number of active TSVs
18: + + TSV count(nt, ns)
19: if Counter 6= 0 then
20: PT|S(:, ns) = TSV count(:, ns)/Counter

21: if err(PT|S(:, ns), P̂T|S(:, ns)) ≤ cth then

22: Convergence = True
23: end if
24: end if
25: end while
26: end for
27: end for

A small value of cth ensures higher accuracy in estimation of PT |S(t|s) while

imposing a longer simulation time. Consequently, a proper value of cth should be

selected to balance the trade-off between accuracy and simulation time. To find a

proper value for cth, the variation of error function in Equation 3.11 versus iterations

is examined. The error function is a function of ns and routing algorithm. Therefore,

examination of error function versus number of iterations requires specifying these two

factors.

Figure 3.1 illustrates a sample logarithmic diagram of error function versus iter-

ation count for an 8× 8× 8 router network, supported by an 8× 8× 7 TSV network,

with ns = Nr/4 and dimension order routing. Interestingly, the variation is linear

in logarithmic scale. Consequently, one may estimate the number of required itera-
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Figure 3.1: A sample of error function vs number of iterations for an 8× 8× 8 router
network supported by and 8 × 8 × 7 TSV network, ns = Nr/4, with dimension order
routing.

tions for a given accuracy through a linear regression of Figure 3.1. The simulations

show the same linear behavior for different IP/TSV geometrical placements, different

routing algorithms, and other values of Nr and ns. It is noteworthy that line 13 of

Algorithm 3.1, which is responsible for calculating the set of TSVs required to sup-

port the data links between generated sources and destinations, depends on how the

architecture handles data link requests of sources. For example, different architectures

may have different scheduling or buffering strategies when several sources need to use

a common set of TSVs. To simplify the simulation, it is assumed that the aggregate

set of engaged TSVs is the union of the sets of TSVs engaged to support the data

link between individual source-destination pairs. Furthermore, routers are assumed

not to use any buffering mechanism. However, as long as the aggregate output traffic

of a router can be modeled by the concept of injection rate (technically, a two state
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Figure 3.2: Variation of PT |S(t|s) with number of active sources and TSVs

Markov chain), the same concept and probabilistic interpretation can be used with

other architectures deploying different routing and buffering mechanisms.
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Figures 3.2a and 3.2b illustrate slices of the 2D function PT |S(t|s) for an 8 ×

8 × 8 network of routers supported by an 8 × 8 × 7 network of TSVs. Figure 3.2a

is parametrized by the number of active TSVs, while Figure 3.2b is parametrized by

the number of sources. The noise-like fluctuations are due to the limited number of

Monte Carlo runs used to estimate the probability and can be reduced be lowering the

discussed convergence threshold cth. It is observed that the probability distribution

for a fixed number of sources is very close to a Gaussian whose mean and variance

depends on the number of sources. On the other hand, the distribution for a fixed

number of active TSVs is more of a truncated Gaussian.

Algorithm 3.1 repeats until the error between two consecutive estimates of PT |S(t|s0)

falls below 10−3. Furthermore, dimension-order routing is used: if a router at location

(x1, y1, z1) wants to communicate with a router at location (x2, y2, z2), the set of loca-

tions of engaged TSVs is {(x2, y2, z)|z ∈ {min(z1, z2), · · · ,max(z1, z2) − 1}}. Finally,

PT |S(t|s) can be used in Equation 3.10 to find Pf,system for different values of injection

rate and probability of TSV failure. As depicted in Figure 3.3 and in accordance with

intuition, it is observed that the higher the injection rate and TSV failure probability,

the higher is the probability of system failure. Interestingly, the probability of system

failure is observed to follow an almost linear dependence on injection rate and TSV

failure probability in the logarithmic scale, especially at lower values of injection rate

and TSV failure probability.

It is important to note that the computational attractiveness of this approach

is twofold. First, an estimate of PT |S(t|s) is readily obtained through a Monte Carlo

simulation. Second, integrating the effect of injection rate and TSV failure probability

into Pf,system is facilitated by an analytic expression given by Equation 3.10 rather than
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Figure 3.3: Variation of system failure probability with injection rate and TSV failure
probability

requiring a separate time-consuming simulation for every choice of α and Pf,TSV.
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3.3 Summary

The challenges of implementing many-core systems on a 3D-NoC using TSV technol-

ogy as vertical interconnect were presented. After modeling TSV characteristics as a

time-invariant failure probability, a reliability criterion for TSV-based NoC was de-

fined as the probability of having at least one faulty TSV in a given time slot. The

relationship between NoC reliability and TSV failure was quantified, and the resulting

equation was reduced to a tractable form with manageable computational complex-

ity. The final equation relating NoC reliability criterion and TSV failure includes a

non-analytical probabilistic term which can be efficiently approximated by the Monte

Carlo simulation for different architectures. Importantly, the simulation only depends

on network geometry and routing algorithm, and the effect of injection rate and TSV

failure is decoupled from the simulation. Therefore, the result of simulation can be

used to calculate the reliability criterion for a wide range of injection rate and TSV

failure rate values. This is in contrast with the traditional approach in which a sep-

arate simulation run is required for each value of injection rate and TSV failure rate.

Finally, the reliability criterion of a simple 8×8×8 NoC supported by a 8×8×7 net-

work of TSVs was calculated to demonstrate the numerical evaluation of the proposed

method.
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Chapter 4

System-level TSV Coupling Fault

Model

4.1 Introduction

The reliability of TSVs is a underresearched topic in the context of designing 3D

stacked chip systems. TTCC, the main focus of this chapter, is one of the major

challenges in designing 3D stacked IC designs. TTCC is a result of rising parasitic

signal, which may cause two major issues. First, it increases the path delay due to the

Miller effect. This effect slows down transitions on signal-switching, if neighbor TSVs

perform opposite transitions. Second, the coupling noise may result in signal distor-

tion by generating large glitches on a static signal when TSV’s aggressor neighbors

transition [62].

Reliable 3D ICs have been proposed by many research groups [3, 19], but these
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approaches are all evaluated by assuming uniform random faults distribution in time

of occurrence and spatial location. An analytical model for the coupling capacitance

between pairs of TSVs is presented in [94]. The impact of TSVs on SI in 3D ICs

has been investigated in several articles [94, 109]. However, evaluation of TTCC

effects by injecting random fault distribution is 26%-99% inaccurate in capturing time

and locations of induced faults, as discussed in Section 4.4.2. Therefore, system-level

designers cannot accurately report the fault-prone components of TSV-based 3D ICs

and protect them accordingly. In another similar research, a system-level process

variation model has been proposed for 2D NoC simulators [2], but it does not support

TSV coupling effect in 3D ICs.

In this chapter, I present an accurate system-level fault model to quantify the

system-level impact of TSV coupling-induced faults at runtime, pinpoint fault-prone

TSV link connections that should be protected. It also accurately evaluates alternative

resilient TSV-based 3D IC designs by considering circuit-level TSV characteristics and

thermal impact for a given data application. Having analyzed and recorded the TSV

coupling effect at circuit-level, these effects are applied to the TSVs in system-level

simulations at runtime through precise monitoring and calculation. The proposed fault

model is potentially useful for evaluating reliability of 3D many-core applications in

which TSV coupling may lead to failure. 3D memory and on-chip network of routers

are some examples of these applications. In 3D memory applications [45], data or

address buses may get corrupted due to TSV coupling. In on-chip network routers,

data flit corruption may occur due to TSV coupling which needs an Error-Correction

Code (ECC) to tolerate corruption.

In this chapter, I elaborate the TTCC effects on timing requirement of a circuit
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in order to present circuit-level fault library (discussed in Section 4.2). The proposed

fault library is invoked at system-level with the goal of TSV coupling effect mapping

automation. Then, I provide a system-level TTCC fault modeling tool for TSV-based

3D ICs (presented in Section 4.3). This model is capable of being plugged into any

data-oriented simulator to detect and inject TSV coupling faults at runtime, to eval-

uate resilient approaches. At the end, I present a case study, characterizing faults at

runtime in a 4× 4× 4 3D-NoC architecture (explained in Section 4.4).

4.2 TTCC Elaboration

As stated earlier in Chapter 2, the term TSV coupling refers to capacitive and inductive

couplings among adjacent TSVs. This chapter targets the capacitive coupling effect

which is more critical in lower range of operational frequencies (less than 5GHz) [7].

This is because, there is no intent of frequency escalation due to extra power consump-

tion, fabrication issues, and unexpected heat generation in higher frequencies [44]. In

this section: first, our circuit-level model of TTCC is discussed, although any other

models can be replaced; second, a TTCC classification is presented; finally, the ef-

fect of TTCC on timing requirement of circuit is illustrated using the traffic traces of

PARSEC applications.

4.2.1 TTCC Circuit-level Modeling

A framework consisting of multiple TSVs at circuit-level using Synopsys HSPICE is

implemented in an experiment to study the sources of TTCC effect. Developing TSV
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Figure 4.1: Current and TTCC matrices in a 3× 3 mesh of TSVs

simulation framework allows to extract the realistic accurate TSV coupling effect for

different parameters. The coupled TSV structure is modeled as a lumped RLC circuit

including multiple signal TSVs [62, 55, 83], as shown in Figure 4.2. The circuit is

composed of a series TSV resistance RTSV and inductance LTSV , parallel silicon sub-

strate resistance Rsi and capacitance Csi, and silicon dioxide capacitance Cox around

TSV. The value of the circuit elements is modeled using analytical equations based

on the dimensions of the structure, such as oxide thickness, silicon substrate height,

TSV radius, and TSV pitch and by material properties like dielectric constant and

resistivity. The thermal impact is also considered in the TSV model using equations

in [61].

In this framework, TSV is connected to the output of an inverter (driver) on

one side and to the input of another inverter on the other side (load). These inverters

are needed to record delay and its dependency on parasitic capacitive coupling. Two

flip-flops, one before the driver inverter and one after the load inverter are inserted
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to capture the parasitic capacitive coupling effects on timing requirements of circuit.

The input data pattern is compared with output data pattern to catch the parasitic

capacitive coupling effects. Predictive Technology Model (PTM) [88] FinFET transis-

tor models are employed to implement inverters and flip-flops. Then, a comprehensive

set of simulations is performed on the developed TSV framework. The impact of oper-

ational frequency, temperature, technology, TSV radius, and TSV oxide thickness are

investigated and shown in Figure 4.3. SPICE model of TSVs are employed to examine

the TTCC effect among a victim and its aggressor TSVs. In this chapter, path delay

is defined as the time data needs to propagate from the input of the first flip-flop to

the output of the load inverter after the the rising edge of the clock. Nominal Path

Delay (NPD) is the path delay when there is no TSV parasitic capacitive coupling.
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Actual Path Delay (APD) may be longer than NPD due to the coupling from aggres-

sors. Assuming the system clock is adjusted for a critical path of NPD, circuit timing

requirement is violated when the APD exceeds the NPD. Timing Violation (TV) is

defined as any additional delay over NPD (introduced by parasitic capacitive coupling)

normalized by clock period, as presented in Equation 4.1:

TV =
APD −NPD

Tclk
= fclk (APD −NPD) (4.1)

Running some simulation on the developed circuit model with different input data

patterns, different TVs are reported; concluding that TTCC values are data depen-

dent. Also, as explained earlier in Chapter 2, the TTCC parasitic value is a function

of the electrical potential differences between a TSV and its neighbors [58]. Moreover,

the electrical potential differences depends on the current flow of a given TSV and its

neighbors. On the other hand, the current flow direction of a TSV is data-dependent,

based on charging and discharging of the intermediate capacitor between transistors

pairs located in different stacked layers. Furthermore, it is observed that different data

bit patterns driving TSVs, result in similar TV on a same TSV model. This explana-

tion confirms our previous observation in which TTCC values are data dependent and

hence predictable. In other words, the TTCC effect on circuit timing is predictable by

monitoring the data bit patterns fed into the TSVs, which is discussed in the following

Subsection.

In addition, these capacitive coupling values disrupt timing requirement of 3D-

IC based on the operational and TSV physical parameters. The effect of TTCC is

characterized for each of parasitic capacitive coupling types presented in Table 2.3 in

our circuit-level model. This characterization for a range of operational frequency and
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different TSV parameters is elaborated in Figure 4.3.
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Figure 4.3: Characterizing TSV coupling against various parameters

In Figure 4.3a, increasing clock frequency does not have tangible effect on the

TTCC severity, but TV is increasing linearly for larger operational frequencies. This
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is because timing requirement gets tight in higher frequencies. For TSVs with larger

radius with same pitch value, Csi increases and therefore more capacitive coupling is

observed, as shown in Figure 4.3b. As the technology advances, the loading voltage of

the flip-flop over the TSV decreases, resulting in larger coupled voltage on the TSV

(shown in Figure 4.3c). The permittivity of the silicon rises as a weak linear function

of temperature [61], which results in an increase in Csi and increases coupling and TV,

as depicted in Figure 4.3d. Finally, as shown in Figure 4.3e, thicker oxide provides

better isolation and reduces the value of Cox, resulting in less capacitive coupling and

consequently less TV.

4.2.2 TTCC Effect on TV

Having analyzed and modeled the TTCC, the TTCC effect is evaluated with realis-

tic data to emphasize on the necessity of TTCC consideration. The realistic data is
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Table 4.1: Simulation configuration settings

Configuration A B C

radius µm 3 3 2
length nm 15 20 25
pitch µm 9 9 6
Tox µm 3 2.5 1
Technology nm 20 16 10
Max Freq. GHz 1 1 1
Temperature ◦C 50 75 100

the memory traces which are collected via Pin tool via running PARSEC benchmark

workloads on a real system. These data are fed into the circuit-level model with 64

TSVs for various configurations and the TV for each TSV, if occurred, is recorded. A

configuration is a set of TSV physical parameter values including TSV radius, length,

pitch, oxide thickness, and process technology (transistor), operating frequency, and

temperature. The configuration values are selected in a way to cover different TTCC

effects. Also, various timing specification (setup/hold-time) is considered on the re-

ceiver side to create a real scenario. Figure 4.4 shows the probability of TV for different

workloads with different configurations at different synthesis frequencies. Bars in the

figure from left to right refers to configurations A, B, and C, respectively. An average

of 40% TV at 100% synthesis frequency confirms the importance of TTCC analysis in

TSV-based 3D architectures.
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Figure 4.5: 3D IC structure with the proposed capacitive coupling fault model

4.3 TSV Coupling Fault Model

Circuit-level simulation takes longer than system-level one with multiple orders of

magnitude. In this chapter, I propose a fault model which is capable of modeling

accurate TTCC faults. This model employs the effects of circuit-level model of TTCC

in system-level platform to save simulation time while it guarantees the accuracy. This

operation is performed at runtime by monitoring the data bits feeding TSVs in order

to identify the location and time of potential faulty TSVs. Then, the candidate faulty

TSVs are triggered with an appropriate consequence, as circuit-level effect of TTCC

fault.
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Figure 4.5 and Figure 4.6 show the 3D-IC framework and the proposed TSV

capacitive coupling fault model in detail. The devised fault model is supposed to be

employed as an intermediate component among TSVs connecting ICs in different dies,

as shown in Figure 4.5. This fault model does not affect the functionality of 3D-IC; it

only decides the time and location of fault activation through the TSVs based on data

input patterns and provided fault library by the circuit model. Figure 4.6 depicts the

functionality of this fault model in detail. The input parameters of the circuit-level

model are TSV arrangement configuration (number of rows and columns) connected

to 3D-IC, operating frequency, process technology, silicon oxide thickness, TSV-to-

TSV pitch, TSV length, and TSV diameter. The effects of these operational and TSV

physical parameters on timing requirement of a fixed 3D design have been discussed in

Subsection 4.2.1. The output of this model is a table, which provides the correspond-

ing parasitic capacitive couplingvalues causing timing violation for each configuration.

This output is used as a fault library in the system-level simulation, in which the par-

asitic capacitive couplingvalues are extracted by comparing the transmitted (Datai−1)

and ready to transmit (Datai) data bits through TSVs. With this configuration, the

TTCC fault model decides intelligently and accurately when and where a TTCC fault

should be activated.

This methodology is executed in the following five steps:

• Step.0 Configuration and Setup:

Prior to instantiating and utilizing the devised TSV coupling fault model, first

it needs to be configured and setup. In this phase, input parameters of the

model such as TSV length, TSV diameter, TSV pitch, oxide thickness of TSVs,

process technology, frequency, and temperature are specified. Frequency and
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temperature parameters are defined as a range with a specific granularity to

support dynamic changes at run time. Also, all possible data inputs resulting in

9 parasitic capacitive couplingvalues, from 0C to 8C, are the other input of the

circuit-level model and the outcome is recorded in a table as the fault library.

In other words, this table includes timing delay for each case and configuration.

Figure 4.6 shows a sample fault library table. Having characterized the fault

library, at runtime phase multiple steps are taken, in order to accurately map

the TSV coupling effect at system-level which are categorized as Step-1 to Step-4:

• Step.1 Capturing transferred data:

In this step, the data bits transferring through TSV links (Up/Down port) are

captured as the input of fault model at run-time. These captured data bits are

adjusted if the fault activation condition is satisfied.

• Step.2 Data analysis to determine the TSV current flows:
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At this step, the current flow direction of all TSVs are identified. The previous

(Datai−1) and current (Datai) data bit value of a TSV’s driver are profiled and

compared in order to recognize the current flow of each TSV. This process is

done with the same approach, as discussed in Chapter 5. The output of this

stage is stored as Current Flow (CF) matrix in a way that each matrix element

corresponds to a TSV with the same row and column index.

• Step.3 Determine the induced capacitive coupling case for each TSV:

Looking at the current flow direction of each TSV and its adjacent neighbors,

in this step, an appropriate capacitive case is assigned per TSV. Now, the fault

library generated at pre-runtime is used to look up the timing delay associated

with the corresponding case and recorded as Parasitic Coupling (PC) matrix.

• Step.4 Map circuit-level faults to system level delay fault/failure for

each TSV:

Considering the setup-time parameter of the destination receiver flip-flop, at this

point, using PC matrix, the decision for faulty TSVs is made and an appropri-

ate fault is applied to the detected faulty TSVs. If the reported timing delay

associated with the capacitive case is more than the hold-time of receiver then

the data bit is assumed faulty. The fault type, depending on the specified delay

tolerance for the circuit, can be either a “delay fault” or a “glitch fault.” How-

ever, if the specified flip-flop hold-time is long enough, then the “delay fault”

will not have any impact and it is ignored in the model. Now, the data is ready

to be forwarded towards destination. Also, a copy of last transmitted data is

maintained for subsequent current flow direction determination.
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Table 4.2: System configuration parameters

Parameter Value

Topology 3D fully connected Mesh
Network Size (4x4x4) 64 Routers

Flit Size 32 bits
Buffer Depth 8, 16-bit entries per port

Switching Scheme Wormhole
Routing Algorithm Dimension Ordered Routing

Simulator THENoC [102]

4.4 Case Study: Diagnosing TSV Coupling at Run-

time in 3D-NoC

A case study is presented in this section to show the usage of the proposed TTCC

fault model at system-level; first, the simulation infrastructure details is discussed;

second, the accuracy of the fault model is compared; and finally, the number of TTCC

faults due to timing violation in each data transaction under PARSEC benchmarks is

reported.

4.4.1 System Configuration

A cycle-accurate simulation, on the 64-node 3D mesh NoC (the simulation parameters

are shown in Table 4.2) is performed. The proposed TTCC fault model is implemented

at the system-level in C. In the developed 3D-NoC, TSV bundles between each router

in different layer are connected through the proposed coupling fault model.

This fault model locates and triggers the parasitic capacitive coupling for the
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specific configuration of TSVs with the given physical parameters, as elaborated in

Section 4.3. Prior to running the simulation, each configuration is run in HSPICE

and the result is passed as a static configuration library to the C model. Using the

information provided by HSPICE (fail cases) and the CD matrix, the fault model

detects the coupling fault and triggers it accordingly on-the-fly. The fault model

operation is detailed in Section 4.3 and is illustrated in Figure 4.6.

4.4.2 Fault model accuracy

In order to demonstrate the accuracy of our fault model, a comparison is made with

most commonly used crosstalk fault model using popular uniform random fault distri-

bution [2] for system-level simulation of reliability study of NoC. The comparison shows

that the accuracy of conventional fault model for TSVs is substantially inaccurate.

First, a 3D-NoC simulation with the TSV coupling fault model using random

traffic is performed and the number of fault occurrence for a TSV bundle is calculated.

Then, using conventional fault model, the 3D-NoC simulation is run for 10000 times

and each time faults are randomly injected across the TSV bundles to measure the

inaccuracy that is introduced by such a distribution. These simulations are repeated

considering different configurations in which failing case might be 8C, 7C, 6C, 5C, 4C,

or 3C. Considering that each capacitive case has a different probability of occurrence,

as depicted in Table 2.3, these probabilities are considered in random fault injection

simulations. For example, if 6C parasitic coupling results in failure based on the circuit-

level modeling in a given configuration, the failure probability of a TSV in random

simulation will be equal to the occurrence probability of 8C, 7C, or 6C which is 10/81.
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Figure 4.7: Inaccuracy introduced by random fault models

For a fair comparison, the occurrence probability of capacitive coupling higher than

4C and 6C is extracted for TSVs on the corner and boundaries in a TSV bundle.

Figure 4.7 shows the inaccuracy introduced by random fault model distribution

for different TSV configuration (leading to different failing cases). 0% inaccuracy cor-

responds to the distribution matching the model’s probability of occurrence, while

100% inaccuracy implies that the random distribution does not predict that the corre-

sponding fault type will occur. It is observed that randomly distributed faults across

the 8× 8 TSV bundle introduces almost 99% inaccuracy for a given TSV specification

leading to 8C capacitive coupling case. Because of more fault occurrence for in lower

fail cases and hence more matching probability, the percentage of inaccuracy decreases.

4.4.3 TSV Coupling Fault Characterization

In order to demonstrate the effect of network traffic on TSV coupling fault, the PAR-

SEC benchmark traces are collected with GEM5 full system simulator, and then in-

jected them into the 4 × 4 × 4 3D NoC simulator (THENoC). Figure 4.8 shows the
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Figure 4.8: Fault model usage demonstration in 3D-NoC running PARSEC benchmark

ratio of timing violation occurrence over total number of data transactions in vertical

direction for three different configuration (described in Figure 4.4) at 90% synthesis

frequency. For Configuration C, an average of 18% timing violation is reported because

of running at higher temperature and low TSV oxide thickness which exasperate the

TTCC. As the Configuration parameter values get relaxed, the timing violation due

to TTCC is also decreases accordingly.

TTCC fault density map for the 4× 4× 4 simulated network with canneal work-

load traffic is depicted in Figure 4.9. Each subfigure represents 4 × 4 NoC routers of

a specific layer sending data to their lower/upper layer routers (Down port/Up port).

The values are normalized to the maximum number of timing violation in entire 3D-

NoC. The layer 0 down port and layer 3 up port are not shown since they do not

exist. With this map, designers can have better knowledge of placing their resiliency

methods for an specific application. It can be seen that the data transactions from

layer 2 going down to layer 1 cause a lot of capacitive coupling faults.

These information can help the 3D-IC designers to easily and accurately assess
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Figure 4.9: Fault density map

their design’s sensitivity to TSV capacitive coupling faults under various TSV physical

parameters and operating conditions.

4.5 Summary

In this chapter, a TSV-to-TSV capacitive coupling fault model was presented which

can be easily deployed in system-level 3D-NoC simulators to detect the TSV-to-TSV
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capacitive coupling fault at runtime as part of any dynamic fault injection process. The

proposed model facilitates the exploration of resilient TSV-based 3D-NoCs and help

researchers accurately evaluate their 3D designs when dealing with TSV capacitive

coupling. The core of the fault model is implemented at the circuit-level to collect

accurate timing violations for each of parasitic capacitive coupling cases, although the

interface is implemented at the system-level. This model is useful for both application-

specific and general purpose designs. For application specific designs, the fault model

pinpoints the TSVs susceptible to failure. For general purpose applications, it can be

applied to optimize the physical parameters of TSV to reduce the propagation delay

of TSVs caused by TTCC.
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Part II

TSV Coupling Mitigation
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Chapter 5

Inductive TSV Coupling Mitigation

5.1 Introduction

As stated earlier, TSV coupling is one of the major issues in 3D-NoC designs because

of increased parasitic signals as compared to 2D ICs, which may result in delay or

even mutual coupling between adjacent TSVs [42, 62]. The term TSV coupling refers

to capacitive and inductive couplings among neighbor TSVs, which the latter is more

critical in higher frequency data transmissions [7].

In this chapter, the reliability of 3D-NoC against the inductive TSV-to-TSV

coupling is investigated and a scalable inductive coupling aware coding is proposed.

The proposed algorithm in this chapter is intended to support two major 3D device

categories. The devised baseline algorithm [28] targets the first 3D device category

which consists of designs with low TSV concentration (less than 100 TSVs) such as 3D

NoC [111, 59, 60]. An enhanced scheme is proposed to support architectures with high
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Figure 5.1: 3D-NoC vault, vertically interconnected by TSV bus in 3D integration
technology

TSV concentration (around 500 TSVs) such as 3D DRAM memories (Hybrid Cube

Memory (HMC) [45, 101, 73]), as shown in Figure 5.1. The experimental results show

that the proposed coding algorithm yields significant improvements while its hardware-

implemented encoder depicts tangible latency, power consumption, and area.

First, the reliability issue of inductive TSV-to-TSV coupling fault effect is ana-

lyzed within a 3D-NoC. Moreover, an analytical failure (data corruption) estimation

of TSV links caused by inductive TSV coupling effect is presented. Subsequently, a

method to minimize the effect of magnetic field caused by TSVs, including an ana-

lytical analysis to demonstrate the strength of proposed technique is devised. Also,

a scalable coding approach with modest information redundancy overhead for imple-

menting the proposed technique in large-scale 3D-NoCs is presented. Finally, the

efficiency in mitigating TSV-to-TSV inductive coupling is demonstrated and the scal-

ability and practicality of the proposed schemes is justified using concrete experiments

and hardware implementation and synthesis.
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5.2 Inductive TSV-to-TSV Coupling

The impact of TSVs on future 3D-ICs is still unknown [54]. However, chip warpage,

TSV coupling, and thermal stress are known as main causes of TSV failure [105, 42].

The term TSV coupling refers to capacitive and inductive couplings among neigh-

boring TSVs. Electric field results in capacitance coupling and magnetic field is a

source of inductive coupling. Inductive coupling among neighboring TSVs is more

critical in higher frequency data transmissions [110], and long TSVs which is con-

sidered in this chapter. Processors with higher operating frequency are emerging as

the process technology is scaling down; an example is the IBM 5.2GHz multiproces-

sor [108].

5.2.1 Inductive Coupling Characteristics

To characterize the effect of inductive coupling, a 3x3 matrix of TSVs is modeled at the

circuit-level with Synopsys HSPICE. The middle TSV is assumed to be the victim and

the other 8 are the aggressors. In simulations, the top end of each TSV is connected

to the output of an inverter, which drives the input of another inverter connected to

the bottom of the TSV. The coupled TSV structure is modeled based on [51, 62] as

a lumped RLC circuit. The circuit is composed of a series TSV resistance RTSV and

inductance LTSV , parallel silicon substrate resistance Rsi and capacitance Csi, and

silicon dioxide capacitance Cox around the TSV. These components form the relation

between the signal TSVs. The circuit element values are extracted from analytical

equations based on the dimensions of the structure, such as oxide thickness tox, silicon
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substrate height hsi, TSV radius rTSV , and TSV pitch PTSV and by material properties

like dielectric constant ǫ and resistivity ρ. The equations are as follows:

Rsi = ρsi
cosh−1

[

PTSV

2rTSV

]

πhsi
(5.1)

where

ρsi = 0.0012T 2 − 0.0352T + 10 (5.2)

and

Csi = ǫsi
πhsi

cosh−1
[

PTSV

2rTSV

] (5.3)

Cox = ǫox
2πhsi

ln rTSV +tox
rTSV

]
(5.4)

where

ǫox = 0.016T + 3.6 (5.5)

TSV inductance [103] is also derived by partial self-inductance and mutual inductance.

Partial self-inductance depends on the diameter and length of TSV and is expressed

as:

LTSVself
=
µ0lTSV

2π
[ln(

2lTSV

rTSV

)−
3

4
] (5.6)
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(a) TSV Pitch (b) Technology (c) TSV aspect ratio

Figure 5.2: Inductive coupling SPICE simulation results

LTSVMutual
=
µ0lTSV

2π
[ln(

lTSV

PTSV

+

√

√

√

√

1 + (
lTSV

PTSV

)

2

(5.7)

−

√

√

√

√

1 + (
PTSV

lTSV

)

2

+
PTSV

lTSV

]

where µ0 is the permeability of free space given by 4π· 10−7.

Predictive Technology Model (PTM) [88] FinFET transistor models are employed

to implement inverters in this experiment. The worst-case induced voltage on the

victim TSV is reported for different TSV pitches (Figure 5.2a), process technologies

(Figure 5.2b), and TSV aspect ratio (Figure 5.2c) over different frequencies. The

simulation parameter values are chosen according to ITRS [43] interconnect report, as

shown in Table 5.1.

Based on Figure 5.2c, it is observed that as TSVs become longer (even with the

same aspect ratio) the magnetic flux linking the two TSVs increases proportionally.
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Table 5.1: Simulation configurations in Figure 5.2

Figure Technology Length Pitch Diameter
5.2a 14nm 100µm 8µm 4µm
5.2b 20, 16, 14, 10, 7nm 100µm 8µm 4µm
5.2c 14nm 10− 500µm 9− 29µm 5− 25µm

Therefore, as the length of TSVs grow, mutual coupling between aggressors and victim

increases almost linearly and the coupled voltage rises proportionally.

Although the linkage flux between two TSVs is a strong function of the TSV

length, its dependence on TSV-to-TSV pitch is weak. Changing the pitch between

cylindrical TSVs affects mutual inductance in two ways. First, it changes the magnetic

field created by the aggressor. Secondly, considering Faraday’s law, it alters the surface

on which the magnetic field is integrated to calculate the linkage flux. As long as the

proximity effect and other high order magnetic effects are trivial, current distribution

in a TSV remains almost symmetrical regardless of the pitch size. Therefore, the

magnetic field created by an aggressor does not vary by the pitch size, making the

first effect to be negligible. Since the pitch between the TSVs is at least an order

of magnitude smaller than their lengths, the second effect is small, but the linkage

flux and consequently mutual coupling decreases slightly as pitch increases, shown in

Figure 5.2a.

As shown in Figure 5.2b, induced voltage is a function of process technology. As

processes advance, gate capacitance gets smaller and voltage rise/fall time becomes

shorter. These two effects have opposite impacts on charging/discharging current of

gate capacitance. The same current that charges (or discharges) the gate capacitance

passes through TSV and causes inductive coupling to its neighboring TSVs. Thus,

inductively coupled voltage varies for different technologies.
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As technology advances and supply voltage shrinks, the coupled voltage becomes

a greater portion of Vdd, resulting in higher probability of error. Among all the phys-

ical parameters, the length of the TSVs has the major impact on inductive coupling,

specifically for global TSVs connecting more number of layers.

5.2.2 Problem Definition

An accurate analysis of coupling-induced failure requires a complex electromagnetic

analysis of neighboring TSVs. Since such an analysis is outside the scope of this thesis,

an approximate form of the problem is considered. Assuming the electromagnetic

proximity effect and other high order effects can be neglected, the coupling-induced

voltage βtot is simply the sum of voltages induced on the victim TSV by the neighboring

TSVs. Faraday’s law implied as (Equation 5.8):

βtot =
N
∑

i=1

Vcoupl,i =
N
∑

i=1

Mv,i
dIi
dt

(5.8)

where

• N is the total number of aggressors.

• Vcoupl,i is the voltage coupled on the victim by ith aggressor, assuming all other

aggressors have constant current.

• Mv,i is the mutual inductance between ith aggressor and victim TSVs. Mv,i is
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calculated from Equation 5.9 [103].

Mv,i =
µ0

2π

[

l ∗ ln

(

l +
√

di
2 + l2

di

)

+ di −
√

di
2 + l2

]

(5.9)

where di is the distance of i
th aggressor from the victim TSV and l is the length

of a TSV.

• Ii is the current of ith aggressor TSV.

The representation of βtot can be further simplified as follows. Assume that the

inductive coupling voltage caused by a single horizontal or vertical neighboring TSV

is βtot, then βtot is equal to α× β, where the parameter α depends on the current flow

direction and arrangement of active neighboring TSVs.

Each victim TSV has four neighbors in horizontal or vertical directions. Fig-

ure 2.5, (shown earlier in Chapter 2), depicts a top view of different geometrical pos-

sibilities of neighbor configurations. Only 4 neighbors are considered to simplify the

analysis. The parameter α equals the algebraic sum of current values in neighbors of

the victim TSV. With only 4 neighbors, α assumes a values in {−4, · · · , 4}. Clearly,

the severity of inductive coupling is higher for larger absolute values of α and the goal

of this chapter is to reduce the current configurations that lead to high values of |α|. In

other words, the higher the sum of neighboring currents, the higher is the inductively

coupled voltage, and higher vulnerability to error.

With the cross section view of TSVs, the current of horizontal and vertical neigh-

bors of a victim TSV are examined to measure the severity of inductive TSV-to-TSV

coupling. The effect of diagonal neighboring TSVs, which causes less mutual coupling
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effect than adjacent TSVs, is not considered in this work.

5.2.3 Coding Scheme

The main contribution of this chapter is to propose a coding scheme to mitigate in-

ductive coupling occurrences by adjusting the sequence of data flits1. The suggested

coding technique replaces larger α values by smaller ones. While the baseline algo-

rithm is intended to show the mitigation gain obtained by using the proposed method,

a variation of the baseline algorithm called “enhanced algorithm” introduces scalability

into the baseline approach.

One possible approach to data manipulation is to perform inversion on a properly-

selected set of input bit streams. For this method, decoding of the received signal

requires knowledge of the location of the bits that have been inverted, inflicting serious

overhead. One workaround for this overhead is to perform inversion on TSV data rows

rather than individual TSV bits. Clearly, this reduction in overhead comes at the cost

of inferior gain.

The outline of baseline algorithm is explained as a two-phase algorithm:

1. In the first phase, each cell decides whether or not to submit inversion requests

to its vertical neighbors (above and below) with the goal of decreasing the sum of

its neighboring currents. Submitting the requests to only two neighbors, rather

than four neighbors, is chosen for the sake of simplicity of the design. These

requests are stored for the future processing.

1flit stands for “flow control unit”
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2. Once all requests have been submitted, cells process their received requests and

decide whether or not to accept inversion. Finally, based on these individual

decisions, each row decides whether or not to grant inversion.

5.2.4 System Model

Assume that the number of bits to be transmitted over TSVs is denoted by LD at each

time slot. The encoded data block is sent over a matrix of TSVs with NR rows and

NC columns, with NR and NC satisfying NR ×NC = LD.

With this convention, the original data to be transmitted at time slot t is repre-

sented by Dt matrix. Similarly, the encoded data that has already been sent at time

t− 1 is represented by D̂t−1.

The current flow direction of each TSV is specified by the modified data already

sent over the TSV, namely d̂t−1 (d̂t−1 is a cell of D̂t−1 matrix). Similarly, d̂t represents

the encoded data bit to be transmitted, while dt means the original bit to be trans-

mitted at time slot t. With this convention and the proposed inversion mechanism, d̂t

will be either dt or d̄t. A simple analysis of the circuitry connected to a TSV reveals

that:

1. If the d̂t−1 = 0 and d̂t = 0, the TSV current will be 0 (#).

2. If the d̂t−1 = 0 and d̂t = 1, the TSV current will be 1 (⊙).

3. If the d̂t−1 = 1 and d̂t = 0, the TSV current will be -1 (⊗).

4. If the d̂t−1 = 1 and d̂t = 1, the TSV current will be 0 (#).
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with ⊙, #, and ⊗ representing current values of 1, 0, and -1, respectively. Conse-

quently, the direction of current can be calculated, if d̂t−1 and d̂t are known. From

the preceding discussion, it is easy to see that the NR×NC matrix C representing the

current of TSVs is equal to:

C(D1, D2) = D2−D1 (5.10)

The key parameter in baseline algorithm is the sum of neighboring TSV current.

Therefore, it is helpful to define an NR × NC matrix P , where the (i, j)th element of

P (Pij) is equal to algebraic sum of neighboring TSV currents. From this definition,

the elements of P can take any values in the set {−4, · · · , 4}.

5.3 Baseline Coding Algorithm

In the proposed coding, each cell (corresponding to each TSV) sends/receives an in-

version request to the cell above or below itself, based on its neighbor condition. These

neighbor cells then decide, based on the received requests, whether or not to honor

the requests. Before delving into the details, the effect of bit inversion on the TSV

current should be examined.

5.3.1 Effect of bit inversion on TSV current

The direction of current passing through a TSV is specified by the previous data bit

which is already sent over the TSV and the data bit to be sent over the TSV, as
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discussed in Section 2.5.1. In the coding algorithm, d̂t = d̄t, if the inversion decision

is taken, otherwise d̂t = dt. The change of current is summarized as follows:

1. In case of no inversion, (d̂t−1, d̂t = dt) = (0, 0) results in #. If an inversion is

performed, i.e. (d̂t−1, d̂t = d̄t) = (0, 1), the current will be ⊙.

2. In case of no inversion, (d̂t−1, d̂t = dt) = (0, 1) results in ⊙. If an inversion is

performed, i.e. (d̂t−1, d̂t = d̄t) = (0, 0), the current will be #.

3. In case of no inversion, (d̂t−1, d̂t = dt) = (1, 0) results in ⊗. If an inversion is

performed, i.e. (d̂t−1, d̂t = d̄t) = (1, 1), the current will be #.

4. In case of no inversion, (d̂t−1, d̂t = dt) = (1, 1) results in #. If an inversion is

performed, i.e. (d̂t−1, d̂t = d̄t) = (1, 0), the current will be ⊗.

It is concluded that # can be changed to both ⊗ and ⊙ (If dt=1 or 0 respectively) by

the inversion of dt, while ⊙ and ⊗ are only changed to #.

5.3.2 Reducing the sum of neighbor currents by inversion

The proposed coding consists of two phases as follows:

Submitting inversion requests

As mentioned previously, the goal of each cell is to see how it can reduce the sum of

its neighbors’ current by inverting the data on neighbor TSVs above and below itself.

Table 5.2 lists all possible forms of requests that can be submitted by a victim TSV

97



⊕ to its neighbors to reduce |α|. The classification is based on various scenarios that

happen for the neighbors above and below of a victim TSV. The proposed actions in

Table 5.2 are based on two factors; first, the upward current flow (⊙) conversion to

downward one (⊗) is not possible. Second, the current change, achieved by inversion

of corresponding neighbor, should be adjusted in such a way that the magnitude of

the sum of neighbor currents decreases. It is easy to verify that the proposed actions

in the table follow these guidelines.

In some of the configurations of Table 5.2, requests are sent to only one of the

vertical neighbors, while in others, the requests are sent to both neighbors. The

former is identified by the word ’only’ in the third column of Table 5.2. The following

example illustrates the necessity of sending a single request to only one of the neighbors.

Consider the following TSV current configuration:

⊙

#⊕#

#

If the neighbor above changes as ⊙ → #, the sum of currents will be 0 which is the

ideal situation. In a similar way, the same result holds if only the neighbor below

changes as #→ ⊗.

It is desirable to have a simple decision rule rather than a lookup table in order

to figure out when to submit an inversion request. The entire set of proposed requests

in Table 5.2 is summarized in a very simple form.

1. For a cell (i, j) with P [i][j] > 0, if the data of target neighbor is 1 and current

of that neighbor is not -1 (⊗), send an inversion request to that neighbor.
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Table 5.2: Reducing the sum of neighbor currents by inverting vertical neighbors

|α| Typical patterns Inversion request to vertical neighbors

1

#

⊙⊕#

#

only one #→ ⊗

⊙
#⊕#

#

only one of these: #→ ⊗ or ⊙ → #

⊗
⊙⊕⊙

#

#→ ⊗

⊙
⊗⊕⊙

#

only one of these: #→ ⊗ or ⊙ → #

⊙
⊙⊕#

⊗
⊙ → #

⊙
⊗⊕#

⊙
only one ⊙ → #

2

⊙
#⊕#

⊙
⊙ → #

⊙
⊙⊕#

#

⊙ → # and #→ ⊗

#

⊙⊕⊙
#

#→ ⊗

⊙
⊙⊕⊗
⊙

⊙ → #

⊙
⊙⊕⊙
⊗

⊙ → #

3

⊙
⊙⊕#

⊙
⊙ → #

⊙
⊙⊕⊙

#

⊙ → # and #→ ⊗

4
⊙
⊙⊕⊙
⊙

⊙ → #

2. For a cell (i, j) with P [i][j] < 0, if the data of target neighbor is 0 and current

of that neighbor is not 1 (⊙), send an inversion request to that neighbor.
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The result of such decision is stored in two NR × NC matrices, called “Request

From Above” (RFA) and “Request From Below” (RFB). The elements of these

matrices are either 0 or 1. If RFA[i][j] is 1, it means that the cell at (i, j) has received

an inversion request from the cell above itself. RFB is defined similarly. RFA and

RFB are initialized to 0 before any operation. Also, note that the first (last) row does

not receive any requests from above (below).

Processing inversion requests

Once all inversion requests are submitted and cells with mutually exclusive requests

are marked, the inversion decision is made. One possible technique for cell (i, j) is to

grant such an inversion request only if RFA[i][j] = 1 and RFB[i][j] = 1. Since the top

row and bottom row do not have any neighbors above and below them respectively,

the first row of RFA and the last row of RFB are set to 1 in order to avoid decision

conflicts with the proposed approach.

Once RFA and RFB are finalized, they are combined as an intention matrix

Imat = AND(RFA,RFB). If Imat[i][j] = 1, the data bit of cell (i, j) is marked for

inversion. Since the final inversion is row-based rather than cell based, an intention

vector Ivec (of size NR × 1) is constructed from Imat.

If the number of 1’s are greater than the number of 0’s, row i is selected to be

inverted, and Ivec[i] is set to 1. Ivec is initialized to zero.
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Algorithm 5.1. Summary of baseline algorithm

1: Take D̂t and Dt as inputs
2: Construct C by C = Dt − D̂t−1

3: Construct matrix P by setting its (i, j)th element P [i][j] equal to the algebraic
sum of the currents of neighbors of TSV (i, j)

4: Initialize RFA and RFB to 0. Then set the first row of RFA and the last row of
RFB to 1

5: for all i and j, i 6= NR, set RFB[i][j] = 1 if the OR of following conditions are
true do

6: P [i+ 1][j] < 0 and Dt[i][j] == 0
7: P [i+ 1][j] > 0 and Dt[i][j] == 1
8: end for
9: for all i and j, i 6= 1, set RFA[i][j] = 1 if at least one of the following conditions

holds do
10: P [i− 1][j] < 0 and Dt[i][j] == 0
11: P [i− 1][j] > 0 and Dt[i][j] == 1
12: end for
13: Imat = AND(RFA,RFB)
14: Ivec[i] =

∑NC

j=1 I
mat[i][j] for all i ∈ {1, · · · , NR}.

15: Ivec[i] = 1(Ivec[i] ≥ NC/2), where the identity function 1 returns 1 when its
argument is true, and returns 0 otherwise.

16: D̂t[i][1...NC ] = XOR
(

Ivec[i], Dt[i][1...NC ]
)

for all i’s

5.3.3 An Example of Baseline Agorithm

Suppose that the previously transmitted data and the unmodified current data are:

D̂t−1 =



















0 1 1 1

1 0 0 0

0 1 0 0

1 0 0 1



















, Dt =



















1 0 0 0

1 0 1 1

0 1 0 0

0 1 1 1



















101



If Dt is transmitted, the current matrix and the corresponding P matrix will be:

C =



















1 −1 −1 −1

0 0 1 1

0 0 0 0

−1 1 1 0



















=



















⊙ ⊗ ⊗ ⊗

# # ⊙ ⊙

# # # #

⊗ ⊙ ⊙ #



















P =



















−1 0 −1 0

1 0 0 0

−1 1 2 1

1 0 1 1



















In this case, the number of cells with P = 0 through P = 4 is 6, 9, 1, 0, and 0,

respectively. Now, suppose that the baseline algorithm is applied to (Dt, D̂t−1). RFA

and RFB will hold the following values:

RFB =



















1 0 0 0

0 0 1 1

0 0 0 0

1 1 1 1



















, RFA =



















1 1 1 1

0 0 0 0

0 0 0 0

1 1 1 1


















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Then, the Imat and the corresponding Ivec are:

Imat =



















0 0 0 0

0 0 0 0

0 0 0 0

1 1 1 1



















, Ivec =



















0

0

0

1



















Which results in the inversion of last row of Dt:

D̂t =



















1 0 0 0

1 0 1 1

0 1 0 0

1 0 0 0



















With this inversion, the new current and P matrix will be:

C =



















1 −1 −1 −1

0 0 1 1

0 0 0 0

0 0 0 −1



















, P =



















−1 0 −1 0

1 0 0 0

0 0 1 0

0 0 −1 0



















Note that after inversion, the count of cells with P = 0 through P = 4 is 11, 5, 0, 0,

and 0, respectively: While the number of cells with P = 0 has grown from 6 to 11, the

number of cells with P = 1 and P = 2 has dropped from 9 to 5 and from 1 to 0.
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Figure 5.3: Evaluating the efficiency of baseline algorithm for an 8× 8 TSV bus with
PARSEC data traffic. For each workload the left bar represents the uncoded and the
right bar shows the coded approach results.

5.4 Baseline Agorithm Evaluation

In order to evaluate the efficiency of the proposed code, a long random sequence of

bits is input into two systems: one with encoder, and the other without encoder. Also,

in order to have a comprehensive evaluation of the baseline algorithm, PARSEC [11]

benchmark memory traces captured using PIN instrumentation tool [39] are utilized

as a real-world data traffic. Denote the class of cells with |Pij| = 0, · · · , 4 by ψk for

k = 0, · · · , 4. Then, the relative occurrence frequency (denoting by F (i)) of all ψi’s

are counted for different i’s. Comparing the occurrence frequency diagrams of the two

systems shows whether the proposed coding lowers the occurrence of ψi’s with larger i.

If such a decline is observed, the result is a decrease in inductive coupling, as discussed

earlier.

Figure 5.4a and Figure 5.3 show the relative occurrence of different ψis for an
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(a) (b)

Figure 5.4: Evaluating the efficiency of baseline algorithm for an 8× 8 TSV bus with
random data traffic.

8× 8 TSV bus in both uncoded (left bar) and coded (right bar) system with random

and PARSEC benchmark data traffic, respectively. In Figure 5.4a, there are 5 pairs

of columns, where the left column of each column pair belongs to the uncoded system

and the right column belongs to the coded system.

As it can be observed in Figure 5.4 , the relative frequency of occurrence of ψi’s

with large i ≥ 2 has decreased. Furthermore, the relative frequency of occurrence of ψi

remains almost the same. Importantly, the relative frequency of occurrence of ψ0 has

increased. Figure 5.4b depicts the ratio of right columns to the left column of column

pairs of Figure 5.4a, to emphasize the change of relative frequency of occurrence of

different ψi’s.
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Figure 5.5: ICM gain versus number of columns

5.4.1 Evaluation Metrics

Apart from the visual conclusion, it is possible to define a scalar measure to quantify

the effectiveness of the proposed coding. One possible solution is to form a weighted

sum of relative frequencies, where the weight of the relative frequency of ψi is taken to

be i, to impose a penalty on high values of i. Consequently, the lower the value of this

measure, the better is the efficiency. Inductive Coupling Mitigation (ICM) metric is

defined, as indicated by µ in Equation 5.11, to evaluate the efficiency of the proposed

algorithm.

µ =
4
∑

i=0

i.F (i) (5.11)

The “ICM gain” of the coding algorithm is also quantified as the ratio of “change
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in µ due to coding” to the “µ of uncoded system”:

ν =
|µuncoded − µcoded|

µuncoded

(5.12)

Applying this measure to the result of Figure 5.4 shows that the ICM measure changes

from 0.99 to 0.78, which results in a 21% ICM gain.

Finally, the proposed coding imposes an overhead for data transmission. In order

to transmit LD bits over an NR×NC TSV matrix (LD = NR×NC), an additional NR

bits are required to transmit Ivec alongside the modified data. Thus, the overhead is

written as:

η =
NR

N = NRNC

=
1

NC

(5.13)

5.4.2 Scalability of Baseline Agorithm

It is of interest to analyze the variation of ICM gain ν with TSV bus dimensions NR

and NC . This analysis provides an efficient physical distribution and placement of

TSVs within a vault. For a given bus size NR ×NC and under certain constraints on

ν and η, this information is used to decide on the values of NR and NC .

Figure 5.5 and Figure 5.6 show the gain improvement for the fixed number of

rows (columns) as the number of columns (rows) grows. It is observed that increasing

both NR and NC decreases ν; however, the negative effect of increasing NC is more

severe than the effect of increasing NR. Figure 5.7 illustrates an instance of this fact

by comparing ν for the two cases of NR = 4 and NC = 4. It is observed that at each
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Figure 5.6: ICM gain versus number of rows

fixed bus size, the ICM gain is better when the number of columns has a fixed value.

In the following, the observed variation of ν with NC and NR are justified. A

rigorous justification of the variation of ν with NC and NR requires calculating the

values of F (i) [for i = 0, · · · , 4] for the coded system. However, this calculation

requires analyzing a very large scale Markov chain which is outside the scope of this

thesis. Consequently, the indirect methods are used to justify the observed behavior.

Justification of NC effect on ICM gain

An indirect approach for examining the impact of NC on ν is to calculate the proba-

bility of row inversion. Given the algorithm, it is reasonable to assume that adjacent
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Figure 5.7: ICM gain and corresponding information redundancy for the same number
of bits in a bus with column or row growth

cells in a row are marked independently for inversion, i.e.:

P(Imat
i,j = 1 | {Imat

i,n , n ∈ {1, · · · , NC}\{j}}) ≈ P(I
mat
i,j = 1)

where P represents probability of its argument, “\” stands for set complement opera-

tor, and Imat
i,j denotes the element of Imat at row i and column j . With the assumption

of same inversion probability for all cells (data bits) Pinv,cell, and given the fact that

a row is inverted only when more than half of its cells are marked for inversion, the
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probability of row inversion is represented by Equation 5.14.

Pinv,row =
Nc
∑

i=⌈Nc/2⌉

(

Nc

i

)

(Pinv,cell)
i(1− Pinv,cell)

Nc−i (5.14)

Figure 5.8 shows Pinv,row as a function of NC for different values of Pinv,cell. It

is observed that when Pinv,cell < 0.5, Pinv,row decreases with NC . Combining this

observation with the fact that Pinv,cell < 0.5 for baseline algorithm , it is concluded that

increasing NC decreases Pinv,row within the proposed algorithm. As Pinv,row decreases,

the code is less frequently employed, and this reluctance for engaging the inversion

mechanism deprives the system of the ICM gain promised by coding. Consequently,

the observed descending trend of ICM gain with the increase of NC is justified.

In practice, those cells that are closer to the border and corners have higher

probability of inversion. To elaborate, Pinv,cell is a function of probability of 0’s and 1’s

in the input bit stream and the location of the cell. Consequently, the calculation of

row inversion probability in Equation 5.14 is not accurate enough. However, as long as

the maximum cell inversion probability of the cells in a row is less than 0.5, the same

descending trend of row inversion probability with NC is observed (see Figure 5.8).

Justification of NR effect on ICM gain

The effect of NR on ν is examined in a similar fashion. The highest probability of row

inversion belongs to rows 1 and NR, while rows 2 and NR−1 have lower probability of

inversion, and the lowest probability belongs to rows 3, 4, · · · , (NR− 2). Denote these

probabilities by P
(1,NR)
inv,row, P

(2,NR−1)
inv,row , and P

(3···NR−2)
inv,row . Assuming that rows are inverted
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independently, the average of the ratio of inverted rows (for NR ≥ 4) to NR is shown

in Equation 5.15.

Ninv =
2

NR

P
(1,NR)
inv,row +

2

NR

P
(2,NR−1)
inv,row + (1−

4

NR

)P
(3···NR−2)
inv,row (5.15)

By calculating the sensitivity ofNinv toNR, i.e. (dNinv/dNR)/(Ninv), it is possible

to indirectly justify the effect of NR on ν:

dNinv/dNR

Ninv

−2
N2

R

P
(1,NR)
inv,row + −2

N2

R

P
(2,NR−1)
inv,row + 4

N2

R

P
(3···NR−2)
inv,row

2
NR
P

(1,NR)
inv,row + 2

NR
P

(2,NR−1)
inv,row + (1− 4

NR
)P

(3···NR−2)
inv,row

=
1

NR

O(1) (5.16)

where O(1) represents a scalar of order 1. For NR > 10, this ratio is very small

and keeps getting smaller for large NR. This reduction in sensitivity means that the

average fraction of inverted rows remains almost constant and the ICM gain does not

decrease significantly. This justifies why increasing the number of rows does not have

a noticeable impact on the ICM gain.

While the discussion so far suggests that a minimal value of NC is beneficial as

long as the only parameter of interest is the ICM gain ν, low values of NC lead to a

higher value of overhead, since the overhead is given by 1/NC .

5.5 Enhanced Coding Algorithm

In some 3D-IC devices, a large bus size and high ICM gain are required simultane-

ously. 3D stacked-DRAM is an example, in which the size of TSV data bus typically
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Figure 5.8: Probability of row inversion versus number of cells in a row

exceeds hundred bits. As discussed before, the ICM gain drops as NR or NC increases.

This means that the proposed coding is not scalable and may not be able to provide

sufficient ICM gain for applications such as 3D stacked-DRAM with large bus sizes.

A partitioning scheme is proposed in the following section to make the ICM gain of

the proposed coding scalable for larger bus sizes.

5.5.1 Partitioning Approach

Given that the ICM gain of baseline algorithm is significant for a small bus size, in this

chapter an approach is proposed to make a large bus size gain-scalable by partitioning

the large NR × NC matrix of TSVs into q × p sub matrices of size NR/q and NC/p

and apply the coding on all sub matrices independently, resulting in an enhanced

algorithm. With this method, the ICM gain of NR ×NC network is equal to the ICM

gain of an (NR/q) × (NC/p) network at the cost of increased information overhead.

Denoting the ICM gain and overhead of an m× n with a q × p partitioning, the new

112



ν(m,n, q, p) and η(m,n, q, p) are presented by Equation 5.17:

ν(m,n, q, p) = ν(
m

q
,
n

p
, 1, 1) (5.17)

η(m,n, p, q) =
p.q.NR

q

NR.NC

=
p

NC

= p.η(m,n, 1, 1)

A column partitioning is considered here for the following reasons, i.e q = 1, instead

of row or row-column partitioning. First, the impact of NC on ν is more severe than

the effect of NR on ν, as discussed in Section 5.4.2. Therefore, performing partitioning

on columns is preferable. Second, row partitioning does not offer substantial gain

improvement because of the insensitivity of ν to NR. In column partitioning approach,

the same ICM is obtained as reported for a small matrix while the overhead is the

same as that of increasing rows.

A general benefit of partitioning is to make parallel implementation possible,

resulting in a faster encoder architecture. The factor of parallelism is equal to the

number of partitions.

5.5.2 Enhanced Algorithm Evaluation

The ICM gain and overhead of enhanced and baseline algorithms are compared in

Figure 5.9 and Figure 5.10. The row scaling approach (constant NC) offers a consistent

ICM gain, but suffers from a constant high amount of overhead regardless of the bus

size. On the other hand, the column scaling approach (constantNR) improves overhead

as bus size increases, but causes a dramatic decline in the ICM gain. The enhanced
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Figure 5.9: ICM gain for the same bus size with different partitions (P) vs row (NR)
growth

Figure 5.10: Information redundancy overhead rate for the same bus size with different
partitions (P) vs row (NR) growth

algorithm combines the high ICM gain of row-scaling approach with the low overhead

of column scaling approach.
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5.5.3 Hardware Synthesis Results

The encoder of both proposed coding algorithms is synthesized by Synopsys Design

Compiler using 28nm TSMC library (1.05V, 25 ◦C) to report latency, power consump-

tion, and area. Decoder component is the same for both of the proposed baseline and

enhanced algorithms. The overhead is also negligible as compared to the encoder unit

in terms of latency, power consumption, and area, since it is composed of a simple

comparator and a mix of inverter gates.

A TSV data bus with variable size is also modeled in HSPICE. The TSV model

in [62] is used to capture the inductive TSV-to-TSV coupling effect.

At each step of hardware implementation, inversion requests of a single TSV

row are processed. Therefore, the latency of the encoder is constrained by TSV row

size. The latency of row scaling is observed to be higher than the latency of column

scaling, as illustrated in Table 5.3. In partitioning method, the number of columns

in a partition decreases as the number of partitions increases, reducing the overall

processing latency. This is because all the smaller partitions are evaluated in parallel.

For example, for a 512 TSV bundle, the latency of encoder with 8 partitions is almost

50% of the one with one partition.

A larger bus size needs more complex combinational logic and memory units, re-

sulting in higher power consumption and area footprint, as depicted in Figure 5.11 and

Figure 5.12. However, partitioning the columns of TSVs, the hardware complexity de-

clines as fewer net wirings and logic components are needed. Figure 5.11 demonstrates

the decreasing trend in area for the same bus size, as the partitioning factor grows.
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Figure 5.11: Encoder silicon area

Figure 5.12: Proposed encoder power consumption versus TSV bus size

A TSV with 512 bits and 8 partitions occupies almost 20% of the area for the same

bandwidth with one partition, as reported in Figure 5.11. For example, the power

consumption of encoder in 512 bundle of TSVs with 8 partitions is almost 20% of the

same bandwidth with one partition, as shown in Figure 5.12. Applications with more

number of partitions have less power consumption due to hardware size reduction.
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Table 5.3: Proposed encoder latency versus TSV bus size (ps)

Bus size
NC=8;NR=LD/NC NR=8;NC=LD/NR

P=1 P=1 P=2 P=4 P=8
128-bit 144 207 147 112 97
256-bit 203 295 207 144 118
512-bit 639 283 219 221 151

5.6 Summary

Although 3D-NoC is a promising solution for exascale computing, its vulnerability to

inductive TSV-to-TSV coupling has not been extensively studied. In this chapter, a

coding algorithm is proposed to mitigate inductive TSV-to-TSV coupling after char-

acterizing such issue by modifying input data stream. The ICM of the algorithm is

then gauged in terms of various metrics such as mitigation measure, ICM gain, and

data overhead. It is observed that the algorithm provides a significant ICM gain for

relatively small bus sizes, while it suffers from a descending trend in performance as

bus size increases.

With large bus size applications such as 3D-NoC, a partitioning approach is

added to the algorithm to make it scalable with bus size. At the cost of reasonable

overhead, significant ICM gain is obtained even in the case of large bus sizes. In

addition to ICM gain and overhead, other practical issues such as power consumption

and silicon area are also reported. It is observed that the coding approach promises

lower power consumption and silicon area while providing considerable ICM gain for

large bus sizes.
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Chapter 6

Capacitive TSV Coupling

Mitigation

In this chapter, two methods to mitigate TSV-to-TSV capacitive coupling are pre-

sented. These methods use information redundancy; basically, encoding/decoding

algorithms are devised.

6.1 Introduction

The capacitance coupling between TSVs depends on the permittivity of the oxide, TSV

geometry, the arrangement of surrounding TSVs, and body contacts places. TSV-to-

TSV Capacitive Coupling (TTCC) is considered in this chapter as one of the major

issues of 3D-IC design. I have previously proposed solely TSV-to-TSV inductive cou-

pling aware coding for both low and high bandwidth application [28, 112], but they
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are not proper for TTCC. Based on the analysis done in this thesis, the TSV configu-

ration pattern which is the most interference-free in inductive and capacitive coupling

analyses are different.

In this chapter, two TTCC mitigation coding methods for small and large 3D-IC

bandwidths with affordable overhead are proposed. The proposed methods are scalable

to support any n×n number of TSVs without limiting any specific data patterns. The

main contributions of this work are:

• To introduce the worst class of TTCC by a circuit-level analysis.

• To devise a baseline and an enhanced system-level method to mitigate the

TTCC effect for smaller and larger bandwidths.

• To evaluate the efficiency and overhead of both proposed methods.

6.2 Proposed coding approaches

The main goal of the proposed TSV-to-TSV Capacitive Coupling Mitigation Algorithm

(TCMA), is to reduce the probability of 7C and 8C parasitic capacitance patterns by

adjusting the transmitting data bits. Mitigation is chosen since eliminating all 7C and

8C parasitic capacitance requires a complex coding approach which is not scalable for

any size of TSV meshes [58]. In this section, the baseline TCMA is discussed for small

interconnections and then issues of the baseline method for large interconnections are

highlighted. Finally, the enhanced TCMA is presented which supports large mesh of

TSVs.
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6.2.1 Baseline TCMA

The TTCC is a data-dependent effect, as described earlier in Chapter 2. The basic idea

of the baseline TCMA is to encode, if necessary, the consecutive data bits transmitting

over the TSVs in order to mitigate the frequency of 7C and 8C parasitic capacitance.

This method does not limit any pattern of data transmission bits by encoding them

before transmission and decoding them in receiver side, if needed. The inversion oper-

ation is chosen as a simple but light and efficient practical coding method in TCMA in

order to keep the overhead low, while mitigating TTCC noise. In a mesh of TSVs, a

single bit per row is needed in TCMA to determine whether the inversion process is

needed or not at the receiver side. TCMA stores the last transmitted data bit of each

TSV and compares it with the available data bit which has not been transmitted yet.

The current direction matrix of all TSVs is generated by comparing these successive

data bits. Then the parasitic capacitance for each of TSVs are calculated based on

the the current flow of its neighbor TSVs. Each row of 2D array of TSVs including

8C or 7C parasitic capacitance values is nominated for the data encoding process. By

encoding the ready to transmit data bits, 8C parasitic capacitance will be converted

to 4C, and 7C parasitic capacitance will be turned into1C or 2C, in this method.

6.2.2 Enhanced TCMA

Although the baseline TCMA reduces the quantity of 8C and 7C parasitic capacitance

values, but it may have some undesirable side effects by converting a row of data bits.

For some special data patterns, converting a single row of data bits may unintentionally
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Figure 6.1: Probability of bad configuration occurrence

generate 8C or 7C parasitic capacitance values, which happens in a mesh of TSV with

more than 3 rows or 6 columns. These special cases are referred as bad configuration in

the rest of this chapter.

A bad configuration is a subset of TSV mesh which potentially generates unex-

pected 8C or 7C parasitic capacitance values by converting a single row of data bits.

In more details, the row encoding affects the other data bits of the same row or the

data bits in predecessor or successor rows in 2D matrix of TSVs. However, since the

probability of bad configuration occurrence is low, specially for smaller matrices of

TSVs, the baseline coding is still efficient for smaller data buses (less than 64 bits)

which are considered in 3D-NoC. Figure 6.1 shows the probability of bad configuration

occurrences in different mesh size of TSVs. This experiment is done by running Monte

Carlo simulations for 10000 iterations for various row/column dimensions. According

to experimental results, the reported percentage of bad configuration for all of the

experimented dimensions is less than 2%.
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Table 6.1: Current flow of TSVs before and after encoding

Sent data Ready to send data CFbiCFbiCFbi CFaiCFaiCFai

0 0 # ⊙
0 1 ⊙ #

1 0 ⊗ #

1 1 # ⊗

However, the baseline coding is not scalable for larger data buses (more than 64

bits) which are applied in 3D memory applications according to the increasing trend

in Figure 6.1. The enhanced version of TCMA is devised for these sorts of application

to make sure the encoding process of a selected TSV data bit does not worsen the

total capacitive coupling.

Table 6.1 summarizes the TSV current flow direction before and after encoding its

ready to send data bit. CFbi shows the current flow of TSV before inverting the ready

to send data, while CFai represents the current flow of TSV after inversion. Based

on this table, an inactive TSV current flow (#) may convert to active TSV (either

⊙ or ⊗), while an active TSV (either of the ⊙ or ⊗) is converted into an inactive

one (#) after inverting the ready to send data bits. Based on the analysis, a bad

configuration occurs in five cases, while two of them are potential to generate unwanted

8C parasitic capacitance and the other three may generate unwanted 7C parasitic

capacitance. They are called bad config8 1, bad config8 2, bad config7 1, bad config7 2,

and bad config7 3. Figure 6.2 illustrates these five cases in top view of 2D array of

TSVs in a 3x3 mesh of TSVs. The candidate row for inversion is recognized by dashed

lines in this figure. It also shows the parasitic capacitance value of middle TSV in

the recognized row by dashed lines before and after encoding process. Each of these

bad configurations affects the result of baseline coding with some conditions which are
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discussed in the next.

3C on TSV5 before 
encoding

7C on TSV5 after 
encoding

1 2 3

4 5 6

7 8 9

1 2 3

4 5 6

7 8 9

(a) bad config7 1

1C on TSV5 before 
encoding

7C on TSV5 after 
encoding

1 2 3

4 5 6

7 8 9

1 2 3

4 5 6

7 8 9

(b) bad config7 2

6C on TSV5 before 
encoding

7C on TSV5 after 
encoding

1 2 3
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7 8 9

1 2 3

4 5 6

7 8 9

(c) bad config7 3

2C on TSV5 before 
encoding

8C on TSV5 after 
encoding
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1 2 3
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7C on TSV5 before 
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8C on TSV5 after 
encoding
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4 5 6
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(e) bad config8 2

Figure 6.2: Potential configurations to generate 7C and 8C parasitic capacitance

In the baseline method and in case of encoding, the 3C parasitic capacitance, if

any, is converted into 7C (see Figure 6.2a) by encoding the second row of 2D array of

TSVs with following four conditions:

• There are exactly two inactive TSV next to each other in potential row for
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encoding process as in TSV5 and TSV6.

• TSV2 and TSV8 are active with the same current direction.

• The current direction of TSV6 after encoding should be the same as the current

direction of TSV2 and TSV8.

• The current direction of TSV5 should be reverse of the current direction in TSV2,

TSV6, and TSV8 after encoding.

The 1C parasitic capacitance is converted into 7C (see Figure 6.2b) by encoding

the second row of 2D array of TSVs with following four conditions:

• There are at least three inactive TSV next to each other in potential row for

encoding process as in TSV4, TSV5, and TSV6.

• Either of TSV2 or TSV8 is inactive and the other should be active.

• The current direction of TSV4 and TSV6 after encoding should be the same as

the current direction of either TSV2 or TSV8 which was active.

• The current direction of TSV5 after encoding should be reverse of the current

direction of TSV4, TSV6, and either TSV2 or TSV8 which was active.

The 6C parasitic capacitance is converted into 7C (see Figure 6.2c) by encoding

the third row of the 2D array of TSVs with following four conditions:

• In capacitive matrix there is a 6C parasitic capacitance in preceding row which is

selected for encoding in a way that TSV5 has reverse current direction of TSV2

and either of TSV4 or TSV6.
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• TSV8 which is in the nominated row for encoding is inactive.

• One of TSV4 or TSV6 is inactive and the other should should be active with

reverse current direction of TSV5.

• The current direction of TSV8 after encoding should be same as current direction

of TSV2 and either of TSV4 or TSV6 which was active.

The 2C parasitic capacitance is converted into 8C (see Figure 6.2d) by encoding

the second row of 2D array of TSVs with following four conditions:

• There are at least three inactive TSVs beside each other in potential row for

encoding process like TSV4, TSV5, and TSV6.

• TSV2 and TSV8 are active with same current direction.

• The current direction of TSV4 and TSV6 after encoding should be the same as

the current direction of TSV2 and TSV8.

• The current direction of TSV5 should be reverse of the current direction in TSV2,

TSV4, TSV6, and TSV8 after encoding.

The 7C parasitic capacitance is converted into 8C (see Figure 6.2e) by encoding the

third row of 2D array TSV, if the following conditions are satisfied:

• In capacitive matrix there is a 7C parasitic capacitance in predecessor row which

is selected for encoding. The inactive TSV should be also in the selected row for

encoding.
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Algorithm 6.1. Enhanced TCMA coding algorithm

1: AMAT ← Sent data bits
2: BMAT ← To be sent data bits
3: CMAT ← Current direction of each TSV generated by AMAT & BMAT
4: CAPMAT ← Capacitive parasitic noise of each TSV generated by CMAT
5: INV ← Redundant vector for inversion process decision at receiver side
6: for each R ∈ Rows do
7: for each C ∈ Columns do
8: if CAPMAT[R][C] == 8 or CAPMAT[R][C] == 7 then
9: 78C counter ++

10: end if
11: if (there is a bad configuration bad config7 1 or bad config7 2 or

bad config7 3) then
12: bad config7 counter ++
13: end if
14: if (there is a bad config8 1 or bad config8 2) then
15: bad config8 counter ++
16: end if
17: end for
18: if (78C counter > bad config7 counter + bad config8 counter) then
19: Encode the BMAT[R]
20: INV[R]=1
21: end if
22: end for

• TSV8 has the reverse current direction of TSV5 after encoding process.

The probability of bad configuration presence in a mesh of TSVs is very low since

all the discussed conditions should be satisfied simultaneously. However, the goal of the

enhanced TCMA, which is summarized in Algorithm 6.1, is to guarantee the encoding

process will not worsen the total number of 7C and 8C parasitic capacitance in a 2D

array of TSVs. In the enhanced version of TCMA , the encoding process will be done

if the total number of 7C and 8C parasitic capacitance in capacitive matrix is higher

than the total number of bad configuration in each row.
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Ready to send data

Sent data

0   0 0   0   1   1   1   1   1   0   
0   1   0   1   0   1   0   1   0   1
0   0   0   0   1   1   1   1   1   0
1   0   0   1   1   0   0   0   0   1
0   1   0   0   1   0   1   0   1   0
0   0   1   1   0   1   0   0   0   0
0   0   0   0   1   0   0   1   0   0

0   1   0   1   0   0   0   0   0   0   
1   0   1   1   0   1   0   1   0   1
0   1   0   1   0   0   0   0   0   0
1   1   0   1   1   1   1   1   1   1
1   0   1   0   0   0   1   0   1   1
0   0   0   0   1   0   0   0   0   0
0   0   0   0   0   1   0   0   0   0

INVbaseline = 

0   
1   
0   
0
1
1
0   

INVenhanced = 

0   
0   
0   
0
0
0   

CMAT = 

CAPMAT = 

2   4 3   4   3   1   1   1   2   1   
4   8   5   3   2   2   2   2   2   0
2   4   3   5   4   3   3   3   4   1
2   4   2   1   3   4   3   3   4   2
4   7   6   3   5   3   1   1   2   3
1   2   4   4   8   6   1   1   0   1
0   0   1   2   5   5   2   3   1   0

BMAT + INV

BMATPrevious

bad_config8_1bad_config7_1
bad_config7_3 after encoding 

5th row of BMAT 

bad_config7_2/bad_config8_2  after 
inverting 5th row of BMAT 

(a) Example of baseline and enhanced TCMA

CAPMAT = 

1   3   2   5   4   0   2   0   3   2   
0   2   1   7   8   4   8   4   8   4
1   3   2   6   5   2   4   2   5   2
1   3   1   2   2   3   4   2   5   1
1   2   1   4   2   4   8   4   7   2
2   3   1   1   1   3   4   2   3   2
1   1  0   1   4   4   3   4   2   1

CMAT = 

(b) CMAT and PMAT after
baseline TCMA

Figure 6.3: An example of baseline algorithm issues

6.3 TCMA Elaboration and Evaluation

Figure 6.3a illustrates an example of the baseline and enhanced algorithms for 7× 10

given AMAT and BMAT matrices. These matrices and the ones which are used in

following sentences are defined in Algorithm 6.1. This dimension has been chosen to

show the advantages of the enhanced approach over the baseline technique for higher

bandwidth data buses. First, the CMAT and then the CAPMAT matrices are gener-

ated from the transmitted (AMAT) and to be transmitted (BMAT) data lines. Then,

CAPMAT is generated from CMAT by counting the total mutual capacitive parasitic

difference between each TSV and its adjacent neighbors. The INV matrix is evaluated

in the receiver side to extract the original data values if they are encoded. INVbaseline

of this example shows that the second, fifth, and sixth rows of the BMAT matrix have

been encoded since there are 8C or 7C parasitic capacitance values in these rows of

CAPMAT matrix. Since the number of 7C and 8C parasitic capacitance are not higher

than the number of bad configuration in enhanced method, the INVenhanced shows none
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of the rows the BMAT has been encoded. Figure 6.3b represents the updated CMAT

and CAPMAT matrices in the baseline approach after encoding the second, fifth,

and sixth rows of BMAT matrix in which the total number of 7C and 8C parasitic

capacitance increases from 3 to 6. This example illustrates all 5 possible bad configu-

rations. The bad config7 1 and bad config8 1 are depicted in second row of CMAT in

Figure 6.3a, resulting in three 8C and one 7C after encoding second row of BMAT.

The bad config7 2 of fifth row is highlighted in CMAT matrix of Figure 6.3a. After

encoding fifth row of BMAT, the undesirable 7C will be generated in CAPMAT[5][7],

which is also bad config8 2. Furthermore, encoding fifth row of BMAT generates a

bad config7 3 in CAMPMAT[5][9]. Since the encoding decision is supposed to be made

row by row in one direction (from top to bottom in this example) or reverse, the un-

wanted generated 7C and 6C in fifth row of CAPMAT are potential to generate 8C

and 7C, respectively by encoding the sixth row of BMAT. Due to the presence of 8C

in sixth row of CAPMAT, it is selected for encoding process and both of bad config7 3

and bad config8 2 generate undesirable 8C and 7C in fifth row of CAPMAT which is

shown in Figure 6.3b. However, the enhanced algorithm prevents these bad effects by

predicting them.

To evaluate the advantages of the baseline TCMA for smaller mesh size, Monte

Carlo simulations for 10000 iterations on different sizes of TSV mesh are examined.

The total number of 7C and 8C parasitic capacitance before and after applying the

baseline TCMA for different mesh size of TSVs is shown in Figure 6.4. It is depicted

that the mitigation rate of 7C and 8C parasitic capacitance after applying the base-

line TCMA are almost 98%, 94%, and 90% for 4 × 4, 6 × 6, and 8 × 8 TSV meshes.

The information redundancy of the baseline TCMA method for these sizes of mesh of
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Figure 6.4: Number of 7C/8C for random data bit patterns in small mesh of TSVs

TSVs are 25%, 16%, and 12%. However, the mitigation rate of the baseline TCMA is

increased for large mesh of TSVs, as expected. This is because of the probability of

bad configuration occurrence rises by increasing the sizes of TSV meshes. The Monte

Carlo simulations for 10000 iterations for larger mesh of TSVs are also examined for

both baseline and enhanced TCMA to show the advantages of enhanced TCMA. Al-

though the mitigation rate of total number of 7C and 8C parasitic capacitance values is

increasing by using larger mesh of TSVs, enhanced TCMA prevents encoding process

if the result is worsen. This is shown in Figure 6.5a, in which the mitigation rate of

7C and 8C parasitic capacitance occurrence by applying enhanced TCMA are always

higher than baseline approach. PARSEC benchmark [11] as a realistic data traffic for

large size of mesh of TSVs are also applied to check the performance of the baseline

and enhanced TCMA. Memory traces of PARSEC applications have been employed

in this experiment, which are extracted by the PIN tool [39], a dynamic binary in-

strumentation framework for the IA-32 and x86-64 instruction-set architectures. The

total number of 7C and 8C parasitic capacitance values for memory traces of PARSEC
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Figure 6.5: 7C and 8C parasitic capacitance for random and PARSEC applications
data with/without TCMA

Table 6.2: Hardware synthesize results

Mesh size
Baseline Enhanced

Area (µm2) Power (µW ) Area (µm2) Power (µW )

8× 8 918 2340 1096 3000
8× 16 1818 4520 2173 5900
16× 8 2094 5260 2165 5880
8× 32 3321 8840 4331 11700
32× 8 4086 11000 4323 11700

application workloads through the TSVs are reported for a 8 × 32 mesh of TSVs in

Figure 6.5b. The migration rate of TCMA for blackscholes, facesim, vips, and ray-

traces are between 80% to 90%, and for the rest of them is almost 70%. Although

the differences between the mitigation rates of baseline and enhanced TCMA are not

very much, but the result of enhanced method is always better than baseline, as it

is expected. In other words, it is always guaranteed that by applying the enhanced

TCMA the total number of 7C and 8C parasitic capacitance will never be worse off

because of the bad configuration presence.

In order to evaluate the proposed coding methods, the baseline and enhanced
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TCMA encoders are implemented in Verilog and synthesized by Synopsys Design Com-

piler using 28nm TSMC library (1.05V, 25 ◦C). Table 6.2 reports the synthesis results

for power consumption and occupied area. The latency of the enhanced method is

reported by the critical path including: registers latching the adjusted output data

bits toward the feedback input for subsequent CMAT computation. In other words, it

does not depend on the dimension of TSV arrays. According to the logic synthesis, the

latency of the baseline and enhanced TCMA are reported as 69.5ps and 74.9ps for all

given TSV dimensions in Table 6.2. The feasibility of both proposed coding algorithms

are confirmed by considering the gained coupled parasitic capacitance mitigation and

its tangible footprint and power consumption. Decoder units are not implemented

in this experiment since they are only composed of a comparator and a mix of in-

verter gates. They are much lighter than encoder components in terms of area, power

consumption, and latency.

6.4 Summary

Two baseline and enhanced algorithms have been proposed in order to minimize the

TSV-to-TSV capacitive coupling issue. Baseline algorithm is proposed for small mesh

of TSVs which are considered in 3D NoC applications, while enhanced method is sug-

gested for large mesh of TSVs which are more applied in 3D memory applications.

The enhanced method guarantees that the encoding process prevents generating un-

desirable parasitic capacitance values by recognizing all susceptible configurations.

According to experimental results, the baseline method’s mitigation rate is more than

90% for TSV meshes smaller than 10 × 10. The enhanced algorithm mitigates the
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TSV-to-TSV capacitive coupling more than 70% for 8× 32 mesh of TSVs.
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Chapter 7

Asynchronous Architecture to

Avoid TSV Coupling

7.1 Introduction

Many research groups have proposed robust techniques for mitigating TSV-to-TSV

coupling in order to increase the reliability of 3D multiple-stacked ICs. In order to

block the coupling path between data-transmission TSV, grounded TSVs can be added

either surrounding the victim TSV [62] or into the empty spots of the design [98]. How-

ever, these approaches impose large area overhead and design complexity, since the

grounded TSVs are larger than data transmission TSVs [84]. Employing other types of

grounded barriers have also been proposed to minimize area overhead while reducing

the coupling. Utilizing guard rings around the victim TSV to form a stronger dis-

charging path and adopting differential signaling have also been proposed in order to
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improve immunity of design against TSV-to-TSV coupling [84]. However, these meth-

ods limit the TSV placement and arrangement in the fabrication process. A coding

scheme has been suggested for a matrix of TSVs, reducing the maximum crosstalk by

25% [58]. However, this approach is only applicable for capacitive coupling and only

supports a mesh of TSVs with size of 3 × n, limiting the TSV insertion process. In

addition, it imposes around 40% information redundancy with an encoder and decoder

of quadratic circuit complexity.

The goal of this chapter is to design an architecture for Capacitive TSV-to-TSV

Coupling Avoidance (CTCA). In this chapter, first, a scalable approach is devised that

eliminates the worst undesirable parasitic capacitive cases induced by CTTC (larger

than 4C), detailed in Section 7.2. Subsequently, the efficiency of the proposed approach

is demonstrated and justify their practicality through concrete experiments, both in

hardware and system levels, illustrated in Section 7.3.

7.2 CTCA Technique

The main goal of the proposed CTCA approach is to eliminate all the parasitic capac-

itive noises larger than 4C. Eliminating all types of parasitic capacitive noises impose

a complex architecture which is not scalable to applications that need larger number

of TSVs [58, 29]. However, in this chapter, a fast architecture is proposed which im-

plements the dual-rail coding without a tangible overhead. The dual-rail coding is

first explained in this section. Then, the proposed coding architecture is presented

and finally, the characteristics of the proposed architecture in removing parasitic ca-

pacitance noises larger than 4C is discussed.
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7.2.1 Dual-rail Coding Concept

Dual-rail coding is composed of two different states of data transmission: neutral and

valid states. For the valid state, one of the rails is asserted to transmit a ’0,’ while

the other rail is asserted to transmit a ’1’ value. The asserted rail is then reset to

’0’ before the next data value is transmitted, which is called neutral state. In other

words, in this approach data transmission is accomplished through a valid state which

is followed by a neutral state, as shown in Figure 7.1. In this method transferring “11”

symbol through the rails is prohibited [74].
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Data 0 Data 1

Neutral “N” 0 0
Valid “0” 0 1
Valid “1” 1 0
Not allowed 1 1

Figure 7.1: Dual-rail encoding

Four-phased communication protocol is combined with dual-rail coding method

to implement proposed asynchronous communication of the proposed CTCA approach.

For the four-phased protocol, a receive process consists of the following four steps:

1. Wait for the input to become valid.

2. Acknowledge to the sender that the transmission has been accomplished.

3. Wait for the inputs to become neutral.

4. Make the acknowledge signal low.

On the other side a send activity includes four subsequent phases:
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1. Send a valid output.

2. Wait for acknowledge.

3. Make the output neutral.

4. Wait for acknowledge to lower output.

A dual-rail encoding has been employed in such implementation in which the

data channel contains a valid data (token) when just one of two TSV is transferring

data value of ’1’. When the both TSVs are transferring data value ’0,’ the channel

contains no valid data and is called to be in the neutral state. The advantages of

applying dual-rail coding as a CTCA method is discussed in following subsection.

7.2.2 Parasitic capacitance elimination with proposed coding

In dual-rail coding approach, half of the TSVs are always inactive while the other half

are all active with the same current flow direction. This occurs because the source of

all data TSVs are ready to transfer at the same time and also data-rails are in neutral

state between each sequence of data valid states. In the neutral state, all TSVs are

supposed to transfer logic ’0’ value from the sender towards the receiver. Furthermore,

in the valid state the sender value for each TSV changes from ’0’ to ’1’ or it remains

’0’ depending on the value of data bit on the sender side.

Figure 7.2 illustrates TSVs’ current flow in dual-rail coding approach in general

and for a given example with 6-bit bandwidth. Assume there is a data transmission

through dual-rail TSVs from upper to lower level. With this assumption, half of the
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example

Figure 7.2: TSVs’ current flow in dual-rail coding

TSVs’ current flow directions are # and the other half are ⊗ in transition from a

valid to neutral state, while in transition from neutral to valid state half of all TSVs’

currents are # while the other half are ⊙, as shown in Figure 7.2. In this figure, N

stands for neutral state and V represents the valid state. The TSVs’ current flow

is reverse in transitions from neutral to valid and from valid to neutral states, if the

location of sender and receiver are switched.

Figure 7.2b represents the original and their corresponding dual-rail coded values

for a given example with 6-bit bandwidth. As it is shown in Section 7.2.3, 18 TSVs are

needed to transfer 6 data bits in dual-rail approach with the four-phased protocol (12

for data transmission and 6 for handshaking). In this method it is assumed that all
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handshaking TSVs are separated from data transferring TSVs. There is no capacitive

coupling effect among TSVs for transferring data bits and handshaking signals. Fig-

ure 7.2c shows the corresponding 12 data bits for the given 6 bits. Each pair of data bit

patterns separated by dashed lines presents an encoded single data bit. As discussed

earlier, each pair of TSVs are supposed to transfer “00” values in the neutral state,

and “01” or “10” are transferred through TSVs depends on the value in the source

side of TSV (see Figure 7.1). Figure 7.2d represents the current direction of 12 TSVs

after transition from neutral to valid and from valid to neutral states. The presented

example, depicted in Figure 7.2, is the worst possible data bit pattern in which 4C

parasitic capacitance occurs. Similarly, 4C parasitic capacitance is generated for tran-

sition from neutral state to valid state in the worst case. With this protocol that the

current flow of no TSV changes from ⊗ to ⊙ or reverse, the elimination of parasitic

capacitance values larger than 4C is guaranteed. Furthermore, since all data trans-

missions are supposed to be done at the same time, the handshaking TSVs are always

asserted to the same data bit values. Effectively, they are all supposed to transmit ’1’

or ’0’ values from the same sender side simultaneously. Based on this fact, handshak-

ing TSV’s current flow are always similar; no undesirable parasitic capacitance signal

is generated over handshaking TSVs.

7.2.3 Supporting Architecture for Dual-rail Coding

The maximum number of TSVs used in 3D-IC designs is limited due to their large

dimensions as compared to the die size [92, 124]. In order to meet this restriction, the

proposed CTCA approach does not require applying extra TSVs, while it eliminates

the parasitic capacitance noises larger than 4C. This restriction is met despite of the
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fact that three TSVs are required in dual-rail coding to transfer one data bit. As

discussed in Subsection 7.2.1, each data bit is transmitted using two links and one

additional link is utilized for the handshaking process. Therefore, in order to maintain

same communication throughput, while presenting a capacitive coupling tolerant ap-

proach, data transmission through TSVs should be done at least three times faster. In

other words, in each clock cycle at least three data bits should be transferred through

the TSV lines to compensate applying three TSVs per bit in dual-rail coding.

In this thesis, a fast asynchronous link architecture is proposed in order to imple-

ment the dual-rail coding with four-phased protocol which is capable of transferring

four bits per clock cycle. Figure 7.3 illustrates the proposed architecture, in which

four serializer and deserializer are needed to transfer 4 bits in each clock cycle. Two

Globally Synchronous Locally Asynchronous (GALS) wrappers are also required to

handle communication between synchronous and asynchronous islands. In more de-

tail, the serializer is derived by Sync2Async modules and the deserializer is connected

to Async2Sync modules, as shown in Figure 7.3. Also a self-controlled SerDes [24] is

employed in this design between a Sync2Asny and Async2Sync pairs, since they do

not require the clock signal.

These SerDes components are responsible to transmit four data bits at each

clock cycle. The circuit of two GALS wrappers [114], are also shown in Figure 7.4.

The dual-rail encoding and decoding process and synchronization are done in these

wrappers. The State Transition Graph (STG) of the proposed synchronous to asyn-

chronous wrapper is shown in Figure 7.5a. The synchronous to asynchronous interface

waits for the Request signal to rise, driven by synchronous module. The Enable signal

is activated once the Request signal rises while value of the InputAck signal is low.
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Figure 7.3: Dual-rail coding implemented using GALS architecture

Enable signal activation, permits the transmission of synchronous data through the

asynchronous module. The InputAck signal of asynchronous side and Grant signal

in synchronous module rise as the incoming data from synchronous unit encodes into

dual-rail mode. Grant signal activation in synchronous module results in inactivating
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Figure 7.4: GALS wrapper circuit, (a) sync to async, (b) async to sync

the Request and consequently Enable signal and switching from valid state into neutral

state. The data path waits for the succeeding data by inactivating the Grant signal.

Similarly, the related STG of asynchronous to synchronous design is shown in

Figure 7.5b. In this protocol, first the Request signal rises to announce the transmission

demand towards the synchronous module, once the asynchronous data output lines,

d0 and d1, are valid. At synchronous side, the Request signal is examined at each

rising edge of the clock signal (CLK). The Load pin of the D flip-flap is activated, if

the synchronous module detects the Request signal at rising edge of the clock. The

asynchronous sender block is aware of reading its generated data when it detects both

the Request and Grant signals as high. Such a situation causes the asynchronous side

to assert neural data through the data lines. The Request signal falls down once the

neutral data appears on the data lines, which results in inactivating the Load signal

in the subsequent falling edge of the clock.

The only constraint for this architecture is that the total delay of the proposed

architecture and TSV delay for transmitting N data bits should be at least N times
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Figure 7.5: GALS wrapper STGs, (a) sync to async, (b) async to sync

less than the systems’s clock cycle period. The analysis, reported in Section 7.3, proves

that the constraint is met in the proposed architecture. Considering latency of SerDes,

GALS wrappers, and TSV link, the proposed architecture runs at 800MHz frequency.

7.3 Evaluation of CTCA Methods

To validate the efficacy of the proposed CTCA method, it has been simulated for an

8× 8 mesh of TSVs. In this experiment, TSVs are derived by a random and realistic

data traffic, in which the occurrence frequency of parasitic capacitance factors before
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Table 7.1: Circuit-level model results of CTCA

Area Latency Power
4× Sync2Async 1.8µm2 29ps 23µW
Serializer4×1 5.03µm2 32ps 45µW

3×TSV drivers 2.28µm2 29ps 90µW
Deserializer1×4 4.74µm2 31ps 40µW
4× Async2Sync 4.53µm2 18ps 45µW

Total 18.4µm2 139ps 243µW

and after applying CTCA method are compared. PARSEC [12] benchmark memory

traces have been collected using PIN [39] as a real-world data traffic. The occurrence

frequency parasitic capacitance values are shown for uncoded (left bar) and CTCA

approach (right bar) for both random (see Figure 7.6a) and PARSEC benchmark (see

Figure 7.6b) data traffic.

It is observed that CTCA completely eliminates the adverse parasitic capaci-

tance values larger than 4C (5C, 6C, 7C, and 8C); instead, as a result, these parasitic

capacitance classes are converted to 1C and 2C cases.

The colors in Figure 7.6 are selected in a way to emphasize the adversity of each

case. In addition, 0C, 1C, and 2C cases are not shown in this figure. Based on results

in [58], capacitive cases 6C, 7C, and 8C, depending on the timing requirement, are

unsafe and most likely to result in failure condition. As it is expected, in all applica-

tions, unsafe cases are avoided in CTCA (right bars), and the occurrence frequency of

safe cases, 3C and 4C, are increased, instead.

The other benefit of the proposed CTCA approach is its scalability property due

to employing asynchronous architecture. It means that by increasing the number of

TSVs in rows or columns, the capability of the proposed CTCA is not affected without
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Figure 7.6: Capacitive coupling percentages before and after employing CTCA for
both random and PARSEC workloads

exposing unexpected overhead. The reason is that the parasitic capacitance elimina-

tion in CTCA is handled independent of current flow in adjacent TSV pairs. Therefore,

increasing the number of TSVs does not impact the behavior of dual-rail coding nor

the asynchronous architecture sequence in CTCA approach; hence the parasitic ca-

pacitance elimination rate is not changed by increasing the dimensions of TSV arrays.

In order to validate the functionality of the proposed CTCA approach, the circuit-

level model, including the SerDes, GALS wrappers, and TSVs, is developed. The

circuit-level model is then simulated with 22nm PTM library using Synopsys HSPICE

tool. The corresponding simulation results are reported in Table 7.1. It should be

noted that these hardware results are only for four bits data transfer. In order to

estimate the total area and power consumption for N bit bus design, corresponding

results can be easily multiplied by N/4. The proposed circuit for using dual-rail coding

imposes a negligible amount of area and power. Also, comparing to the clock cycle

period of synchronous data sender block, such as NoC routers which usually work at

1GHz [115, 80], with total latency of proposed asynchronous transmitter block which
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has 139ps (over 6GHz in total for one transmission), confirms that the proposed block

works effectively fast. It should be also noted the other advantage of the proposed

CTCA method is to reduce 25% of area occupied by TSVs, since it is capable of

transmitting each 4 bits with 3 TSVs.

7.4 Summary

Although 3D-IC architecture is a promising approach for exascale computing, its vul-

nerability to TSV-to-TSV coupling needs to be entirely addressed. Having character-

ized the TSV coupling, in this chapter, a coding approach along with its architecture

design is proposed to mitigate capacitive aspect of TSV-to-TSV coupling effect. To

heal the capacitive TSV coupling issue, It is proposed to use dual-rail coding for

transferring data. This method helps to eliminate the critical capacitive coupling

cases. Subsequently, a supporting GALS architecture is designed to implement dual-

rail coding without imposing any TSV overhead. Later, the proposed coding method

is modeled and verified at system-level. The performance is measured using realis-

tic and random traffic. Also, the method is implemented at hardware-level and the

corresponding results are reported.

145



Chapter 8

Conclusions and Future Roadmap

8.1 Put it All Together

3D-IC designs are considered to be a viable solution for integrating more cores on

a chip, while imposing a smaller footprint area and better timing performance as

compared to 2D architectures. In a 3D package, multiple dies are stacked together

with direct vertical interconnects. There are various vertical interconnect technologies.

Wire-bonding and flip-chip stacking methods were first proposed to implement 3D-IC

designs, but TSV is currently more attractive as a vertical-electrical connection form

between tiers. TSV-based 3D IC design techniques support better performance and

integrated functionality by shortening both average and maximum distances among

components on different dies

Although, 3D-IC architecture is a promising approach for exascale computing,

it’s resiliency is a factor which may hinder it. Reliability is one of the most challenging
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problems in the context of 3D-NoC systems, as an application for 3D-IC integration.

Highly accurate and efficient reliability analyses, fault models, and fault-avoidance and

fault-tolerant methods are required to enhance the reliability of this HPC systems.

Reliability analysis is prominent for early stages of the manufacturing process in order

to prevent costly redesigns of such an expensive 3D system. Fault models specific

to 3D technology help in better analyzing the reliability of 3D architectures at run-

time. Using fault-avoidance techniques, probability of failure and hence the power

consumption of error detection mechanism would be lower. And finally, developing

fault-tolerant mechanisms which are uniquely designed for 3D systems will highly

improve the reliability of the system while maintaining the performance and power.

8.2 Summary of Contributions

I summarize the contributions of this thesis in the following sections.

• Comprehensive study and analysis of reliability issues in 3D designs

In Chapter 2, potential sources of physical faults in 3D-NoC are highlighted and

their corresponding logic-level fault models are presented. Also, the impacts of

all potential physical faults on 3D-NoC components are addressed. It provides

reliability metrics for 3D-NoC environment.

Chapter 3 modeled TSV characteristics as a time-invariant failure probability.

In this chapter, a reliability criterion for TSV-based NoC is defined as the prob-

ability of having at least one faulty TSV in a given time slot. Consequently,

the relationship between NoC reliability and TSV failure is quantified, and the
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resulting equation is reduced to a tractable form with manageable computational

complexity. The final equation relating the NoC reliability criterion and TSV

failure includes a non-analytical probabilistic term which can be efficiently ap-

proximated by the Monte Carlo simulation for different architectures. The result

of simulation can be used to calculate the reliability criterion for a wide range of

injection rate and TSV failure rate values.

• Novel dynamic 3D-specific TSV coupling fault model

Chapter 4 proposed a system-level TSV-to-TSV coupling fault model that mod-

els the capacitive coupling effect, considering thermal impact, with circuit-level

accuracy. This model can be plugged into any system-level TSV-based 3D-NoC

simulator. It is also capable of identifying faulty TSV bundles and evaluating

the efficiency of alternative resilient TSV-based 3D-NoC designs at the system-

level. The presented model can be utilized for application-specific designs by

addressing the susceptible to failure TSVs. With these results a designer is able

to employ fault-tolerant methods only where they are required. For general pur-

pose architectures, the presented fault model is able to figure out the effect of

physical parameters of TSVs on timing requirement of the circuits. This model

can be used to find the suitable physical parameters for a TSV to have reliable

TSV links.

• Fault-avoidance coding and architecture to avoid TSV coupling

In Chapter 5, first the inductance parasitics in contemporary TSVs is charac-

terized, and then a classification for inductive coupling cases is analyzed and

presented. Next, a coding algorithm is devised to mitigate the TSV-to-TSV in-

ductive coupling. The coding method controls the current flow direction in TSVs
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by adjusting the data bit streams at runtime to minimize the inductive coupling

effects. After performing formal analysis on the efficiency scalability of devised

algorithm, an enhanced approach supporting larger bus sizes is proposed. The

experimental results showed that the proposed coding algorithm yields signifi-

cant improvements, while its hardware-implemented encoder results in tangible

latency, power consumption, and area.

In Chapter 6, two coding methods, baseline and enhanced, is proposed in or-

der to minimize the TSV-to-TSV capacitive coupling effect. Baseline algorithm

is proposed for small mesh of TSVs which are considered in 3D-NoC applica-

tions, while enhanced method is suggested for large mesh of TSVs which are

more applied in 3D memory applications. The enhanced method guarantees

that the encoding process eliminates undesirable parasitic capacitance values by

recognizing all susceptible configurations. According to experimental results, the

baseline method’s mitigation rate is more than 90% for TSV meshes smaller than

10×10. The enhanced algorithm mitigates the TSV-to-TSV capacitive coupling

more than 70% for 8× 32 mesh of TSVs.

In Chapter 7, a novel architectural approach (hardware redundancy) is devised to

effectively reduce the effect of TSV-to-TSV capacitive coupling. This approach,

uses dual-rail coding combined with multiple lane QDI asynchronous SerDes to

exploit the high-performance feature of TSV and compensate the inevitable extra

bits imposed by dual-rail coding.
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8.3 Future Work

The potential future research work worth pursuing are categorized in the following

areas:

8.3.1 Extending Dynamic TSV Coupling Fault Model

The dynamic TSV coupling fault model can be expanded to support more than four

aggressors which needs more complicated study and analyses, but it adds to the models

accuracy.

8.3.2 Coupling Fault Avoidance or Recovery

A study should be performed to compare the pros and cons of the proposed fault

avoidance techniques with conventional fault-tolerant (recovery) approaches for TSV

coupling fault. This study helps the DFT designers to choose the apposite method to

make their 3D designs more reliable.

8.4 Concluding Remarks

In conclusion, the work presented in this dissertation provides an insight to make the

TSV-based 3D architectures more reliable. It helps the 3D-IC designers to improve

the resiliency of their designs more effectively.
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