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#### Abstract

Lytic polysaccharide monooxygenases (LPMOs), which are found in fungi, bacteria, and viruses, are redox enzymes utilizing copper to break glycosidic bonds in recalcitrant crystalline form of polysaccharides, such as chitin and cellulose. They are classified by the Carbohydrate-Active enZYmes (CAZy) database under various families. LPMOs's structure with a flat substrate binding region has been shown to contribute to its function, however, the role that LPMOs structural dynamics play during polysaccharide degradation and its mechanism of binding towards substrate are relatively unknown. Here, we report an exhaustive implementation of coarse-grained simulations using Elastic Network Models on multiple LPMO structures to shed light on how their structural dynamics contribute to their chemical function. Using Gaussian network models and Anisotropic network models, we show that the substrate binding region is highly flexible with significant and sustained micro-scale level conformational changes. Significantly, the loops on the binding side of the substrate are most mobile, in concert with the dynamic modes influencing the motions during binding. We also observed dynamic differences between four families of LPMO, namely AA9, AA10, AA11, and AA13 that consist of more than one structure. Specifically, the patterns of motion in the loop regions among the AA9 structures are distinct from those in the AA10 structures.


© 2018 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

## 1. Introduction

It has been estimated that biomass utilization can replace 30\% of current petroleum use [51,1], whose demand is continuously increasing in response to population increase and growing industrial and household needs worldwide. However, biomass processing is not as mature as petroleum processing, and has its own challenges in terms of substrate extraction, preparation, and treatment to facilitate and widen its usage. Cellulose, the most abundant biopolymer found in plant biomass, therefore presents itself as a unique and promising means to be used as substrate for

[^0]biomass conversion into fuel [2], for a recent review please see Payne et al. [51].

Cellulose represents around $33 \%$ of vegetable matter (50\% of wood and $90 \%$ of cotton are made of cellulose) [3]. Chitin is present in the exoskeletons of arthropods and as well as in the fungal cell wall. These two polysaccharides are both recalcitrant, i.e., naturally resistant in their crystalline form for enzymatic degradation [4]. For this reason, current biomass pretreatment processes involve converting the crystalline form of cellulose into an amorphous form for easy breakdown [5-7]. Nature also found numerous ways to break cellulose in plant cell wall via cellulases, a broad class of enzymes that degrade cellulose [8], among them are Lytic polysaccharide monooxygenases (LPMOs).

Lytic polysaccharide monooxygenases (LPMOs) have the capability to act on recalcitrant polysaccharides, such as chitin and cellulose. LPMOs are found in fungi, bacteria, and viruses. They are redox enzymes that use copper to cleave glycosidic bonds [9]. They are considered to be important contributors for the conversion of

## Abbreviations:

| AA | Auxilliary Activity |
| :--- | :--- |
| CaZy | Carbohydrate-Active enZYmes |
| LPMO | Lytic polysaccharide monooxygenases |

polymers, where they synergistically act with other hydrolytic enzymes for the breakdown of cellulose and chitin [10]. LPMOs were first discovered only in the last decade in Serratia marcesences, and classified as chitin binding proteins [11]. However, later studies established them as enzymes with redox activity [9,12-14], leading to a high interest in industrial applications (e.g., Cellic CTec2 from Novozymes is an enzyme cocktail, which includes LPMOs) [15,16].

The enzymes were initially classified as glycoside hydrolase family 61 (GH61) and carbohydrate binding module family 33 (CBM33) and then renamed as AA9, AA10, AA11, AA13, AA14, and AA15 families [17]. AA14 and AA15 family are recently classified LPMOs from white-rot and brown-rot basidiomycetes and Thermobia domestica, respectively $[18,19]$. As of September 2018, the AA9, AA10, AA11, AA13, AA14, and AA15 families consist respectively of $406,3778,99,18,15$, and 253 sequences in the Carbohydrate-Active enZYmes (CAZy) database.

The structure of LPMO is an immunoglobulin-like distorted $\beta$ sandwich fold $[20,21]$. It consists of antiparallel $\beta$-strands, which are connected by loops with different number of $\alpha$-helix insertions. Superposition of the structures from four families of LPMO, namely AA9, AA10, AA11, and AA13 (Fig. 1) shows that they share a high degree of structural similarity. Their substrate binding surface is reportedly a "flat" surface that consists of a divalent copper center that is surrounded by three nitrogens in a T-shaped geometry [13]. The main chain amino group of the N terminal histidine (His1) and imidazole side chain contribute two of its nitrogens and the second conserved histidine contributes the third nitrogen. Copper ions take electrons from an external electron donor, such as a reducing agent that is either provided by the substrate or by a cosecreted enzyme called cellobiose dehydrogenase and then reduces bound oxygen via internal electron transfer [23].

Since their discovery of boosting the yield of monosaccharides, LPMOs's unusually planar or "flat" substrate binding side has been the focus of multiple studies [10,14,24-26]. LPMOs's molecular architecture to bind to cellulose and chitin (and other polymers) is most likely evolved due to the presence of a diverse substrate landscape [10]. Vaaje-Kolstad et al. gave the first insight to the different mechanisms of LPMOs by using isotropically labeled dioxygen for the overall confirmation of monooxygenases activity on chitin and quantitative analysis of products formed using MADLI-TOF mass spectrometric method [14]. LPMOs are redox enzymes and hydrolyze the substrates. In the first step, LPMOs remove the hydrogen atom (bound to either C1 or C4) thereby creating an electron imbalance in the glycosidic bond, which leads to release of oxygen and breaking of the glycosidic bond.

LPMOs have been subcategorized into three different types (Fig. 2) based on the type of catalytic reactions by the Marletta group [27]. LPMOs have two types of reactions based on the abstraction of the hydrogen at the carbon atom positions (either C1 or C4) followed by glycosidic ( $\mathrm{C}-\mathrm{O}$ ) bond cleavage, where enzymes specifically attacking the hydrogen at the C1 are called as type 1 LPMOs, and enzymes specifically attacking the hydrogen at the C4 are called as type 2 LPMOs (Fig. 2). Enzymes that do not have specificity to either C1 or C4, are called type 3 LPMOs [10]. Fig. 2 shows the schematic mechanism of the three types of LPMOs'sregiospecificity [27,28].


Fig. 1. Structural superposition of lytic polysaccharide monooxygenase (LPMO) (A) AA9 ( 24 structures with an average RMSD of $0.895 \AA$ to the representative structure 2vtc), (B) AA10 ( 31 structures with an average RMSD of $3.267 \AA$ to the representative structure 2bem), (C) AA11 (2 structures with a RMSD of $0.078 \AA$ to the structure 4 mah ), and (D) AA13 (4 structures with an average RMSD of $0.190 \AA$ to the representative structure 4opb). Structural superposition of the three families is shown to indicate the structural conservation of LPMOs. The coloring is based on secondary structure, where helices are colored red, $\beta$-strands are colored yellow, and loops are colored green. Image made using PyMOL [22].

Cumulatively, there are more than 70 PDB entries for LPMO across the families, and to date an exhaustive survey of structural dynamics analysis has not been conducted. Since, the amount of structural data for LPMOs is quite substantial, comparative structural studies have been reported. However, comparative analysis of structural dynamics would help in filling the gap in knowledgebase. Such studies help in comparative analysis of various structures within and across families. Due to high computation cost and time involved in a molecular dynamics (MD) simulation, the coarse-grained methods (such as Elastic Network Models (ENM)) are a simpler and cheaper alternative to do a structural dynamics study. ENM provides quantifiable data on residue level fluctuations that have biological and functional correlation [29]. Here, we


Fig. 2. LPMOs and their mechanism of action. Three types of LPMOs classified based on the site of attack. Image adapted from Ref. [10].
computationally analyze the currently known crystal structures of LPMOs and quantify their intrinsic dynamics, identify longer timescale motions that are highly likely to be biologically meaningful, and elucidate how dynamics can contribute specific LPMO mechanism of enzymatic action in comparison with experimental studies.

## 2. Results and discussion

### 2.1. Elastic network models highlight the biologically relevant motions

Elastic Network Model (ENM) approaches are normal mode analysis-based methods (NMA) that can provide functional information in a protein structure. ENM is used as the representation of NMA, where the fast and slowest modes of proteins or any biomolecules can be quickly quantified [30]. The higher-frequency fast modes of NMA indicate the localized highly fluctuating regions/ residues. In contrast, the low-frequency slow modes of NMA indicate the globalized fluctuations in the entire molecule. These fast and slowest modes are calculated via building an ENM gives information about flexible and rigid regions within a protein structure. ENM can be simply described as study of harmonic potential wells by using analytical means and within a short time can provide the insight to more important dynamics of protein structures [31]. Two types of ENMs, which are frequently used, are the Gaussian Network Model (GNM [32]) and Anisotropic Network Model (ANM [29]).

GNM describes the fluctuation correlation in the protein and explores the magnitude of the protein fluctuations. GNM stores the normal mode data describing the intrinsic dynamics of the protein structure by generating a Kirchhoff matrix. Tirion's "single parameter model" for normal mode analysis (NMA) made the energy potential more simplified, which explained NMA with uniform harmonic motion [33]. Later, Bahar and co-workers produced a
much simpler version of NMA, i.e., ENM. GNM was developed to study the contribution of topological constraints on the collective protein dynamics [32]. Thus, GNM is used for observation of global dynamic behavior. In GNM, the $\mathrm{C}^{\alpha}$ carbon residues are represented as nodes in a network connected by springs (if within $7 \AA$ radius), undergoing Gaussian distributed fluctuations [34]. According to GNM, these fluctuations are assumed to be influenced by neighboring atoms and their influence can be measured by the local packing density of residues around every single $\mathrm{C}^{\alpha}$ residue [34]. Theoretical mean square fluctuations (MSF) are computed and compared against the experimental B-factors for the validation of GNM.

Although fast and powerful, GNM only takes contact distance as a scalar value, and disregards the contact directionality. In contrast, ANM extends GNM, and takes contact directionality into account and provides the modal motions in three-dimensional Cartesian coordinates. In mathematical terms, the distance in GNM is in the form of scalar whereas the distance in ANM is in a vector form and the product of these scalar values results in anisotropic fluctuations by picking up the second derivative of the potentials as for the displacement along any axis in a 3D space. Thus, ANM provides dimensionality, and also gives rise to excessively high fluctuations [29]. In spite of lower accuracy in local relative degrees of flexibility, ANM is superior for accessing directional mechanism of motion as it creates a $3 N \times 3 N$ Kirchhoff's matrix [35].

To understand how the intrinsic structural dynamics of the planar surface of LPMO, we used Gaussian Network Model (GNM) and Anisotropic Network Model (ANM) to derive the structural dynamics of LPMOs. While molecular dynamics (MD) simulations provide a precise atomic detail of LPMOs structural dynamics, ENM overcome the limitation of MD analyses by generating longer timescale dynamic patterns in a shorter duration. In the case of LPMOs, the availability of multiple AA9, AA10, AA11, and AA13 structures would necessitate the need of high-performance or GPU based computation power to run individual MD simulations to
cover larger time scale dynamics, and to be statistically significant multiple runs from the starting conformation would be necessary. Such practical issues can be overcome with coarse-grained simulations, specifically with GNM and ANM models, to gather data in a relatively shorter time. These coarse-grained models do not need any energy minimization techniques and require only the coordinates with B-factors as input.

### 2.2. Choosing relevant data sets and representable protein structures

Kundu et al. have showed that GNM models are more reliable if they have a correlation of experimental B-factor vs. MSF of 0.58 or higher [35]. From the GNM results of 61 structures, we identified 26 structures in total, consisting of 14 structures in AA9 (Protein Data Bank [36] (pdb) id: 2vtc, 2yet, 3zud, 4b5q, 4eir, 4qi8, 5acf, 5aci, 5acj, 5foh, 5tkf, 5tkg, 5tkh, and 5tki) and 10 structures in AA10 (pdb id: 2bem, 3uam, 4ow5, 4oy6, 4oy7, 4oy8, 4x27, 4x29, 4yn2, and 5vg0) which had a B-factor vs. MSF correlation value of 0.58 or higher (Table 1). In the case of AA11 and AA13 there was only one structure, 4 mah and 5 t 7 j , respectively, which had a B-factor vs. MSF correlation above 0.58 (Table 1).

Further, we categorized these structures into the proposed subtypes of LPMO to check if there is any correlation of the dynamic motions with the reaction mechanism. However, such classification did not provide clear connection of correlated motions based on reaction type. We further analyzed the multiple structures of LPMO that were deposited from single study and upon removing redundancy we ended up with the 12 structures. Specifically, seven structures in AA9 family (pdb id: 2vtc, 2yet, 4b5q, 4eir, 4qi8, 5acf, and 5tkf); three structures in AA10 family (pdb id: 2bem, 4oy6, and

5 vg 0 ); one structure each in AA11 and AA13 (4mah and 5t7j, respectively). The selected 12 LPMO structures were analyzed further by building ANM models.

### 2.3. Global cross-correlation in LPMOs show strong similarities

The global cross-correlation heat maps that are calculated based on all modes obtained from ANM are shown in Supplementary Fig. S1, Supplementary Fig. S2, Supplementary Fig. S3, and Supplementary Fig. S4 for AA9, AA10, AA11, and AA13 families, respectively. The cross-correlation values are given in Supplementary Table S1.

Here, the red regions show positive cross-correlation and blue regions show negative cross-correlation. Cross-correlation values in each plot range from -1.0 to +1.0 . In the global cross correlation maps for all modes (slow and fast) of AA9 LPMO, consisting of seven AA9 structures (Supplementary Fig. S1and Table 2), we observed that there are similar positive and negative cross-correlations that are followed by all the structures. Specifically, residues 70-100 show positive peaks with residues $150-175$, where these residues are part of two $\beta$-strands and the loop connecting the $\beta$-strands. Interestingly, these loops are spatially close to the active site residues. Supplementary Fig. S2 shows the global cross-correlation maps for all modes (slow and fast) of three AA10 LPMO structures (Table 3). Compared to AA9, AA10 structures do not share the pattern of correlated peaks. Specifically, the residues $80-120$ have positive peaks with the C-terminus of the protein. Supplementary Fig. S3 shows the global cross correlation maps for all modes (slow and fast) of AA11 LPMO (pdb id: 4mah), where the positive peak correlation pattern is similar to those observed in AA9, and the regions are close to the active site. Finally, Supplementary Fig. S4

Table 1
Correlations of Gaussian Network Model (GNM) fluctuations against experimental B-factors. Correlation values for AA9, AA10, AA11, and AA13 are shown with respect to their Protein Data Bank (pdb) ids, where those in bold font show a B-factor correlation value of 0.58 or higher [35]. The lower the correlation is between the experimental Bfactors and the computed MSF, the lower the degree of representation for the elastic model.

| AA9 Family |  | AA10 Family |  | AA11 Family |  | AA13 Family |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PDB ID | Correlation | PDB ID | Correlation | PDB ID | Correlation | PDB ID | Correlation |
| 2VTC | 0.68 | 2BEM | 0.63 | 4MAH | 0.72 | 4OPB | 0.52 |
| 2YET | 0.67 | 2BEN | 0.27 | 4MAI | 0.49 | 5LSV | 0.52 |
| 3EII | 0.57 | 2LHS | NAN |  |  | 5T7J | 0.62 |
| 3EJA | 0.49 | 2XWX | 0.32 |  |  | 5T7N | 0.41 |
| 3ZUD | 0.70 | 2YOY | 0.40 |  |  |  |  |
| 4B5Q | 0.83 | 2YOW | 0.40 |  |  |  |  |
| 4D7U | 0.42 | 2YOX | 0.28 |  |  |  |  |
| 4D7V | 0.35 | 3UAM | 0.67 |  |  |  |  |
| 4EIR | 0.75 | 4A02 | 0.32 |  |  |  |  |
| 4EIS | 0.57 | 4ALC | 0.52 |  |  |  |  |
| 4QI8 | 0.64 | 4ALE | 0.52 |  |  |  |  |
| 5ACF | 0.61 | 4ALQ | 0.52 |  |  |  |  |
| 5ACG | 0.54 | 4ALR | 0.53 |  |  |  |  |
| 5ACH | 0.45 | 4ALS | 0.52 |  |  |  |  |
| 5ACI | 0.63 | 4ALT | 0.52 |  |  |  |  |
| 5ACJ | 0.59 | 4GBO | 0.36 |  |  |  |  |
| 5FOH | 0.87 | 40W5 | 0.70 |  |  |  |  |
| 5N04 | 0.57 | $40 Y 6$ | 0.62 |  |  |  |  |
| 5N05 | 0.55 | $40 Y 7$ | 0.70 |  |  |  |  |
| 5TKF | 0.80 | $40 Y 8$ | 0.60 |  |  |  |  |
| 5TKG | 0.72 | 4X27 | 0.67 |  |  |  |  |
| 5TKH | 0.80 | 4X29 | 0.62 |  |  |  |  |
| 5TKI | 0.76 | 4YN1 | 0.57 |  |  |  |  |
| 5UFV | 0.53 | 4YN2 | 0.64 |  |  |  |  |
|  |  | 5AA7 | 0.57 |  |  |  |  |
|  |  | 5FJQ | 0.52 |  |  |  |  |
|  |  | 5FTZ | 0.50 |  |  |  |  |
|  |  | 5IJU | 0.55 |  |  |  |  |
|  |  | 5VG0 | 0.59 |  |  |  |  |
|  |  | 5VG1 | 0.18 |  |  |  |  |
|  |  | 5SWZ | 0.41 |  |  |  |  |

Table 2
Structural equivalent residues of AA9 family.

| 4QI8 | 2VTC | 2YET | 4B5Q | 4EIR | 5ACF | 5TKF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1-6 |  |  | 1-6 |  |  |  |
| 9 |  |  |  |  | 9 |  |
| 14-23 |  |  | 14-23 |  | 21-25 |  |
| 24-32 |  | 42-44 | 24-32 | 26-29 | 28-31 | 26-29 |
| 33 |  | 45 | 34 |  | 32 | 30 |
| 34-35 |  |  | 35-36 | 31-32 | 33-34 | 31-32 |
| 36 | 53 |  | 37 | 33 | 35 |  |
| 37-38 | 54-55 |  | 39 | 34-35 | 36-37 | 34-35 |
| 39-43 | 56-60 | 53-57 | 41-44 | 36-40 | 38-42 | 36-40 |
| 45 | 64 |  |  |  |  |  |
| 49-50 | 65-66 | 63 | 55 |  |  |  |
| 53-54 | 69-70 | 66-67 | 57-58 | 53 | 52 | 53 |
| 56 | 72 | 69 | 60 |  | 54 | 55 |
| 57-62 | 73-77 | 72-75 | 61-66 | 56-61 | 55-60 | 56-61 |
| 63-64 | 79-80 | 76-77 | 68 | 62-63 | 61-62 | 62-63 |
| 65 | 81 | 78 | 69 |  | 63 |  |
| 66-67 | 82-83 | 79-80 | 70-71 |  |  |  |
| 68-72 | 89 | 86 | 72-76 | 84 | 78 | 84 |
| 73-81 | 92-99 | 87-95 | 77-85 | 85-93 | 79-87 | 85-93 |
| 82 | 100 |  |  | 94 | 88 | 94 |
| 83 | 101 |  |  | 95 |  | 95 |
| 84 | 102 |  |  |  |  |  |
| 89-90 |  | 101-102 |  |  |  |  |
| 92 |  | 104 |  |  |  |  |
| 94-102 | 114-118 | 110-114 | 97-105 | 108-111 | 93-101 | 108-111 |
| 103-104 | 119-120 | 115-116 | 106-107 |  | 102-103 |  |
| 105 | 121 |  | 108 |  | 104 |  |
| 106-107 | 122-123 |  | 110 |  | 106 |  |
| 108 | 124 |  |  |  | 107 |  |
| 109 | 125 |  |  |  |  |  |
| 115 | 130 | 129 |  | 122 | 113 |  |
| 118 | 132 |  |  |  |  |  |
| 120-121 | 140 | 139 | 123-124 | 132 |  |  |
| 122-123 | 141-142 | 140-141 | 125-126 | 134 |  | 134 |
| 124 | 143 | 142 | 127 |  |  | 135 |
| 125-126 | 144-145 | 143-144 | 129 | 136-137 | 127-128 | 136-137 |
| 127-128 | 147 | 146 | 130-131 | 139 | 130 | 139 |
| 129-148 | 148-167 | 147-166 | 132-151 | 140-159 | 132-149 | 140-159 |
| 149-152 | 168-171 | 168-170 | 152-155 | 160-163 | 150-153 | 161-163 |
| 153-157 | 172-176 | 171-175 | 156-160 | 164-168 | 161-164 | 164-168 |
| 158-167 | 177-186 | 176-185 | 162-170 | 169-178 | 165-174 | 169-178 |
| 168 |  |  | 171 | 179 | 175 | 179 |
| 169 | 188 | 187 | 172 |  |  |  |
| 170-171 | 189-190 | 188-189 | 174 | 183 |  | 183 |
| 172-173 |  | 191 | 176 | 184-185 |  | 184-185 |
| 178-179 |  |  | 179-180 | 188 | 185 | 188 |
| 181-187 | 200-204 | 200-202 | 182-188 | 190-196 | 187-193 | 190-196 |
| 188-192 | 205-209 | 203-207 | 189-193 | 197-201 | 195-198 | 197-201 |
| 194 | 211 | 209 | 195 | 203 | 200 | 203 |
| 195 | 212 | 210 | 196 | 204 | 201 |  |
| 196 |  | 211 | 197 | 205 | 202 | 205 |
| 197 |  |  |  | 206 |  | 206 |
| 199 |  |  |  | 208 |  |  |
| 200 | 216 |  |  |  |  | 209 |
| 201-207 | 217-223 | 217-221 | 206-210 | 213-216 | 209-213 | 211-216 |
| 208-212 | 224-228 | 222-226 | 211-215 | 217-221 | 215-218 | 217-221 |
| 213 |  | 227 |  | 222 |  | 222 |
| 214 |  |  |  | 223 |  | 223 |

shows the global cross-correlation maps for all modes (slow and fast) of AA13 LPMO (pdb id: 5t7j), where the residues 70-100 show positive cross-correlation with C-terminus (residues $\sim 210$ onwards).

Overall, the global cross-correlation maps show that there are similarities within the same family of structures, i.e., AA9 structures have similar cross-correlations peaks. However, AA9 crosscorrelations are distinctly different to AA10 and AA13 family of LPMO structures. The only exception is AA11 structure, whose patterns of cross-correlation peak are similar to AA9.

Eigenvalues obtained by GNM and ANM approaches indicates
the time-scale of motions [37]. The eigenvector-based fluctuations associated with small eigenvalues are localized motions on the protein structure. In contrast, fluctuations that are associated with larger eigenvalues are large-scale, i.e., global, motions correspond to the movement of domains along normalized eigenvectors. Domain motions happen in a larger time-scale than localized fluctuations. Classical molecular dynamics simulations, as opposed to steered molecular dynamics or similar types of simulations, need to be run prolonged times to reach the longer time-scales necessary to identify slow domain motions that are easily captured by normal mode analysis approaches [38]. Thus, visualizing the ANM modes

Table 3
Structural equivalent residues of AA10 family.

| 2 BEM | 40 Y6 | 5 VG0 |
| :--- | :--- | :--- |
| $28-32$ | $43-47$ | $32-36$ |
| $33-41$ | $48-56$ | $38-45$ |
| 42 | $71-76$ | 46 |
| $44-49$ | $77-79$ | 54 |
| $49-52$ | $81-83$ | 57 |
| $53-55$ | $85-87$ | $58-60$ |
| $56-59$ |  | $61-64$ |
| $60-63$ | $97-98$ | $65-68$ |
| $69-70$ | $108-118$ |  |
| $72-82$ |  | $72-79$ |
| $83-88$ | $144-142$ | $80-85$ |
| $104-108$ | $147-158$ | $101-103$ |
| $109-110$ |  | $104-105$ |
| $111-122$ | $160-161$ | $106-117$ |
| 123 | $163-165$ | 118 |
| $124-125$ | $167-177$ |  |
| $127-129$ | 178 |  |
| $130-140$ | $180-189$ | $126-136$ |
| 146 |  | $137-140$ |
| $147-157$ | $197-199$ | $149-167$ |
| $158-161$ | $203-222$ | $169-171$ |
| $168-170$ | $223-226$ |  |
| $171-190$ |  |  |
| $191-194$ |  |  |

for the first three slowest modes in Figs. 3-6, we observed that certain regions of the protein are more flexible and dynamic in comparison to the rest of the structure.

Our results indicate flexibility, in general, around the substrate binding site of the protein. For instance, the structures belonging to AA9 (Fig. 3) have surface flexibility concentrated on one part of the protein. Specifically, the result of 4 b 5 q correlates well with the reported MD simulations performed by Wu et al. where they showed that the loops closer to the substrate binding side are most mobile from a 100 ns MD simulation [40]. As shown in Figs. 3-6 the loop regions are relatively more dynamic than the other parts. However, other dynamic sites are observed in the non-substrate binding side of the protein. Also, the active site region (shown as red spheres in Fig. 3A and B) is less mobile than the loop regions, which indicates that the shape of the active site is crucial irrespective of the reaction type (type 1,2, and 3) and the type of specific substrate (cellulose/chitin).

In order to understand the intricate dynamics that is happening in the LPMOs we took one LPMO from each family and looked into the positively and negatively cross-correlated regions and they are


Fig. 4. First three slowest modes of AA10 LPMO for the proteins with the following PDB ids: 2bem, 40 y 6 , and 5 vg 0 . (A) Top view showing the active site residues as spheres with planar surface (B) Side view. The first three slowest modes are plotted using NMwiz of VMD visualization tool [39]. The protein is shown as $\mathrm{C} \alpha$ trace, where the regions colored red are most mobile (red circles) and the regions colored blue are least mobile. The first slowest mode is represented with orange arrows, the second slowest mode is represented with yellow arrows, and the third slowest mode is represented with green arrows. The histidine and tyrosine/phenylalanine in the active site are shown as red spheres. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
discussed in detail below.

### 2.3.1. Case study 1: AA9 LPMO

The AA9 LPMO from Neurospora crassa (pdb id: 4QI8) was taken as the test case, since $N$. crassa has been a well-studied organism in terms of biochemistry, genetics, and an annotated genome [41-44]. Among the regions that are positively cross-correlated (Supplementary Fig. S1), residue range 96-104 is correlated with residue range $62-70$, which is part of the core of the protein structure forming $\beta$-strands, and interestingly the residues $62-70$ are part of the substrate binding side of the protein. Another region that is positively cross correlated is residues $136-148$ with residues $70-80$, where these two regions form adjacent antiparallel $\beta$ strands stabilizing the core of the protein. A third positively crosscorrelated region is spatially closer to the above two regions and is also part of the core.

### 2.3.2. Case study 2: AA10 LPMO

Among the many structures available for AA10 family of LPMO, we focused on one of the first crystal structures solved for this family from Serratia marcescens (pdb id: 2BEM). There are two large positively cross-correlated regions (Supplementary Fig. S2);


Fig. 3. First three slowest modes of AA9 LPMO for the proteins with the following PDB ids: 2vtc, 2yet, 4b5q, 4eir, 4qi8, 5acf, 5tkf. (A) Top view showing the active site residues as spheres with planar surface (B) Side view. The first three slowest modes are plotted using NMwiz of VMD visualization tool [39]. The protein is shown as $C^{\alpha}$ trace, where the regions colored red are most mobile (red circles) and the regions colored blue are least mobile. The first slowest mode is represented with orange arrows, the second slowest mode is represented with yellow arrows, and the third slowest mode is represented with green arrows. The histidine and tyrosine/phenylalanine in the active site are shown as red spheres. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)


Fig. 5. First three slowest modes of AA11 LPMO for the protein with the PDB id 4 mah . (A) Top view showing the active site residues as spheres with planar surface (B) Side view. The first three slowest modes are plotted using NMwiz of VMD visualization tool [39]. The protein is shown as $\mathrm{C}^{\alpha}$ trace, where the regions colored red are most mobile (red circles) and the regions colored blue are least mobile. The first slowest mode is represented with orange arrows, the second slowest mode is represented with yellow arrows, and the third slowest mode is represented with green arrows. The histidine and tyrosine/phenylalanine in the active site are shown as red spheres. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
residues $172-182$ correlated with $115-125$ that are part of the protein core forming antiparallel $\beta$ strands adjacent to each other. The other region consists of residues $185-192$ correlated with $172-182$ and forming $\beta$ strand antiparallel in orientation within the protein core.

### 2.3.3. Case study 3: AA11 LPMO

The LPMO from Aspergillus oryzae (pdb id: 4MAH) is the sole LPMO that was selected, and it has three regions that are highly positively cross-correlated (Supplementary Fig. S3) and all these regions are located in the $\beta$ strands of the protein core. The first region consists of residues $80-90$ correlated with residues $60-65$. Interestingly, the second region consisting of residues $127-136$ is also correlated with residues 58-65. Also, the third region consists of residues $139-147$ correlated with residues $123-130$.

### 2.3.4. Case study 4: AA13 LPMO

The LPMO from Aspergillus oryzae (pdb id: 5T7J) is the sole LPMO selected and it has only one major region that is positively crosscorrelated (Supplementary Fig. S4), specifically residues 213-221 in the $\beta$-strand in the protein core is correlated with 206-213 that


Fig. 6. First three slowest modes of AA13 LPMO for the protein with the PDB id 5t7j. (A) Top view showing the active site residues as spheres with planar surface (B) Side view. The first three slowest modes are plotted using NMwiz of VMD visualization tool [39]. The protein is shown as $\mathrm{C}^{\alpha}$ trace, where the regions colored red are most mobile (red circles) and the regions colored blue are least mobile. The first slowest mode is represented with orange arrows, the second slowest mode is represented with yellow arrows, and the third slowest mode is represented with green arrows. The histidine and tyrosine/phenylalanine in the active site are shown as red spheres. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
form a loop not involved with substrate binding.

### 2.4. The dynamics of LPMOs: experimental vs. computational studies

LPMOs have been experimentally suggested to be rigid when bound to a metallic ion such as copper. Specifically, Aachmann et al. and Courtade et al. argued based on NMR relaxation studies that in the AA9 LPMO from Serratia marcescens and in the AA10 LPMO from Neurospora crassa, respectively have an inflexible backbone, more likely contributing to the electron transfer (ET) mechanism that LPMO is known to participate [23]. It has been widely accepted that proteins are rarely static in nature and have an inherent dynamics that influence its function and activity [45,46]. However, the "jiggling and wiggling" observed in general in most proteins has been reported to be missing or absent in LPMOs [47]. One explanation for this discrepancy is the timescale of observations: The timescales of the T1, T2, and NOE experiments reported are in the pico to nanosecond scale [48]. In contrast, large conformational changes in proteins are at the millisecond and longer timescales. Another possibility is as follows. Although the two NMR studies show flat metal binding site when bound to copper, the same studies show the same site flexible when not bound to copper. How
to explain this difference in bound and unbound dynamic simulations of LPMOs? Given that high structural similarity between bound and unbound structures in LPMOs, it seems as if elastic network models only capture the substrate binding side dynamics in the absence of copper, and, by not treating ionic bonds explicitly, overlook the effect of strong ionic bonds formed by copper binding. We calculated correlation between the B-factors and the meansquare fluctuations in the presence and absence of metallic ions represented as single nodes, and observed no difference between them (results are not shown). There is some recent evidence for the latter hypothesis: in 2018, Liu et al. performed molecular dynamics simulations, which treat ionic bonds explicitly, and observed that LPMO dynamics was somewhat reduced after binding to cellulose in the presence of copper [49]. We hope that future studies will shed more light on the dynamics of binding site.

## 3. Conclusions

Lytic Polysaccharide Monooxygenases (LPMOs) are a biologically exciting set of enzymes that help biomass degradation to produce bioethanol. Multiple families (AA9, AA10, AA11, AA13, AA14, and AA15) and three types of LPMOs have been identified, with regiospecific activity, and tertiary structures for multiple LPMOs are experimentally determined and deposited at Protein Data Bank (PDB). Here, we have provided the details about structural dynamics of four families of LPMOs (AA9, AA10, AA11, and AA13) by constructing Elastic Network Models (ENM) as they have more than one structure available for comparative study such as this one.

While the planar surface of LPMO has attracted attention with respect to the active site histidine-brace (made by the two histidines coordinated with a divalent metal ion), although the binding surface is important for specificity, other structural parts of LPMOs play a role in the dynamics of binding, and we observed that the loop regions surrounding the histidine-brace are relatively more mobile and the loop motions are in concert with the structural dynamics at the substrate binding side leading to structural changes needed for the enzyme to bind to a flat crystalline surface of the substrate, such as cellulose or chitin. Interestingly, we see similar motions in the slowest modes within each LPMO family, suggesting the importance of these modes in the functional dynamics of the substrate binding side. Many residues that are mapped to the binding side of the substrate of protein indicate their importance during binding.

## 4. Materials and methods

### 4.1. CAZy

CAZy is a database of Carbohydrate Active enzymes (CAZy), which provides information about the enzymes involved in the synthesis, transport, and metabolism of carbohydrates [17]. We have used this database to retrieve the information of the different families of LPMOs, i.e., AA9, AA10, AA11, AA13, which are tabulated in Supplementary Table 2 [17,20]. The respective LPMO structures we have downloaded from Protein Data Bank [36].

### 4.2. ProDy

ProDy is an open-source and free Python package [50]. It is used for protein structural dynamics analysis and is suitable for development of various applications and for the interactive sessions. ANM and GNM analyses were performed using ProDy. We generated different cross correlation maps and different output files using ProDy which were visualized in VMD [39]. Normal mode
analysis is used for the representation of both the fast and slowest modes of a highly complex networked structure, such as a protein or any biomolecules [30].

### 4.3. GNM and ANM

GNM [32] was developed to study the contribution of topological constraints on the collective protein dynamics, and ANM [29] provides motions along three coordinates. We used a $\mathrm{C}^{\alpha}$ distance cutoff of $7.0 \AA$ and a spring constant of one for building the GNM network. For ANM, the $C^{\alpha}$ distance cutoff of $13.0 \AA$ was used. Detailed implementation of GNM and ANM in ProDy can be found in the following reference [50].

### 4.4. Correlation coefficient

To calculate the correlation between the experimental B-factors and computational mean-square fluctuations, we used the following linear correlation coefficient:

$$
\text { Correlation coefficient }=\frac{\sum_{i=1}^{N}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)}{\sqrt{\sum_{i=1}^{N}\left(x_{i}-\bar{x}\right)^{2} \cdot \sum_{i=1}^{N}\left(y_{i}-\bar{y}\right)^{2}}}
$$

In this equation, $N$ is the number of nodes, and $x_{i}$ and $\bar{x}$ are the mean-square fluctuations of the $i$ th node calculated by GNM and their mean over all nodes, respectively. Similarly, $y_{i}$ and $\bar{y}$ are the experimentally determined B-factor for the $i$ th node and the mean over all nodes.
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