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Abstract

Advancing AI Understanding in Language & Vision

by

Aditya Sharma

Large Language Models (LLMs) have emerged as a powerful tool, demonstrating

impressive capabilities in natural language generation. These pre-trained models consis-

tently outperform benchmarks across a wide range of multi-modal tasks. However, this

raises a crucial question: Do LLMs truly understand and reason about the information

they process, or are they simply advanced pattern recognizers? This thesis investigates

the reasoning and understanding capabilities of language models, aiming to develop more

context-aware and intelligent AI systems. Firstly, we introduce WikiWhy, a benchmark

designed to evaluate the reasoning capabilities of LLMs in answering and explaining

cause-and-effect questions. Next, we present OCTO+, a state-of-the-art suite for au-

tomatic object placement in augmented reality, which leverages open-vocabulary Vision

Language Models (VLMs) to integrate virtual content seamlessly. Finally, we propose the

Visual Needle in a Haystack framework, which assesses the performance of VLMs in long-

context reasoning and highlights their challenges with distractor images. By addressing

the limitations in long-context reasoning and promoting interpretability, this thesis seeks

to unlock the full potential of LLMs and VLMs, enabling them to truly understand and

reason about the world.
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Chapter 1

Introduction

Recent breakthroughs in language and vision research, particularly in multi-modal un-

derstanding, are paving the way for more robust Artificial Intelligence applications.

The origins of modern advancements in language and vision can be traced back to the

introduction of the Transformer architecture. In 2017, a group of researchers at Google

Brain published “Attention is All You Need,” presenting the Transformer [7], a sequence-

to-sequence model capable of taking text as input and producing text as output. Unlike

the predecessors bi-directional RNNs [8], LSTMs [9], GRUs [10], and ResNet [11], which

suffer from vanishing gradients and were limited to sequential operations, Transformers

rely solely on a self-attention mechanism using query, key, and value vectors making them

highly parallelizable. The Transformer follows the encoder-decoder architecture. BERT

[12] uses the encoder-part of the transformer to capture the underlying semantic and

syntactic language information for natural language understanding. GPT [13] uses the

decoder-part of the transformer to perform natural language generation.

Fueled by the success of transformers, researchers explored extending them beyond

language to the vision domain. Vision Transformers (ViT) [14] achieve this by splitting

an image into patches, flattening them, and feeding them into a Transformer. This

1
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approach allows the Vision Transformer to capture complex relationships within the

image, outperforming Convolutional Neural Network (CNN) [15] based architectures.

Following the advancements in Vision Transformers (ViTs) for image processing, re-

searchers aimed to bridge the grap between language the vision. Contrastive Language-

Image Pre-training (CLIP) [16] emerged as the method for aligning text an image repre-

sentations. During training, CLIP learns from massive datasets of text-image pairs found

on the internet. By using contrastive learning, it maximizes the probability between the

image and text representations. This ability to learn relationships between text and im-

ages allows CLIP to perform zero-shot predictions, generalizing to unseen image and text

combinations.

At the crossroads of language and vision research, we arrive at Vision-Language Mod-

els (VLMs). These impressive models are an extension to Large Language Models (LLMs)

which can process inputs from both modalities (text and image) and generate natural

language as output. Popular foundational VLMs include GPT-4o [17], GPT-4 Vision

[18], Gemini 1.5 [19], Claude 3 Opus [20], PaliGemma [21], LLaVA [22], Qwen-VL [23],

and Mantis [24]. In fact, VLMs are a rapidly evolving, with new models emerging at an

astonishing pace.

While large language models (LLMs) showcase impressive generation capabilities, a

critial question remains: Do these models truly understand the information they

process? Recent research suggests that LLMs may possess emergent abilities [25]. One

such ability is the capability to explain its reasoning through Chain of Thought (CoT)

prompting [26]. Chain of Thought prompting is a technique that involves providing the

model with intermediate steps in the form of explanations or “think step-by-step” in-

structions. This approach, particularly effective in zero-shot setting, has led to improved

performance across benchmarks.

In reality, however, LLMs are black-boxes, there is little insight into what input will

2
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trigger the parameters inside these models to produce the answers it does. Moreover,

LLMs store substantial amounts of knowledge implicitly in their parameters. In fact it

is estimated that the text training data fed into LLMs alone would take 20,000 years

for humans to read, this scale of data causes the models to generate output, but hu-

mans learn differently and researchers should consider brainstorming newer innovation

in architectural designs instead of leaderboard climbing to score a few points higher

than state-of-the-art. Focusing solely on leaderboard climbing and achieving marginal

performance gains may be less productive than exploring new model architectures that

prioritize interpretability and understanding.

In this thesis, we will explore the reasoning and understanding of LLMs in the the

language and vision domain. In Chapter 2, we will benchmark LLM reasoning with

WikiWhy. WikiWhy is a novel dataset of cause-and-effect questions curated to evaluate

models on their ability to reason between cause and effect. In Chapter 3, we address the

problem of content placement in augmented reality (AR) scenes. We introduce OCTO+,

a state-of-the-art pipeline for automatic virtual content placement. This approach lever-

ages the reasoning capabilities of LLMs and VLMs to understand the scene and deter-

mine suitable locations for placing objects. We conceptualize the placement problem into

three stages. In Chapter 4, we discuss the challenges faced by VLMs in reasoning over

long contexts. A crucial ability for effective long-context reasoning is the identification

of relevant information within an extensive input. To assesss VLM capabilities in this

domain, we propose the “Visual Needle in a Haystack” task. This stress-test involves

adding visual context distractor images to an existing multi-modal benchmark. We in-

troduce a benchmark generating process specifically designed to test these capabilities in

VLMs. Our findings reveal a clear trend: all popular VLMs exhibit a exponential decay

in performance as the visual context length increases.

3



Chapter 2

Benchmarking LLM Reasoning

2.1 Introduction

Error analyses of practical NLP systems in recent history demonstrate that some of

the mistakes made by state-of-the-art models would be avoided by basic human intuition

[27], and some of the most challenging tasks for models are the same ones that might be

trivial to human children. With modern systems’ impressive performance on tasks such

as grammar correction showing that manipulating language is not the issue, LLMs seem

to face a fundamental lack of common sense– an understanding of everyday phenomena

and how they interact with each other and the world at large. As striking gains in sub-

jective performance on summarization, creative text generation, and apparent language

understanding continue to be called into question, the development of strong benchmarks

to assess reasoning capabilities for these LLMs grows more important.

One popular approach to measuring reasoning capability is through performance

on question answering (QA) benchmark tasks where direct queries for information act

as a straightforward examination of a system’s “understanding.” Classic QA datasets,

however, are primarily concerned with retrieving factoids to answer questions of “Who”,

4
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“... Numerous plans for the Second Avenue 
Subway appeared throughout the 20th century, 

but these were usually due to lack of funds…”

QUESTION: 
Why were numerous plans for the Second 

Avenue Subway of New York City deferred 
throughout the 20th century?

ANSWER:
Lack of Funds.

Contractors complete construction

Contractors need to be compensated.

Numerous plans for the Second Avenue Subway of 
New York City were deferred throughout the 20th

century.

PASSAGE

QA

REASONING
Lack of Funds.

CAUSE

EFFECT

Figure 2.1: A simple example of an entry from WikiWhy; a cause and effect sourced
from a Wikipedia passage, a “why” question and its answer about this relation, and
most importantly rationale that explains why cause leads to effect.

“What”, “When”, and “Where”. These questions have been shown to be answerable (with

high accuracy) by simple pattern-matching approaches [28], thereby limiting their ability

to measure the aforementioned reasoning capability. Looking to maintain the breadth

of topics covered while increasing the difficulty of the QA task, researchers introduced

multi-hop QA datasets like HotpotQA [29]. While challenging, the task’s extra com-

plexity mostly leads to unnatural questions that can be addressed with iterated factoid

retrieval and entity resolution, rather than a necessary understanding of how different

entities interact. Noticeably absent in these prior datasets are “why” questions, which

prompt for not factoids, but explanations– reasoning made explicit.

The task of explanation uses reasoning and produces explicit, interpretable thought

processes. Capitalizing on these properties, this chapter introduces WikiWhy, a novel

dataset containing “why” question-answer pairs. Each WikiWhy entry contains a ratio-

nale explaining the QA pair’s causal relation (Figure 2.1), summing to a total of 14,238

explanation elements. In the context of recent multimodal, self-supervised approaches

aiming to capture intuitions unlearnable from text alone [30], WikiWhy presents an
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opportunity to investigate a specific kind of information absent in text: implicit com-

monsense assumptions. Compared to other QA datasets with rationales, WikiWhy

covers a significantly broader range of 11 topics which may prove valuable for developing

the skill of applied reasoning on various specific situations.

Our experiments in explanation generation and human evaluation demonstrate that

state-of-the-art generative models struggle with producing satisfying explanations for

WikiWhy cause-effect relations. Our experiments also demonstrate how our proposed

task might be used to diagnose a lack of understanding in certain relations.

Our key contributions are thus:

• Explanation within cause-effect relations as a novel problem formulation for ex-

ploring LLM reasoning ability.

• WikiWhy, the first question-answering dataset focusing on reasoning within

causal relations, spanning 11 topics.

• Experiments on state-of-the-art, generative models to investigate various settings

and establish baseline results with sizable room for improvement.

• Introduce idea-level evaluation metrics for free-form text (explanation) generation

and a human judgment correlation analysis, demonstrating that:

– Reference similarity is strongly correlated with explanation correctness

– Metrics introduced correlate with this proxy.

2.2 Related Work

Cause and Effect Causality has been a subject of rigorous work in various fields. In

science philosophy, Pearl [31] has contributed seminal work relating to causal models,
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Bayesian networks, and causal strength via interventions and counterfactuals. These

ideas have even been incorporated into QA tasks through Knowledge Graph approaches,

such as filtering spurious latent correlations (Sui et al., 2022) [32]. While our work

emphasizes cause-and-effect, we are unconcerned with causal strength as we begin with

Wikipedia-grounded relations and are interested in the information encoded into LLMs

rather than augmented structures such as knowledge graphs.

Multi-hop Question Answering While datasets such as HotpotQA [29] and Hy-

bridQA [33] are instrumental in gauging models’ ability to handle multiple sources and

modalities, they are focused on iterated factoid retrieval. Although chaining multiple

facts into a multi-hop answer is useful for products, WikiWhy focuses on in-filling ra-

tionales to demonstrate reasoning.

Visual Question Answering Vision and language tasks have also intersected with

both QA and reasoning. The Visual Question Answering (VQA) dataset [34] prompts

textual answers to questions about images. However, the caption-based generation leads

to surface-level questions that require little reasoning ability, and the multiple-choice

output format precludes explicit reasoning. The vision-based Sherlock dataset [35] is

much closer to our work, focusing on abductive reasoning (working backward from a

consequence). Setting aside modality differences, WikiWhy requires deeper reasoning

with its multi-hop explanations.

Explainable Question Answering One previous approach to building explanation

resources collects direct answers to “why” questions. TellMeWhy [36] features question-

answer pairs tied to short story narrative contexts. The dataset skips step-wise expla-

nations, prioritizing reading comprehension instead. On the other hand, ELI5 [37] dives

deep into reasoning with long-form, detailed explanations. However, the open-endedness
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Dataset Size Answer Type Explanation Type Topics Source

CoS-E1 9,500 MCQ 1-step 1 ConceptNet
eQASC2 9,980 MCQ 2-step 1 WorldTree
CausalQA3 24,000 Short None 1 Yahoo Fin.
EntailmentBank4 1,840 Short Tree 1 WorldTree

WikiWhy 9,406 Short Set/Chain 11 Wikipedia
1(Rajani et al., 2019) [38], 2(Jhamtani & Clark, 2020) [39], 3(Yang et al., 2022) [40], 4(Dalvi et al., 2021) [41]

Table 2.1: A comparison of WikiWhy with previous QA datasets relating to explana-
tion.

(compared to explaining a specific cause-effect relation) complicates evaluating candidate

responses.

Another line of QA work emphasizes a rationale component as support for answer

predictions. Datasets like CoS-E [38], eQASC [39], and EntailmentBank [41] focus on

explanation and reasoning much like WikiWhy, albeit with significant differences (Ta-

ble 2.1). CoS-E’s explanations for CommonsenseQA [42] mark an important first step,

but the commonsense explanations have limited depth, often requiring a single hop of

reasoning. eQASC and EntailmentBank feature richer explanations with more com-

plex structure, tightly focusing on grade school level science facts. Regarding structure,

fixed-length rationale in CoS-E [38], eQASC [39], FEVER [43], and e-SNLI [44] cap-

ture less granularity, while entailment trees accept limitations in scale and naturalness

in exchange for complete ordering information. Previous datasets tend towards retrieval

tasks with eQASC’s corpus of all rationale sentences and EntailmentBank’s collection of

root causes. Retrieval enables simple evaluation, at the cost of decreased difficulty, the

possibility for exploiting spurious artifacts, and reduced debugging opportunity.
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Where and Why QA Example

Q: Where do the Tigris and Euphrates rivers meet?
A: The Persian Gulf.

Q: Why are precipitation levels falling in the Tigris and Euphrates river basin?
A: Climate Change.

Figure 2.2: Where and Why QA Pair Example

2.3 Background

2.3.1 Why focus on “Why” Questions?

“Why” questions are underrepresented in other QA datasets. Users tend to ask

straightforward questions that use words like “who”, “what”, “when” or “where.” Ques-

tions of this more common form have simple answers that state standalone facts which

may be elaborated but do not require explanation. Consider the pair, “Q: Where do the

Tigris and Euphrates rivers meet? A: The Persian Gulf” (Figure 2.2). The answer is

straightforward. In contrast, a “why” QA-pair encodes a cause-effect relation. Take, for

example, “Q: Why are precipitation levels falling in the Tigris and Euphrates river basin?

A: Climate Change.” This pair encodes the causal relation “Climate change is reducing

the amount of precipitation in the Tigris and Euphrates river basin” (Figure 2.3). The

answer to a “why”-question is an explanation itself (climate change explains reduced

precipitation), but we can take it a step further and ask “why” again to request the

understanding or intuition of this process. While there are some processes at the edge of

human understanding or taken as axioms, we assert that there are valid explanations for

most processes due to the layered nature of human understanding. This extra step is es-

pecially worth taking since it allows WikiWhy to not only test if a model “knows” that

“climate change causes reduced precipitation“ but also if it “understands” the underlying

9
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CAUSE:
Climate change around the

Tigris and Euphrates river basins.
𝐶

𝑆!

𝑆"

𝐸

ELEMENT 1:
Climate change increases temperature 

ELEMENT 2:
Higher temperatures increase the 

atmosphere’s water storing capacity

EFFECT:
There will be less precipitation in the 

Tigris and Euphrates river basins.

CAUSE:
The USSR mostly traded with 

Eastern Bloc neighbors

EFFECT:
The merchant marine 

was not used much 
under Joseph StalinELEMENT 1:

Eastern Bloc countries are 
connected by land

ELEMENT 2:
A Merchant Marine trades by sea

ELEMENT 3:
More direct routes are 
preferable  in trading

𝐶 𝑆" 𝑆! 𝑆#

Step Sequence Rationale Set

𝐸

Figure 2.3: Explanation topologies in WikiWhy mainly vary between a sequence of
intermediate conclusions (chain-like) and a set of rationale that combine with the original
cause to entail the final effect.

mechanics of why that is the case.

2.3.2 Task Formulation

Formally defined in §2.5, we propose a generative explanation task. Previous works

have made strides in assessing reasoning through multiple choice [45], retrieval [46], and

partial generation [41]. While these works are undoubtedly crucial towards the end goal

of understanding and reasoning, their task formulations have some drawbacks. Referring

back to education, studies on human students have shown that multiple choice questions

“obscure nuance in student thinking” [47]. Likewise, a selection decision can be correct for

retriever systems but for the wrong reasons. Augmenting multi-hop factoid questions with

an additional task of selecting the relevant supporting facts from the context passage,R4C

[48] emphasizes that interpretability is lost in the absence of explanation. Furthermore,

text generation to combine existing ideas is arguably a different task than generating

from scratch. The field of psychology defines recall (mental retrieval of information)

as a distinct process from recognition (mental familiarity with the cue) [49]. Neural
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nets’ biological inspiration suggests that there might be a similar difference between cue-

aided retrieval and freeform generation. In the context of NLP, we are interested in the

implicit understandings and assumptions embedded in LLMs and hypothesize that an

entirely generative approach is most conducive to this study.

2.3.3 Explanation Structure

Explanations come in various structures, as seen in the typology defined by Ribeiro

et al. (2022) [50]. Shown in Figure 2.3, our work focuses on a subset of said typology.

WikiWhy includes two structures that explain cause-and-effect relations:

1. Multi-hop step sequences C → S1 → S2 → . . .→ Sn → E

2. Rationale sets (C,S1,S2, . . . ,Sn) → E

While the chain structure adds intermediate conclusions between cause and effect, ra-

tionale sets contain elements that support the relation from without. The rationale

set topology acts as our general, catch-all case that other structures can be condensed

to. Since our data collection procedure promotes a stepwise, ordered approach, we also

consider the sequential topology to respect the structure exhibited in applicable explana-

tions. We forego the unstructured approach as even limited structure helps bring freeform

generated text evaluation within reach. Finally, we opt against pursuing the most com-

plex entailment tree organization to maintain naturalness and facilitate crowdsourcing

scalability.
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4. MTurk stages for
cause, effect, and
explanation chain

1. "Good Articles"
from English
Wikipedia

2. Parse articles for
passages with
causality

3. Database with REST API 
WikiWhy

5. Validation stage
for quality control

Figure 2.4: Dataset Collection and Validation Pipeline

2.4 Dataset

2.4.1 Data Collection

The objective of WikiWhy is to present a high-quality, challenging dataset of QA

pairs with corresponding causes, effects, and explanations. We developed an extensive

data collection and validation pipeline around Amazon Mechanical Turk, depicted in

(appendix). For each stage involving crowdsourced annotations, we perform rigorous

worker-level quality control to ensure the dataset’s quality. The exact procedures are

detailed in §subsection A.1.2 in the Appendix.

Preprocessing We begin with English Wikipedia’s corpus of “Good Articles,”1, whose

strict criteria of verifiability and neutrality (among others) ensure that WikiWhy does

not evaluate models on misinformation or opinionated views. From these articles, we

extract passages containing causal relations using causal connectives. We selected a list

of causal keywords (Appendix, §subsection A.1.1) from a more extensive set of causal

connectives as their presence in a passage guarantees the existence of a cause and effect

relation—some excluded connectives such as “since” or “as” are highly prevalent but

1https://en.wikipedia.org/wiki/Wikipedia:Good_articles/all
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are not necessarily causal. The presence of a causal word pattern on its own is a very

simple heuristic—in the subsequent collection steps, we hired crowdworkers to ensure the

quality of each sample.

QA Synthesis (Stage 1) Randomly sampled preprocessed Wikipedia passages con-

taining potential causal statements were shown to qualified Amazon Mechanical Turk

(MTurk) workers (see ethics statement for details), who were tasked with extracting the

highlighted causal relation from the passage and re-framing it as a “why” question when

possible. While automatic cause-effect relation extraction has seen recent progress [40],

this human intelligence task (HIT) remains vital for two reasons. First, we find that

quality in cause-effect is crucial for meaningful and valid explanations in the following

stage. More importantly, we depend on human annotators to add sufficient context to

the text of the cause, effect, and question to disambiguate them. This enables the ques-

tion and cause-effect relation to be presented to models without the context we prepared

(e.g., “Why was the river diverted?” is unanswerable without additional context). This

feature is key to enabling WikiWhy to assess the information and ideas within LLMs

as opposed to whatever may be present in the context.

Explanation Synthesis (Stage 2) After verifying the quality of the examples, we

prompt crowd workers to explain cause-effect pairs from Stage 1 (§2.4.1). To encourage

structured explanation, we supply an interface that allows sentences or ideas to be entered

one at a time in separate fields. Though the input pairs should be context-independent,

we provide the original passage as an aid for understanding the topic. Furthermore, we

provide the link to the source article to encourage explanations leveraging topic-specific

information in addition to commonsense knowledge.
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WikiWhy Examples

Genre – Geography
c The geographic isolation of the Hupa homeland
s1 The Hupa’s homeland was separated by bodies of water or mountains
s2 Not many people could get to the Hupa’s homeland
e The Hupa had few interactions with early European explorers up to the

19th century

Genre – Literature
c Increased language contact in the globalizing world
s1 Increased contact between people requires increased communication
s2 Speaker of uncommon languages switch to more common languages
s3 Switching away from uncommon languages leads to them being forgotten
e Many small languages are becoming endangered as their speakers shift to

other languages

Genre – Media
c Seeing the Castle of Cagliostro entrenched in Yamazaki that Japan can

make high-quality films
s1 Viewing The Castle of Cagliostro inspired Takashi Yamazaki
s2 Out of national pride, Takashi Yamazaki followed a model that he believed

would produce quality films
e Director Takashi Yamazaki modeled his 2019 film Lupin III: The First after

The Castle of Cagliostro

Genre – Music
c The duration of Hotel California was longer than songs generally played

by radio stations
s1 Most songs are only 3-4 minutes long
s2 Hotel California is over 6 minutes
s3 People would not want to listen to same song on radio for that long
e Don Felder had doubts about the 1997 Eagles song Hotel California

Genre – Natural Sciences
c The thermal stress at dawn and dusk
s1 The thermal temperatures change so drastically the rocks expand and contract
s2 This process weakens the structural integrity of the rocks
e The boulders on Ceres are brittle and degrade rapidly

Genre – Technology
c The use of coal power in Turkey
s1 Burning coal leads to air pollution
s2 Air pollution causes sickness and early death
s3 Sick and dead people cannot work
e 1.4 million working days were lost across the population of Turkey in 2019

Table 2.2: Examples from 6 most frequent topics covered in WikiWhy. c denotes cause,
e effect, and si the ith rationale sentence.
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Genres Raw # Freq.

Agriculture 131 0.436
Arts 577 0.396
Engineering 952 0.336
Geography 754 0.624
History 1023 0.433
Literature 455 0.340
Mathematics 27 0.227
Media 1773 0.399
Music 1070 0.229
Natural Sciences 2952 0.768
Philosophy 302 0.465

Table 2.3: WikiWhy dataset contains a diverse set of 11 genres. The raw counts of
topic themes in articles is presented in the second column. The relative frequency is the
percentage of articles in WikiWhy sub-sampled from the Good Wikipedia articles list.

2.4.2 Dataset Description

Entry Contents In addition to the main fields of the question, answer, and explana-

tion, each dataset entry contains the underlying relation’s cause and effect, the passage

the question was extracted from, the article the passage is from, and Wikipedia’s topic

categorization for that article.

Topic Diversity WikiWhy improves upon other datasets due to its ability to examine

reasoning proficiency across a broader range of concepts (Table 2.2 contains examples

from the six most frequent topics). Overall, WikiWhy contains a diverse set of 11

genres as shown in Table 2.3.

Rationale The statistics for the reasoning component are shown in Table 2.4. On aver-

age, each rationale contains 1.5137 elements. Figure 2.5 shows a histogram of rationale

length by sentence count. WikiWhy includes a range of rationale lengths, with more

than one-third of examples (36%) containing two or more reasoning steps.
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Figure 2.5: Rationale Length Distribution

WikiWhy Statistics

# of Train 7,397
# of Dev 1,004
# of Test 1,005

# of Rationale 9,406
# of Rationale Elements 14,238
Avg. # Rationale Length 1.5137
Avg. # Tokens per Element 16.697

Table 2.4: WikiWhy Summary Statistics

2.5 Experiments

2.5.1 Experimental Settings and Models

Task Notation Let C be a cause clause; E be an effect clause corresponding to C; Q

be a question equivalent to “Why is it the case that E?”; A be the answer to question

Q2; X be the explanation = (S1,S2, . . . ,Sk) where Si is a sentence such that:

C ∧ S1 ∧ S2 ∧ . . . ∧ Sk ⊢ E
2Note that Q is a query that provides E and is correctly answered by C, C = A.
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Task 1: Standard Question Answering (QA). Input = Q, Output = A. For

thoroughness, we confirm high performance on Task 1 (Standard QA) in the open-book

setting. For this set of experiments, we use the classic approach of breaking the task into

separate retrieval and reading comprehension phases. We experiment with BM25 [51]

and Dense Passage Retriever (DPR) [52] as our document retriever, using their Pyserini

implementations [53]. Using the Natural Questions [54] encoder, as in the original DPR

paper, we build custom indices around segments from the subset of Wikipedia Articles

shown to workers at collection time. For reading comprehension, we experimented with

RoBERTa [55] and Big Bird [56] QA models. We also fine-tune a Fusion-in-Decoder

(FiD) [57] model (80-10-10 split; default configurations), hypothesizing the decode-time

combination of ideas could better model cause-effect relations.

The performance was unsurprisingly high, with BM25 achieving a high Top-1 Accu-

racy score of 0.810 in retrieval and FiD reaching a mean BERT-f1 of 0.78 (Table A.3 in

Appendix). While retrieving the appropriate Wikipedia passage relating to some topic

is straightforward, we found that producing an explanation of comparable quality to our

gold rationales was difficult for the models we tested.

Task 2: Explanation Only (EO). Input = (C, E), Output = X First, we examine

Task 2: generating an explanation given an initial cause-effect pair. Given their stronger

zero-shot generalization [58], we choose decoder-only models for our baselines. In this

vein, we investigate the few-shot abilities of GPT-3 [59] with OpenAI’s most capable

model, DaVinci-0023, at otherwise default settings. To better coax out the intermediates

between cause and effect, we conduct prompt engineering over Wei et al. (2022)[26]’s

Chain of Thought method. The exemplars are shown in Figure A.1.

We also make use of WikiWhy’s scale for fine-tuning GPT-2 [60]. In this set of ex-

3https://platform.openai.com/docs/models
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periments, we attempt to balance improving GPT-2’s understanding of the task’s struc-

ture while preserving the model’s “intuitions” for examination. We train GPT-2 for ten

epochs using the training split (≈80% of the data) and Adam [61] optimizer with stan-

dard hyperparameters (learning rate – α = .001, β1 = .9, β2 = .999, ϵ = 1e-8, decay = 0).

For this tuned model we introduce special delimiter tokens <cause>, <effect>, and

<explanation> in addition to the beginning and end tokens <bos> and <eos>. To sup-

port the delimiters and help the model distinguish the segments, we add token type

embeddings (marking cause, effect, and explanation) as part of the preprocessing phase.

At decoding time, we experiment with multiple temperatures.

Task 3: Answer and Explanation (A&E). Input = Q, Output = (A,X ) To

investigate the performance of jointly predicting an answer and explanation given only a

“why” question, we carry forward with our best performing baseline from the EO task

(Task 2) — chain-of-thought prompted GPT-3. The first setting in this experiment set

tasks a single model with the full end-to-end procedure. Once again, we utilize Chain-of-

Thought (CoT) prompting, albeit with a modified prompt that also requests an answer

to handle the different input format. Considering the impressive performance of existing

(Information Retrieval) IR techniques on the QA task described above, we also study

an additional setting incorporating the QA task. In the “pipeline” setting, the explainer

model still lacks access to the ideal answer (the explanation’s starting point) but benefits

from a reader model’s access to the original context. Here we combine our strongest

performing approaches to the QA and EO tasks to make a 3-step pipeline of retrieval

(BM25), reading (FiD), and explanation (GPT-3).
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Reference

In 1973, OPEC decided to
halt US oil exports

The UK was unable to import
 oil to make vinyl records

Prediction

An OPEC embargo halted US
oil exports  in 1973

OPEC is an organization with
13 participating countries 

UK vinyl record production
slowed without raw materials

The US supported Israel
during the Yom Kippur War

In the Yom Kippur War, the
US sided with Israel.

R2

Alignment 1 Alignment 2 Unordered  

R1 R1

R3

R1

R3

R2

Figure 2.6: Alignment example for sentence-level metrics. Ordered evaluation uses the
longest common subsequence as shown by alignment 1 and 2. The final alignment’s
length is used to compute F-score metrics.

2.5.2 Automatic Evaluation Metrics

While the still developing area of text generation has measures and proxies for sim-

ilarity that help with simple sequences, comparing reasoning sequences or rationale sets

requires more involved measures. With the two topologies introduced in §2.3.3 in mind,

we propose two related metrics, unordered and ordered, to handle sets and sequences,

respectively.

Unordered Evaluation This first approach compares the ideas contained in the pre-

dictions and references. First, we split predicted and reference explanations into “ideas”

or “steps” by sentence. We then compute a matrix of pairwise similarity scores before

using a threshold to classify “matches”. Since a single prediction sentence may contain

multiple reference ideas, we keep separate counts of precise prediction steps and covered

reference steps. These counts are then micro-averaged for the test set’s overall precision,

recall, and F1 scores.

Ordered Evaluation To respect the structure of multi-hop explanations, we penalize

incorrectly ordered explanations. Here, we use the previously generated pairwise score
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Panelist Evaluation Criteria

1. Similarity: Is the prediction similar to the reference?

2. Correctness: Is the prediction a valid or correct explanation of the CE a pair?

aCE refers to cause-effect

Figure 2.7: Panel Evaluation Criteria analyzing the Similarity & Correctness to assign a
binary yes/no rating.

matrix and its alignments to generate all possible assignments of prediction sequence

elements to reference elements. As demonstrated in Figure 2.6, we compute the length

of the longest common subsequence (LCS) between a prediction alignment against the

reference labels for each candidate assignment. This length becomes the count of correctly

incorporated structural elements– true positives. Note that the LCS alignment discounts

repeated ideas in the prediction.

Metric Validity To understand the usefulness of our constructed metrics, we compare

them against human judgements. A panel of 3 undergraduate students compared pairs

of predictions and references on two binary scales, as shown in Figure 2.7. Each panelist

answers the questions (1. Similarity) “Is the prediction similar to the reference?” and

(2. Correctness) “Is the prediction a valid or correct explanation of the cause-effect

pair?” Summing the panelist scores for each pair, we found a strong correlation (r =

0.82) between the similarity and correctness judgement. This validates comparison with

WikiWhy gold explanations as a useful proxy for explanation quality. Our proposed

sentence-level processing incorporates the intuitions of checking for completeness with

recall and penalizing over-explanation with precision.

Further, we use a single-explanation version of F-score to compare this proposed auto-

matic metric with human judgement (the proposed F-score measures aggregate through
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the whole dataset). With this variation, we find a modest correlation (r = 0.35) between

ordered F1 and similarity, among other weaker correlations.

Besides supporting our proposed methods, this correlation analysis also enabled a

data-driven approach to calibrating our similarity metric and match criteria. For each

similarity metric, we selected a starting point through manual inspection of prediction-

reference-similarity triples (which threshold value divides “genuine” from mistaken simi-

larity) and used correlation for refinement. After trials with BLEURT [62] and BERTScore

[5], different underlying models and different match thresholds, we selected BERTScore

using a large DeBERTa [63] model (microsoft/deberta-xlarge-mnli) at a threshold

of 0.64.

2.5.3 Human Evaluation

Recent studies by Goyal et al. (2022) [64] show that automatic metrics may not

reliably evaluate results produced by models with few-shot capabilities like GPT-3. In

light of this, we supplement our automatic evaluation with an additional human evalua-

tion. We first evaluate each setting in each experiment using the binary correctness scale

(see criteria definition below). Following this evaluation, we select the highest scoring

explanations for each set of experiments for additional fine-grained evaluation. For each

human evaluation task, we present a panel of three undergraduate students a random

sample of 50 entries from each setting and the following binary (True/False) criteria

guidelines:

• Correctness: Mark true if and only if the explanation is both complete and sat-

isfying.

• Concision: Mark true if the explanation says everything it needs to say and nothing

more. Mark false if extra information is included.
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• Fluency: Is the explanation writing fluent? Mark false if there are any mechanical

mistakes.

• Validity: Does the explanation make logical sense? Ignore whether or not the

explanation successfully explains the cause/effect relation. Mark false if the expla-

nation contains any illogical or untrue conclusions.

• Win/Tie/Lose: Compare the generated explanation against the provided reference

(WikiWhy gold explanation). Mark Win if you prefer the generated explanation,

Tie if you have no preference, and Lose if you prefer the reference explanation.

Equation 2.1 describes this where R is the result when fed the WikiWhy gold

explanation, E and the generated explanation, Ê .

R(E , Ê) =


Win if Ê > E

Tie if Ê = E

Lose if Ê < E

(2.1)

2.5.4 Results

Fine-Grained Human Evaluation With our human evaluation experiments, we find

significant room for improvement across the board. Our strongest baseline, GPT-3 with

greedy decoding, produced explanations judged to be satisfactory only 66% of the time

in the most favourable setting of Task 2: EO (Table 3.4). Moreover, these explanations

were judged to be worse than the gold reference 58% of the time. These results from

our strongest baseline leave plenty of room to improve upon and motivate future work

on this reasoning task.
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Decoding Our experiments show increased performance with lower temperature sam-

pling and best results with greedy decoding (Table 2.5). This aligns with existing notions

of higher temperatures better suiting “creative,” open-ended tasks as opposed to more

grounded ones. Explaining, as we hypothesize, relies more on the embedded assumptions

in a generative model rather than the unlikely associations made more likely at higher

temperatures.

Model Differences We find that GPT-3 significantly outperforms GPT-2. Compar-

ing GPT-3’s output against its predecessor’s strongest setting shows increases in both

ordered and unordered F1 scores by over 50%. Despite benefiting from fine-tuning and

additional structural support from token type embeddings, GPT-2’s explanations are

lacking compared to GPT-3’s few-shot explanations using only 4 exemplars. We find

that GPT-2’s statements are often not only incomplete/unsatisfying for explaining the

cause-effect relation at hand but also simply invalid. 94% of GPT-2’s statements were

deemed worse than WikiWhy’s gold references. The only area GPT-2 outperformed

GPT-3 was in concision, however this is more a demerit of GPT-3 rather than a merit

of GPT-2. We found that GPT-3 tended to occasionally add unnecessary detail to its

explanations, often defining one of the entities in the prompt.

Answer & Explanation On the A&E task (Task 3), we find results that align cleanly

with preconceived intuitions. Our baseline model is able to better handle explanations

from points A to B when A is fixed and provided. Requiring the same procedures to

generate more output creates more variance as incorrect or alternative starting points

mislead the remaining generation. The “pipeline” setting strengthens this trend, as the

better-informed answer generation allows for a higher quality explanation. This setting,

simulating a three-step process with different models handling each step, demonstrates
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Experiments Unordered Ordered Human

Prec.1 Rec.2 BERT-f1 Prec.1 Rec.2 BERT-f1 Correct

Task 2: EO
GPT-2
Greedy 0.249 0.196 0.220 0.239 0.179 0.204 0.100
T = 0.50 0.218 0.164 0.188 0.194 0.146 0.166 0.065
T = 1.00 0.072 0.056 0.063 0.071 0.054 0.062 0.064

GPT-3
Greedy 0.347 0.388 0.366 0.307 0.355 0.329 0.660
T = 1.00 0.326 0.356 0.340 0.291 0.328 0.308 0.481

Task 3: A&E
GPT-3
Single-Model 0.092 0.095 0.094 0.082 0.092 0.087 0.140
Pipeline 0.229 0.233 0.231 0.211 0.220 0.215 0.387

1Precision, 2Recall

Table 2.5: Baseline Performance on Explanation Tasks (EO = Explanation-Only, A&E:
Answer and Explanation). For Task 3, the Single Model setting has the generative model
complete the end-to-end task in a single pass. The Pipeline setting allows each stage to
be handled separately (QA is handled by BM25+FiD and explanation is done by GPT-
3). Human evaluation was done with on a binary scale (correct/incorrect) and we report
the proportion of correct evaluations.

an intermediate performance between having the oracle-provided answer and requiring

the explainer to manage the entire process. Under these settings, where the model’s input

excludes the correct answer (the cause), the “validity” criteria of our human evaluation is

especially interesting. While the majority of the end-to-end setting’s explanations were

marked incorrect or unsatisfying, a notable proportion was still marked as having a valid

chain of reasoning. This suggests that a significant portion of this setting’s difficulty lies

in the generation of the initial correct answer.

Explanation Failure A typical error observed in GPT-3’s predictions is repeating the

cause-effect relation. To explain why [A] leads to [B], GPT-3 might only write “[B]

because [A]” or another semantically equivalent formulation. This pattern may be ex-
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Setting Fine Grained Human Evaluation

Correctness Concision Fluency Validity W (↑) T L (↓)
GPT-2: EO 0.100 0.880 0.860 0.520 0.040 0.040 0.920
GPT-3: EO 0.660 0.680 1.00 0.960 0.080 0.360 0.580
GPT-3: A&E 0.140 0.680 0.900 0.720 0.080 0.100 0.820

Table 2.6: Human evaluation. Overall correctness is marked on a binary scale– an expla-
nation is complete and satisfying or not. Concision penalizes for repeated or unnecessary
information, fluency evaluates grammar, and validity measures if the generated sequence
makes logical sense regardless if it correctly explains the relation. W refers to Win, T
refers to Tie, and L refers to Lose. For Win/Lose/Tie, annotators compared the genera-
tions against WikiWhy’s gold references.

plainable with a fine-tuned baseline where annotation errors of the same kind might have

slipped into the training set, but GPT-3 was prompted with hand-picked exemplars with

no such mistakes. Furthermore, we observe successful explanations on some inputs we

expect to be more difficult alongside errors on relatively less challenging inputs. These

observations, together with the consistently high fluency scores showing syntactic compe-

tence, seem to indicate a reasoning failure as opposed to a systematic “misunderstanding”

of the task at hand. Per the original goal of better understanding what and how LLMs

“understand” the world, this might indicate a gap in commonsense: that GPT simply

memorized the fact that [A] leads to [B].

2.6 Conclusion

In this chapter, we release WikiWhy, a Question-Answering dataset enabling the

analysis and improvement of LLMs’ reasoning capability. We propose explanation be-

tween grounded cause-effect pairs to distinguish memorization of the relation from a

genuine understanding of the underlying mechanics. Compared to related works on ex-

plainable QA, our explanation format finds a natural middle ground that balances com-
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plexity and depth, allowing our crowdsourcing methods to produce thought-provoking

examples while being highly scalable. We exploit this scalability to cover topics previ-

ously overlooked by other explanation datasets and demonstrate our proposed task to be

difficult with strong baselines (our experiments feature models failing to produce satis-

fying explanations even under ideal conditions). Finally, we motivate the development

of new automatic metrics that are better able to handle the complexities of generated

reasoning.

2.7 Ethics Statement

For data collection, our listing required workers to have a high HIT approval rating (≥

96%) and be located in English speaking regions (Australia, Canada, New Zealand, the

United Kingdom, and the United States). The average hourly pay is 12.00 dollars, which

exceeds the income requirements proposed in the human subjects research protocols.

The project is classified as exempt status for IRB. Our interfaces include notices that

we are collecting information for dataset creation, consent forms, and a link for inquiries

and concerns. Our MTurk interfaces are displayed in the Appendix A. Due to the

experimental nature, limited production applicability, and relatively small dataset scale,

we believe the potential for misuse or harm is negligible.
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Chapter 3

Scene Understanding with LLMs

3.1 Introduction

Augmented reality (AR) holds the potential to seamlessly integrate digital content

into the physical world, necessitating the placement of virtual elements in natural lo-

cations. The population of 3D environments with 3D virtual content often requires

developers to specify a target location, such as a “wall”, for each 3D virtual object,

such as a painting. Then, while the application is running, it will recognize and track

the specified location in the current scene, and anchor the virtual object on it. However,

there are many cases where adding new virtual objects, including those not considered by

the developers, into 3D scenes is desirable. For example, this need arises when applying

custom themes for entertainment or other applications that present modified realities,

such as simulation and training. Adapting AR content to different physical environments

often involves placing many virtual objects, making doing this manually in every new

environment cumbersome. Some automated placement techniques exist; however, their

applicability is limited as they can not accommodate arbitrary objects and scenes due to

the closed-vocabulary nature of the underlying machine-learning models. This constraint
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Closed-Vocabulary Open-Vocabulary

Properties 1. Trained on a fixed 1. Trained on a large dataset,
set of words/categories giving it an understanding of

the language

2. Only handles these 2. Can handle inputs not seen
predefined values at during training
inference time

Object Detector A model trained to Model accepts any text
recognize cat and dog (e.g. cat or the person

will not recognize tree wearing a red shirt)

Table 3.1: Properties of Closed-Vocabulary and Open-Vocabulary Models

implies that these models can only process a predefined set of words. On the other hand,

“open-vocabulary” models can adapt to words not seen during training. Table 3.1 an-

alyzes the properties of closed-vocabulary and open-vocabulary models. In general, we

see that closed-vocabulary models can only accept a fixed vocabulary set, thereby, only

having the ability to recognize those fixed categories at inference time. Open-Vocabulary

models are trained on a large dataset allowing it to generalize over domains, hence,

giving a better understanding of the language.

We combine several models to create OCTO+, a state-of-the-art pipeline and eval-

uation methodology for virtual content placement in the Mixed Reality (MR) setting.

We build on OCTOPUS [65], a recently introduced 8-stage approach to the placement

problem. OCTO+ accepts as input an image of a scene and a text description of a virtual

object to be placed in the scene and determines the most natural location in the scene

for the object to be placed.

In summary, this chapter presents the following contributions of this work:

• State-of-the-art pipeline OCTO+, outperforming GPT-4V and the predecessor OC-

TOPUS method on virtual content placement in augmented reality scenes.
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• Extensive experimentation conducted with the state-of-the-art large multimodal

models (LMMs), large language models (LLMs), image-editing models, and meth-

ods employing a series of models, leading to an overall 3-stage conceptualization

for the automatic placement problem.

• Introduce PEARL, a benchmark for Placement Evaluation of Augmented Reality

ELements – PEARL.

3.2 Related Work

3.2.1 Virtual Content Placement

In the context of augmented reality, virtual objects must satisfy physical and semantic

constraints in order to appear natural.

In general, virtual content should be aligned with the natural world and follow the

laws of physics. For example, furniture should either be resting on the floor or against a

wall [66], and objects should not float above the ground [67]. Evaluating such constraints

automatically is a difficult task because a unique ground truth does not exist, and even

if an authoritative ground truth placement were available, simply taking the distance

between a proposed location and a ground truth location is not a reliable metric. The

quality of a placement location also depends on many other factors, including viewing

angle, viewing distance, and object size [68]. To address this, Rafi et al. (2022) [68]

introduced a framework that predicts how humans would rate the placement of a virtual

object. The framework makes these predictions based on the “placement gap”, which is

the distance between the bottom of the object and the plane it is supposed to be placed

on, and other factors such as viewing angle, so it is meant to measure how physically

realistic the placement of a virtual object looks. Our benchmark, on the other hand,
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focuses on how semantically realistic the placement of a virtual object is.

Previous work has also investigated how to place objects. To position virtual inter-

face elements seamlessly when transitioning between physical locations, Cheng et al. [69]

introduced an approach that discovers a semantically similar spot in the new scene cor-

responding to where the virtual interface elements were placed in the previous scene. To

put virtual agents in AR, Lang et al.[70] introduced a method involving reconstructing

the 3D scene, identifying key objects, and optimizing a cost function based on the de-

tected objects, among other things. Existing work focuses on placing specific objects or

operates with closed-vocabulary choices. In contrast, we aim to create a single pipeline

to identify any object without special training.

3.2.2 Vision-Language Models

Many of the models we use to automate the virtual content placement task are able

to handle both image and text, but historically, machine learning models were typically

either used on images or text. However, both types of models can have similar architec-

tures, such as the Transformer architecture [7]. For a model to process images and text,

they must be encoded into the same semantic embedding space, where similar text and

images are close and unrelated text and images are distant.

One way to ‘align’ text and images into the same embedding space is to use Con-

trastive Language-Image Pretraining (CLIP) [16]. Given N pairs of text-image-(tk, ik),

a text encoder Et and an image encoder Ei are used to create text embeddings Te =

{t1 . . . tN} and image embeddings Ie = {i1 . . . iN}. The encoders are trained using the

contrastive learning objective. In contrastive learning, we maximize the cosine similar-

ity between embeddings (ta, ia) that originated from the same text-image pair and to

minimize the cosine similarity between embeddings (ta, ib) where a ̸= b that came from
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Where should a 
cupcake be placed?

Prompt: Where 
would be the most 
natural location 
for a cupcake to 
be placed? 

Possible Answers: 
plate, table, ... 

GPT-4: plate

2. Reasoning 3. Locating

2D: (x,y) 3D: (x,y,z)

1. A white 
plate with a 
bowl of 
broccoli on it

2. A wooden 
floor with a 
headboard

 SCP: SAM + CLIP + POS
Image Tagging

RAM++ GPT-4V
        Used by
          OCTO+
Objects:
room, plate, 
table, 
office, ...

Noun Filtering

1. Image Understanding

SCP Objects:[plate, bowl, broccoli, floor, headboard, ...]
RAM++ Objects: [room, plate, table, office, ...]
GPT-4V Objects: [table, bowl, desktop, wall, ...]

Objects:
table,bowl, 
desktop, 
wall, ...

Figure 3.1: Overview of various methods we experimented with, including OCTO+ ð.
To determine where a cupcake should be placed, we perform three stages: 1) image
understanding: generate a list of all objects in the image (OCTO+ uses RAM++);
2) reasoning: select the most natural object with GPT-4; 3) locating: locate the 2D
coordinate of the selected object in the image and ray cast the 2D coordinate to determine
the 3D location in the AR scene.

different text-image pairs. After this training, the encoders will map text and images

into the same semantic embedding space, which allows models to take either images or

text as input.

3.3 Method

Various approaches to address the broader challenge of mixed reality object placement

were investigated. This task involves inputting a camera frame, denoted as I, along with

a natural language description of the object, denoted as T, and generating the optimal

2D coordinate for placing the object. The problem can be further decomposed by moving

from 3D coordinates to 2D image space, as complete 3D scene models are not always

available, and if they are, a 3D coordinate can be easily obtained by ray casting. While

such object placement in a 2D camera frame may be a simple task for humans, it requires

understanding what items are in the image, reasoning about which item in the image the

object would most naturally be placed on or nearby, and finally, locating the item in the

image on which the object should be placed. These subtasks are outlined in Figure 3.1,

and the next section will describe each in detail.
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3.3.1 Stage 1. Image Understanding

Image understanding is the process of interpreting the content in images similarly to

how humans do it. In the context of object placement in augmented reality, the image

understanding stage focuses on identifying all the surfaces in the image that virtual

objects could be placed on. Image tagging, or recognizing all objects in an image, can be

approached in different ways, including by using object-level tagging models, image-level

tagging models, large language models (LLMs), and large multimodal models (LMMs).

Object-level Tagging

Object-level tagging entails dividing the input image into regions of interest before

generating any tags. We previously introduced the OCTOPUS [65] pipeline, using three

state-of-the-art vision and language models to accomplish this task. First, it uses the

Segment Anything Model (SAM) [71] to divide the image into regions that may contain

objects. Next, OCTOPUS uses clip-text-decoder [72] to generate captions for each region.

Lastly, it used English Part-of-Speech tagging in Flair [73] to extract nouns from each

caption. We will refer to the chaining of these three models as SCP—Segment, Clip,

Parts of Speech tagging.

Tag Filtering

Some nouns found may have been misidentified and must be filtered out before passing

to the next stage. This is because the next stage assumes that all nouns given are

represented in the image and are valid locations for an object to be placed. We experiment

with multiple strategies to accomplish this.

• ViLT [74], a Vision Transformer-based model, is used in OCTOPUS for visual

question answering. For every noun provided by SCP, the model is presented with
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the image and the question: “Is there a noun in the image?” Only the nouns that

result in ViLT outputting ‘yes’ are retained.

• CLIPSeg [75] is a model that takes an image and text query as input and generates

a heatmap illustrating the correlation between each image pixel and the text query.

CLIPSeg is run on the input image and each noun, and the intensity of the brightest

pixel in the resulting heatmap is recorded. This intensity is then used to rank the

nouns, and the top-k nouns are kept, where k is a predetermined parameter.

• Grounding DINO [76] is a model that accepts as input an image and a text query

(in our case, the SCP nouns separated by commas) and outputs bounding boxes

for every object it found in the image related to the query. A threshold t can be

adjusted to exclude boxes that are not sufficiently similar to any word in the query.

We exclude any bounding boxes that cover over 90% of the image area, as these

are typically generic words such as ‘room’ and do not refer to specific objects in the

image.

All three of these methods effectively remove nouns incorrectly identified by SCP;

however, they also risk excluding too many nouns. There is a trade-off between filtering

out nouns not in the image and keeping valid candidate placement targets in the image.

In the case of CLIPSeg and Grounding DINO, the values of k and t can be adjusted to

fine-tune this balance.

Image-level Tagging

It is also possible to pass the entire image into an image tagging model without

dividing it into regions first. One advantage to this approach is that the model has

access to the entire image, rather than just a tiny patch, and can use that to identify

objects better.
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Stage 1: LMM Prompt

User Prompt: Please provide a list of nouns (where each noun is separated by
comma, example: object1, object2, object3) that could be used to describe
this image. This listing should include where common indoor objects could be
placed. Only list objects which are in the image.

Example Response: chair, table, ladder, monitor, speaker, rack ...

Figure 3.2: Large Multimodal Model (LMM) prompt for Stage 1 – Image Understanding

The image tagging model we experimented with is the state-of-the-art Recognize

Anything Plus Model (RAM++) [77], which takes an image and a list of text labels (this

list can contain any words, including those not seen during training), and determines

which of the labels are in the image. By default, the model is run on 4,585 labels, and

more can be added if needed (we found these default labels to be more than sufficient).

We experimented with different thresholds for a tag to be classified as being in the image.

We also tried using Grounding DINO as a tag filter since Grounding DINO was the best

out of the three filter options for SCP (Table 3.2). RAM++ and Grounding DINO

comprise the first stage of OCTO+.

Large Multimodal Models (LMMs)

Multimodal large language models can accept images and text as input, reason about

them, and generate a text response. We used two such models, GPT4-V [78] and LLaVa-

1.5 [79], to create a list of nouns by prompting them with the image and instructions

(Figure 3.2).
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Stage 2: LLM Prompt

System Prompt: You are an expert in determining where objects should be
placed in a scene. You will be given a list of objects in a scene, and the name of
a new object to be placed in the scene. Your task is to select the most natural
location for the new object to be placed out of the options provided. Write one of
your answers and write it exactly character for character as it appears in the list
of possible answers. Provide a one-word response. [Few-shot exemplars]

User Prompt: Where would be the most natural location for [object] to
be placed? Possible Answers: [floor, table, computer, sink, couch]

Figure 3.3: Large Language Model (LLM) prompt for Stage 2 – Reasoning. The square
brackets denote additional or customized information, omitted here for brevity and gen-
erality.

3.3.2 Stage 2. Reasoning

The overall task for Stage 2 is to select the object from the list produced in Stage 1,

which is the most natural location for the virtual object to be placed on. This requires

complex reasoning abilities. Large language models (LLMs) have recently showcased

exceptional reasoning capabilities for natural language generation. We use LLMs and

LMMs to make this selection and take advantage of these abilities.

Large Language Model

Both OCTOPUS and OCTO+ use OpenAI’s currently most capable model, GPT-4

[78], to select the target object on which the virtual object should be placed. Chain of

Thought (CoT) prompting [26] and in-context learning [80] are two notable techniques

that increase the reasoning abilities of LLMs. As a result, we use 3-shot prompting, which

means we provide 3 example questions and responses before the actual question to better

guide the LLM. We provide the prompt to GPT-4 (Figure 3.3) using temperature=0.2.
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Stage 2: LMM Prompt

System Prompt: You are an expert in determining where objects should be
placed in a scene. You are given an image of a scene the name of an object to
be placed in the scene. Please respond with a concise answer, one or two words,
naming the object in the scene on which the new object should be placed.
User Prompt: Where would be the most natural location to place a [object] in
this image?

Figure 3.4: Large Multimodal Model (LMM) prompt for Stage 2 – Reasoning.

Multimodal Large Language Model

The original GPT-4 model was not a multimodal LLM, so it cannot view images.

Therefore, it has to rely on the list of nouns from Stage 1 to understand the content of

images. By contrast, multimodal LLMs, such as GPT-4V, can take images as input and

answer questions about them. As a result, MLLMs can consolidate Stages 1 and 2 into

a single step.

The OCTOPUS [65] paper experimented with visual question-answering models, such

as ViLT. These models were tasked with processing an image and a text prompt that

inquired about the optimal placement of an object within the image. At that time, the

models frequently produced unsatisfactory responses. However, significant progress has

since occurred in the field, so our experimentation now includes state-of-the-art closed-

source and open-source models, specifically GPT-4V (via the API) [78] and 13B LLaVA-

1.5 [79] with a temperature=0.01. We directly provide the models with the image and

object to be placed, prompting them to name where in the image the object should be

placed. Figure 3.4 showcases the prompt used for GPT-4V.
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3.3.3 Stage 3: Locating

Once a suitable surface for the virtual object’s placement has been found, the next

task is to select a 2D coordinate for the object to be placed. We explore two distinct

strategies: CLIPSeg and Grounded-Segment-Anything.

1. CLIPSeg

As discussed in the Tag Filtering section, CLIPSeg generates a heatmap indicating

the similarity between each pixel in the image and the provided text query. We present

CLIPSeg with our image and surface selected in Stage 2 to determine the object’s place-

ment. We choose the location (x, y) of the pixel with the highest activation in the

heatmap. This is the model used in OCTOPUS.

2. Grounded-Segment-Anything (G-SAM)

G-SAM [81] is another approach that integrates Grounding DINO and SAM. As input,

we provide the image and text specifying the surface chosen in Stage 2. First, Grounding

DINO identifies bounding box(es) corresponding to the text. These boxes are input to

SAM, which generates a precise segmentation mask around the object. The masks are

consolidated into one, and we select the point in the combined mask that is farthest away

from any edge of the mask. This ensures that we do not select a point right at the edge

of a surface, which would not be very natural. This is the model used by OCTO+.

Large Multimodal Models

We also examine performing Stages 1-3 in one step using GPT-4V. We ask GPT-4V

to determine the (x, y) pixel location directly with the following prompt (Figure 3.5).
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Stage 3: LMM Prompt

System Prompt: You are an expert in determining where objects should be
placed in a scene. You are given an image of a scene and the name of an object to
be placed in the scene. Please respond with the pixel coordinates locating where
in the scene would be the most natural location to place the object. The image is
561 pixels wide and 427 pixels long, and the top left corner is the origin.
Chat Prompt: Where would be the most natural location to place [object] in
this image? Please briefly explain your selection and enter the x and y coordinate
locations in the format (x, y) at the end.
Example Response: The banana should be placed on the table. (173,294).

Figure 3.5: Large Multimodal Model (LMM) prompt for Stage 3 – Locating.

Image-Editing Methods

One final approach to obtain the 2D coordinate for object placement in an image

starts with InstructPix2Pix [82]. InstructPix2Pix is an instruction-based image editing

model that takes both an image and a text prompt specifying the desired edit. Using

Stable Diffusion, InstructPix2Pix then generates a new image incorporating the edit.

In our case, where we seek to identify the optimal placement of an object, we prompt

InstructPix2Pix to “add [object]” and provide the input image. Leveraging its image

understanding and reasoning capabilities, InstructPix2Pix generates a new image with

the object seamlessly integrated. We then use Grounding-Segment-Anything to detect

the object and segment the region. To determine the 2D placement coordinate, we select

the bottom-most pixel in the mask, considering it to be the location of the surface beneath

the object.

3.3.4 3D Location in AR Scene

Once the 2D (x, y) location in the image is identified, the final step is to calculate

the corresponding 3D (x, y, z) position in the scene, which is where the virtual object
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will be positioned in augmented reality (AR). To accomplish this, we employ raycasting

into the scene (executed by ARKit and ARCore, supported natively in iOS and Android

devices).

3.4 Evaluation and Results

To determine which models performed the best in each stage, we designed a series of

experiments, one for each stage, to compare the different methods.

Experiment Setup A representative set of objects and images is needed for meaningful

and fair evaluation. We limited our assessment to indoor scenes. By consulting LLMs and

optimizing for object diversity, we compiled a list of 15 common indoor objects: (apple,

cake, cup, plate, vase, stool, painting, lamp, book, bag, computer, pencil,

shoes, cushion, cat). This step was decoupled entirely from the scene selection, for

which we randomly sampled 100 indoor scene images from the NYU Depth Dataset [83]

and Sun3D Dataset [84].

Annotation We had two team members annotate each of the 100 images with a natural

and unnatural location to place each of the 15 objects. For example, it would be natural

to place a cupcake on a plate, but unnatural to place a cupcake on the floor. Team

members also wrote a list of valid locations for each object to be placed in each image.

Figure 3.6 describes the different placements. Any objects that were deemed unsuitable

or irrelevant for a specific image were excluded from further analysis throughout the

experiment for that particular image (this happened in 573 of the 1,500 image-object

combinations). We also generated placement coordinates using random point selection.

Ultimately, we arrived at 927 object location-image pairs for each of the three baseline

placement methods. These images and lists of valid locations for each object in each
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Good Placement Bad Placement OCTO+ Placement Random Placement

Figure 3.6: Comparative placements for one input image, and the prompt “Apple”.

image annotation are a part of the PEARL benchmark and are used to evaluate all three

stages.

3.4.1 Stage 1: Image Understanding Evaluation

Stage 1 must produce an accurate list of objects in the image for the later stages to

succeed. This means that all the important objects in the image should be included in the

list, and objects not in the image should not. We consider objects important if they are

surfaces on which other objects could be placed, such as tables, chairs, kitchen counters,

or the floor. In other words, the necessary objects are the valid locations annotated as

described above. Therefore, we compare the list of objects generated in Stage 1 with the

valid locations in two ways: Exact Match & Sentence-BERT similarity.

• Exact Match (EM): For each object (e.g., “cat”) in each image, we check if any

of its valid locations (e.g., “couch,” “floor”) is in the list of tags.

• Sentence-BERT [85] (sBERT) Similarity: For each object (e.g., “cat”) in each

image, we find the maximum similarity between any of its valid locations (e.g.,

“couch,” “floor”) and any of the tags. We do this using sBERT, a modified version

of BERT [12] that encodes text into a semantic embedding space, such that the

cosine similarity between the embedding for words that have similar meanings (e.g.,
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sBERT(“couch”, “sofa”) = 0.856) will be higher than it would be for words that

have different meanings (e.g., sBERT(“couch”, “table”) = 0.334). Using sBERT,

we can reward methods that generate tags with the correct semantic meaning.

Algorithm 1 Stage 1 Metrics Computation

Require: I: 100 images
Require: T : model-generated tags generated for each image
Require: O: names of up to 15 objects placed in each image
Require: L: valid locations for each object in each image
E ← 0 ▷ Number of exact matches EMs
S ← 0 ▷ Total sBERT score
N ← length(I) ▷ Number of Tags n

for i ∈ 1 to N do
e← 0
s← 0
M← length(Oi)
for j ∈ 1 to M do

if Ti ∩ Li,j ̸= ∅ then
e← e + 1

end if
s← s + max(t,l)∈Ti×Li,j

sBERT(t, l)
end for
E ← E + e

M
S ← S + s

M
end for
E ← E

N
S ← S

N

We used these techniques to compute overall metrics for the tagging stage using

the algorithm shown in Algorithm 1, which computes the average score for each image,

and then averages each image’s score to produce a final score. In addition to the average

number of tags generated per image, these metrics are shown for each method in Table 3.2.

Starting with the object-level tagging method, we found that the unfiltered list of

tags was very long (60.67 on average), with many of the nouns being irrelevant or not

in the image. Out of the filtration methods we tried, we felt that Grounding DINO with
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Models Exact Match ( sBERT ( # Tags "

Object-level Tagging

SCP (SAM + CLIP + POS) 0.734 0.892 60.67
+ ViLT 0.658 0.850 25.96
+ CLIPSeg (k=10) 0.439 0.698 10.00
+ CLIPSeg (k=15) 0.535 0.755 15.00
+ CLIPSeg (k=20) 0.634 0.807 20.00
+ CLIPSeg (k=30) 0.684 0.841 29.95
+ G-DINO (t=.25) 0.712 0.852 16.04
+ G-DINO (t=.35) 0.532 0.745 7.87

Image-level Tagging

RAM++ (t=0.8) 0.909 0.976 61.66
+ G-DINO (t=.25) 0.865 0.942 18.51

RAM++ (t=0.9) 0.851 0.937 31.63
+ G-DINO (t=.25) 0.812 0.923 15.67

RAM++ (t=1.0) 0.619 0.854 16.55
+ G-DINO (t=.25) 0.610 0.834 10.84

Multimodal Large Language Models

GPT-4V(ision) 0.399 0.782 11.69
LLaVA-v1.5-13B 0.605 0.805 29.77

Table 3.2: Stage 1 Metrics. Best IN BOLD, second best UNDERLINED.

a threshold of 0.25 had the best trade-off between keeping relevant nouns (the number

of EMs and sBERT score only dropped by a few percent compared to unfiltered),

while the average number of tags per image dropped by nearly 75%. Taking the top-20

(k=20) tags from CLIPSeg also performed well, so we experimented with both of these

in the later stages. A trade-off exists where higher thresholds result in removing more

undesired words and excluding more target words. We generally leaned towards less

strict thresholds, as excluding a target word is usually more harmful than including an

extra word.

On to the image-level tagging results, we found that RAM++ with 0.8 times the de-

fault threshold, combined with the best filtering strategy from before (Grounding DINO

with a threshold of 0.25) had the best performance of any Stage 1 method. Compared to
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RAM++ with the default threshold and no filter, this method had much better metrics

and only a slightly longer average number of tags.

Lastly, we considered the multimodal large language models, which were prompted

to generate a list of nouns in the image. We frequently omitted crucial nouns in both

models, so we did not experiment further with their noun lists. Additionally, LLaVA

often repeats sequences of words repeatedly, making it impractically slow. This was not

an issue with GPT4-V, however.

3.4.2 Stage 2: Reasoning Evaluation

We measure the performance of this stage on the PEARL benchmark by comparing

the target tag T̂ produced a method with the set of expert annotated tags T for each

object in each image. To measure the performance, we use two metrics:

• Exact Match: For each object in each image, we check if the predicted surface T̂

matches any of the expert annotated tags in T

• sBERT: To reduce how much we penalize methods that select a word with the

correct meaning but not an exact match (e.g., “couch” vs. “sofa”), we record the

maximum similarity between T̂ and any of the annotated tags in T .

We compute the average exact match and sBERT score over each object in each

image and then average over all images to get a final score (there are 927 image-object

pairs). We report the scores for the five methods we tried in Table 3.3. We find that

the SCP tags filtered with G-DINO perform better than the SCP filtered by CLIPSeg

with EM scores of 0.630 and 0.621, respectively. Still, RAM++ outperforms SCP with

an EM of 0.645 and an sBERT score of 0.821. In Multimodal LLMs, we find that

the open-source LLaVA-v1.5-13B model significantly outperforms GPT-4V. Although
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Models Exact Match ( sBERT (

LLM: Tags + Object as Input

SCP (Filter: CLIPSeg) + GPT-4 0.621 0.786
SCP (Filter: G-DINO) + GPT-4 0.630 0.791
RAM++ (Filter: G-DINO) + GPT-4 0.645 0.821

Multimodal LLMs: Image + Object as Input

GPT-4V(ision) 0.479 0.754
LLaVA-v1.5-13B 0.711 0.844

Table 3.3: Stage 2 Metrics. Best IN BOLD, second best UNDERLINED

this is the case, we find that LLaVA is substantially slower (when run on an NVIDIA

TITAN X Pascal GPU) than GPT-4V, making it impractical to be used in a real-time AR

application. Furthermore, in Table 3.5, it is evident that GPT-4V outperforms LLaVA

with a higher score, suggesting that Stage 2 metrics may not fully represent the overall

task.

3.4.3 Stage 3: Target Locating Evaluation

Measuring the performance of Stage 3 is the most important as it is the only way

to evaluate the system end-to-end. Even if the first two stages correctly select the tar-

get noun, determining a natural location for placement is still required. Therefore, we

establish a robust evaluation procedure incorporating automated metrics and human

evaluation.

Automated Metrics

The 98 indoor scene images used in the PEARL benchmark came from the NYU

Depth Dataset [83] and Sun3D dataset [84], which included segmentation masks for many

indoor objects. Some of the images did not come with any segmentation masks labeled

with any of PEARL’s annotated ground truth locations for particular objects (e.g.,
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“desk” and “table” segmentation masks were not provided in an image for the indoor

classroom, so we were not able to evaluate how well an apple could be placed in that

image). As a result, we had to remove 152 of the image-object pairs from the original

927, leaving us with 775 image-object pairs for which we can compute metrics. Each

pixel in the 561×427 segmentation mask was annotated with a value between 1 and 895,

where each value was mapped to a unique label.

To evaluate how naturally an object is placed in an image, PEARL combines all

of the segmentation masks whose label matches one of the ground truth locations for

that object in that image. For instance, a “cat” could be naturally placed on a chair,

floor, or couch in a given image. To obtain a new segmentation mask, assigning a value

of 1 in all valid locations for the cat and 0 elsewhere, we consolidate the segmentation

masks for that image corresponding to the labels chair, floor, or couch. In some cases,

the segmentation masks had more specific labels than PEARL or used synonyms, so we

had to change some of the labels in the segmentation dataset manually. For example, we

changed “sofa” to “couch” and merged “coffee table” and “desk” into “table.” In

total, we modified 43 segmentation mask labels.

V (x, y) =


1 if (x, y) is inside mask

0 otherwise

(3.1)

In the following descriptions of our metrics, we will use (x̂ij, ŷij) to denote the 2D

location that a model output for object j in image i. When we refer to a “mask” for an

object and image, we refer to the set of valid locations for that object to be placed in

that image.

The first automated metric we define is the percentage of the predicted 2D coordinate

(x̂ij, ŷij) was in the mask. For a given placement (x̂ij, ŷij) of object j in image i, we assign
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a score of 1 if (x̂ij, ŷij) is in the mask, and 0 otherwise. More formally, V (x, y), is used

to define the value of a given 2D placement (x, y) in mask, as described by Equation 3.1.

We repeat this for every object in an image and find the proportion of times the predicted

location was in the mask. We then take the average of all images’ scores to compute the

final In Mask score in Table 3.5.

The second automated metric we define is PEARL-Score. We observed that the In

Mask score does not consider the distance between the point and the mask. In other

words, if the predicted location is not in the mask, it is treated the same as if the point

was on the other side of the image. In addition, the score does not consider where the

object is to be placed in the mask. To humans, it is more natural to place objects away

from the edge of a surface. For example, one would not place a “cup” on the corner

of a table; rather, they would place it where the “cup” is more centered and not at

risk of falling. Therefore, we designed PEARL-Score to be negative when the placement

location is outside the mask, and positive when it is inside the mask. We give more points

if the placement is well within the mask, and subtract more points if the placement is

far outside the mask. We divide this into three cases:

1. Case 1: If the 2D Coordinate (x̂ij, ŷij) is in the mask, we find the closest point (x, y)

outside the mask. Then, the PEARL-Score is the Euclidean distance between the

two points L2(x, y, x̂, ŷ) as defined in Equation 3.4. The farther away (x̂ij, ŷij) is

from the edge of the mask, the higher the PEARL-Score. A point near the edge

of the mask would have a lower PEARL-Score.

2. Case 2: If the 2D Coordinate (x̂ij, ŷij) is outside the mask, we find the closest

point (x, y) inside the mask. Then, the PEARL-Score would be −L2(x, y, x̂, ŷ).

The score is negative because the placement should be penalized for being outside

the mask.
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Figure 3.7: PEARL-Score for one placement. The cases clearly define the importance
of the individual terms in the PEARL-Score formula. The green box defines if the point
is located in the mask. The yellow box minimizes over the points with respect to the
mask. The red box calculates the euclidean distance.

3. Case 3: If the 2D Coordinate (x̂ij, ŷij) is one the edge of the mask, then the

PEARL-Score would be 0.

The PEARL-Score can be summarized in Equation 3.2, where:

• S is the overall PEARL-Score on a set of N images.

• Mi is the number of objects being placed in image i.

• Vij(x, y) is the value of the mask of valid locations for object j in image i at point

(x, y). Its value is 0 outside the mask and 1 inside the mask.

• (x̂ij, ŷij) is the predicted placement location for object j in image i.

S =
1

N

N∑
i=1

1

Mi

Mi∑
j=1

(−1)1−Vij(x̂ij ,ŷij) · D(x̂ij, ŷij) (3.2)
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D(x̂ij, ŷij) = min
x,y:Vij(x,y)=
1−Vij(x̂ij ,ŷij)

L2(x, y, x̂ij, ŷij) (3.3)

L2(x, y, x̂ij, ŷij) =
√

(x̂ij − x)2 + (ŷij − y)2 (3.4)

D(x̂ij, ŷij), defined in Equation 3.3, is the minimum distance between the predicted

placement location and a point on the edge of the mask. The score for an image is

calculated by averaging the scores of all object placements within the image. Finally,

the overall PEARL-Score S is computed by taking the average score across all images.

Figure 3.7 highlights the individual components of the PEARL-Score.

Human Evaluation

To verify the agreement of our automated metrics with human preferences, we supple-

ment our results with a human evaluation. To gather opinions from a general audience,

we conducted an Amazon Mechanical Turk (MTurk) study to evaluate OCTO+, OCTO-

PUS, and three of the other placement techniques we implemented that performed the

best on our automated metrics (Table 3.4).

To evaluate each placement method, we used them to generate 2D placements for

100 randomly selected image-object pairs. We divided the 100 images into Human Intel-

ligence Tasks (HITs), each containing five images, for a total of 20 HITs for each of the

evaluations listed above. For the baselines (expert unnatural and random), we only ran

the assessment on 50 images, or 10 HITs.

In each HIT, evaluators were told what object was to be placed and were shown two

images side-by-side. Both images were annotated with a red circle indicating a proposed

placement location. One of the proposed placement locations came from the evaluated

method, while the other was a natural placement annotated by an expert. The evaluators

then selected which placement location was superior or declared a tie if both locations
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Method Tagger Filter Selector Locator

OCTO+ ð RAM++ G-DINO GPT-4 G-DINO
RAM++ G-DINO GPT-4 CLIPSeg

OCTOPUS � SCP ViLT GPT-4 CLIPSeg
GPT-4V — — G-Dino

Table 3.4: Human Evaluation is performed in the following methods

were deemed equally appropriate for the object. The evaluators did not know which

method produced each placement location.

To ensure our data was of high quality, we specified the following criteria workers

must meet to work on the task:

• Only allow workers with 95%+ HIT Approval Rate

• Only allow workers with 50+ HITs approved

• Only allow workers from regions in US & UK

• Added a sixth side-by-side comparison of an obvious good vs bad placement as an

‘attention check’.

In Table 3.6, the results of the Mechanical Turk study are shown in the column labeled

MTurk. Suppose a placement is tied with a natural placement. In that case, it must

be natural, so to compute the metrics shown in the table, we added the proportion of

the time that the method in question won or tied against the natural placement.

The results showed that GPT-4V with CLIPSeg as the locator performed best, tying

or winning against the expert natural placements 58.2% of the time. GPT-4V with G-

SAM was second place, followed by the RAM++ variants (which include OCTO+), with

OCTOPUS (SCP + ViLT + GPT-4) performing the worst out of the methods that we

ran an evaluation for.
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Pipeline 	 Automated Metrics ¡
Tagger V Filter Z Selector ✓ Locator * In Mask ( Score (

Baselines

——— ——— ——— Natural 0.907 17.987
——— ——— ——— Random 0.161 -106.113
——— ——— ——— Unnatural 0.010 -176.375

Selected Tag + Image as Input

SCP CLIPSeg GPT-4 CLIPSeg (Max) 0.572 -20.730
� SCP ViLT GPT-4 CLIPSeg (Max) 0.588 -15.300
SCP G-DINO GPT-4 CLIPSeg (Max) 0.596 -13.005
SCP CLIPSeg GPT-4 G-SAM (Center) 0.613 -10.783
SCP G-DINO GPT-4 G-SAM (Center) 0.615 -6.464
——— ——— LLaVA-1.5 CLIPSeg (Max) 0.649 -13.17
RAM++ G-DINO GPT-4 CLIPSeg (Max) 0.671 -4.185
——— ——— GPT-4V G-SAM (Center) 0.686 4.317
——— ——— GPT-4V CLIPSeg (Max) 0.692 -4.492
ð RAM++ G-DINO GPT-4 G-SAM (Center) 0.702 7.634

Object + Image as Input

——— ——— InsPix2Pix G-SAM (Bottom) 0.283 -60.852
——— ——— ——— GPT-4V (Pixel) 0.321 -34.282

Table 3.5: Stage 3 Automated Metrics. The 3 baselines (natural, random, unnatural)
denote the placements. InstructPix2Pix is abbreviated as InsPix2Pix for brevity. For
locators column, (max) denotes selecting the pixel with the maximum intensity, (center)
denotes the center of the bounding box, (bottom) denotes the bottom center of the
bounding box, (pixel) denotes the pixel location was provided by GPT-4V directly. The
best metric in each category is IN BOLD and the second best is UNDERLINED. ð

is the OCTO+ method and � is OCTOPUS.
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Pipeline 	 Human Evaluation  

Tagger V Filter Z Selector ✓ Locator * MTurk ( Expert (

Baselines

Natural Placement 1.000 1.000
Random Placement 0.467 0.040

Unnatural Placement 0.167 0.020

Selected Tag + Image as Input

� SCP ViLT GPT-4 CLIPSeg (Max) 0.514 0.570
RAM++ G-DINO GPT-4 CLIPSeg (Max) 0.514 ———
——— ——— GPT-4V G-SAM (Center) 0.580 ———
——— ——— GPT-4V CLIPSeg (Max) 0.582 0.620
ð RAM++ G-DINO GPT-4 G-SAM (Center) 0.527 0.690

Table 3.6: Stage 3 Human Evaluation Metrics. The 3 baselines (natural, random, unnat-
ural) denote the placements. For models, we select the 5 best performing methods from
Table 3.5 results. The best metrics in each category is IN BOLD and the second best
is UNDERLINED. ð is OCTO+, � is OCTOPUS

Looking at our baselines, the expert unnatural placements won or tied with the expert

natural placements 16.7% of the time, which is higher than expected and could indicate

data noise. We also performed an expert-level human evaluation to mitigate noise in the

data. Two of our team members evaluated OCTOPUS, OCTO+, the best performing

GPT-4V method, and the baselines (random and unnatural). The format mirrored the

MTurk study, displaying evaluators two side-by-side images: one generated using the

evaluated method and the other annotated by experts with natural placement. This

process was performed on 50 randomly selected object-image pairs for baselines and 100

for other comparisons.

The results show in Expert column of Table 3.6, reveal that in the judgment of the

two evaluators, 69% of the time, OCTO+ selected a location at least as natural as the

human expert selecting a natural location. Comparing this with GPT4-V, only 62% of

the time and SCP only 57% of the time did the human experts select a natural location.

The experts’ natural locations won over the random and unnatural locations 96% and
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Figure 3.8: Left: The 2D location in the image selected. Right: A screenshot of the 3D
scene with a virtual cupcake placed on the plate. Both the 2D and 3D locations were
found as described in the Locating section.

98% of the time, respectively, which confirms that they were indeed appropriate locations

the vast majority of the time, demonstrating that it is tailored to human preferences and

not far off from the expert’s natural placements.

In summary, as documented by Table 3.5 and Table 3.6, OCTO+ performs the best

in three of the four evaluation studies evaluated and remains competitive in the fourth

evaluation study.

3.5 Discussion and Limitations

While our method generally places objects naturally, it has limitations. First, it takes

up to 10 seconds to generate a single placement location on an NVIDIA RTX A4000,

which means it is not yet truly practical in real-world applications, in particular when

making live queries with AR cameras. We specifically tested it in such a use case (see

§3.6 below), and the latency may pose an inconvenience to users. Additionally, while
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our method excels at selecting the optimal entity for virtual object placement and aims

for a centrally located point on the surface, the outcome is not always the most natural.

For example, it is conventional for people to hang paintings at eye level, a consideration

our pipeline currently lacks. Our pipeline can also struggle when the surface selected is

a complex shape. For example, if our pipeline determines that a cat should be placed

on a couch, it will not consider that the cat would most naturally be placed on the

seat, and may select a location on the backrest or side instead. This could potentially

be addressed with complete consideration of the 3D model of the scene, which would

enable us to restrict placement locations to horizontal or vertical planes, depending on

the object being placed. Enhancing 3D reasoning with vision-and-language models will

eventually yield even better results.

3.6 Application

To demonstrate the practical purposes of our model, we created an iOS AR application

that uses OCTO+, as shown in the right image of Figure 3.8. The app takes a text prompt

as input to convert this text prompt into a 3D model and then places the model in the

scene at a natural location. For example, if the text input was “a cupcake” and the

real-world scene contained a pair of shoes, a backpack, and a table with a plate on it,

then our app would generate a 3D model of a red cake and place it on the plate. We

use ARKit [86] to track the device and identify planes in the image on which rays can

be cast and SceneKit [87] to render 3D models. We also have a backend where the two

crucial steps, Object Generation and Object Placement are performed offline.
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(a) Human Score vs PEARL-Score (b) Human Score vs In Mask Score

Figure 3.9: Comparison of PEARL Metrics alignment with Human preferences.
PEARL-Score and In Mask score are well aligned to human score, as observed by
the strong positive correlation between automated metrics and human scores.

3.6.1 Object Generation

To generate a 3D model of the text prompt, we use OpenAI’s Shap-E [88], a text-

to-3D diffusion model. Shap-E can take in any text as input, so it is not restricted to a

specific list of objects like a library of 3D assets would be. Among text-to-3D models, we

choose Shap-E because it is fast (20 seconds on an NVIDIA RTX A4000) and generates

acceptable-quality models.

3.6.2 Object Placement

Our pipeline takes the camera frame from when the user submits their input text

prompt and returns the 3D world coordinates to place the object. Once the object is

placed in the scene, the user can see it and look around it. Multiple objects can be

generated to give a room a theme. For example, to create a Halloween-themed room, the

user could create pumpkins, skeletons, and candy. This AR experience can enable users

to design their own themed virtual environments.
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3.7 Conclusion

In this chapter, we present OCTO+, a state-of-the-art method for placing virtual

content in augmented reality. OCTO+ outperforms its successor OCTOPUS and the

state-of-the-art multimodal model GPT-4V in three of the four metrics observed in this

chapter. The OCTO+ pipeline is built using RAM++ as the image-tagging model, G-

DINO as the filter, GPT-4 LLM as the reasoner to select the best object in the image,

and G-SAM as the locator to choose the more natural 2D location. The entire OCTO+

pipeline is open-vocabulary, meaning it can be used to place any object in any scene out

of the box without any fine-tuning. We also present PEARL-Score, an automated metric

aligned to human preferences Figure 3.9. PEARL introduces a challenging benchmark

in virtual content placement in augmented reality.

In future work, we would like to accelerate further the placement determination

(which currently takes upwards of 10 seconds) to enable truly interactive Mixed Re-

ality experiences. Also, we are exploring relaxations of the placement phrasing, which

presently only considers placing objects on elements visible in the picture. Other prepo-

sitions (e.g., “above” and “near”) could be considered. Object orientation could also be

specifically specified and addressed (e.g. “facing the camera/facing the window”).

LLMs can adeptly manage complex, vague, and multi-object spatial directives (e.g., “add

paintings and poster to this room” or “add Christmas decorations”). Future

research can extend their capabilities in handling such directives.
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Chapter 4

Long-Context VLM Reasoning

4.1 Introduction

Long-context vision-language models (VLMs) which accept multiple image inputs

are pushing the boundaries of multimodal reasoning applications, but evaluation methods

have not kept up. As open-weight long-context language models (LMs) have been around

for the last few years [89], researchers have developed robust evaluations to compare their

capabilities against those of proprietary LMs [19, 90]. However, until very recently [91],

the small set of long-context VLMs supporting multi-image input have been inaccessible

to the public [?], so evaluation practices for long-context VLMs [92, 93, 94] are in their

infancy [95]. Most reasoning-based VLM evals have analogues in text-domain LM tasks.

For example, image captioning [96, 97, 98] can be likened to text summarization, and

visual question answering [99, 100, 101] to text QA.

We aim to bridge gaps in multi-image VLM evaluation by drawing analogies to estab-

lished long-context LM tasks. Long-document QA [102] is an easy-to-evaluate test that

directly showcases model performance on a useful application, and hints at its potential

in retrieval-augmented generation (RAG) more broadly. Central to these evaluations is
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Figure 4.1: The impact of visual context on vision-language models (VLMs) in our mod-
ified, multi-image versions of the OK-VQA, MMStar, and MMBench evaluation bench-
marks. Distractor images around the target image increase the visual context length
needed to answer the questions. VLM performance exhibits an exponential decay as dis-
tractors increase, evident in both single composed (cmp) and multiple interleaved (int)
image configurations.

the model’s ability to recognize which elements in a lengthy input are necessary

for answering a query and which are not, a skill we term extractive reasoning. Do

long-context VLMs also exhibit these extractive reasoning capabilities? While current

VLM benchmarks align with long-document summarization tasks, such as whole-video

question answering [103] or summarization [104], no existing benchmarks effectively cap-

ture a VLM’s ability to filter out irrelevant images in a long context to reason

or answer a query—essentially, perform extractive reasoning over images.

Measuring extractive reasoning over image sequences is crucial. Just as extractive

textual reasoning facilitates text-domain RAG, multi-modal RAG demands that VLMs

efficiently reason over and extract information from documents featuring multiple images.

Similarly, video QA necessitates that models focus solely on frames containing relevant

information, much like long-document QA.

We introduce LoCoVQA, a benchmark generator for Long Context Visual Question

Answering (VQA) with distractors. LoCoVQA enables the creation of long-context

image understanding evaluations from any image comprehension dataset by presenting
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a sequence with the question-relevant image alongside a configurable set of visual dis-

tractors. This allows us to accurately assess how effectively VLMs extract only the

pertinent information to a query within a cluttered context.

We find that even top proprietary VLMs struggle with this capability, even over short

visual contexts, likely due to fundamental deficiencies in their training objectives. By

unveiling this LoCoVQA identifies a crucial area for performance improvement in future

VLMs. In summary, we:

• Evaluate long-context extractive reasoning across a wide array of VLMs using Lo-

CoVQA.

• Find that all existing VLMs exhibit significant fragility with increasing distractor

context sizes.

• Use LoCoVQA to create a visual needle in a haystack test, revealing substantial

positional biases in SOTA VLMs in extractive reasoning.

4.2 Related Work

Text-based long-context tasks such as long-document question-answering (QA) [105],

summarization [106], and retrieval-augmented generation (RAG) [107, 108] offer ana-

logues to long-context reasoning in VLMs. Many of these tasks (e.g., QA, RAG) require

language extractive reasoning, as discussed above.

Few VLM long-context evals measure extractive reasoning. Existing VQA bench-

marks involving distractor information (thereby extraction) do not focus on long con-

texts, and long-context VQA benchmarks do not involve distractors. MultipanelVQA

[109] includes distractor information, but only within single input images. Some VLM

evaluations focused on hallucinations indirectly capture a notion of distraction [110, 111]
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but do not explicitly measure it alone. MILEBench [112] evaluates VQA in long contexts,

but only on non-distractor tasks such as video summarization or difference detection,

where all inputs are relevant.

Needle-in-a-haystack evaluation tasks (asking models to recover hidden passphrases

at various positions) do require long-context extraction, but reasoning is not involved.

Gemini 1.5 [19] extended this task to video comprehension by hiding a simple passphrase

in many positions within a video. Wang et al. (2024) [113] present a static benchmark

concurrently to ours centered on multimodal needle-in-a-haystack.

4.3 LoCoVQA Generation Method

Samples synthesized through LoCoVQA contain one or more content images X

corresponding to a question and answer pair (Q, A). Content images can be sampled

from various image comprehension benchmark, such as OK-VQA [114], MMStar [115],

MNIST [116], and others. Alongside the content image(s), each sample includes up to

35 distractor images, which are either sampled in-distribution from the content image

set (ensuring no content image collisions to prevent ambiguity, as described in §4.3.1) or

out-of-distribution from other image sets such as MS COCO [117].

Samples can be arranged as interleaved image sequences for VLMs that accept multi-

image inputs or as composite images arranged in a grid, as depicted in Figure 4.2. For

all models capable of ingesting interleaved sequences, we evaluate both interleaved and

composite examples.

Visual context refers to the visual elements within an image or sequence of images

that are relevant to answering a question. This includes the content image and distractor

images. The challenge is to identify and focus on the pertinent details while ignoring

irrelevant information. We can sample images both in-distribution to create challenging
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visual contexts or out-of-distribution to isolate extraction capabilities in the simplest

setting.

Although this method can be applied to any vision-language dataset, we will describe

the three specific tasks for which we generated long-context visual distractor benchmarks.

4.3.1 Single-image Reasoning Tasks

First, we discuss the visual reasoning benchmarks which we expand into long-context

samples containing one content image per sample. For most question answering and

visual reasoning tasks, this is the only LoCoVQA expansion that makes sense: few

VQA samples can be combined such that a plausible new QA pair requiring information

from multiple images. Since most interleaved models we evaluate support 36 or fewer

images as sequential inputs without modification, we do not evaluate any models with

context lengths beyond 36. However, LoCoVQA scales to any size. For the single-

context reasoning tasks, we exclusively sample the distractors in-distribution.

OK-VQA

OK-VQA [114] is a single-image visual question answering dataset containing 5,072

question-answer-image triples. It requires external knowledge to reason beyond the im-

age. LoCoVQA generates in-distribution long-context OK-VQA samples, ensuring that

no content images have concept collisions that may complicate evaluation. For instance,

the question about a character on top of a cake, as shown in Figure 4.2, is sampled from

OK-VQA.

Since OK-VQA is an open-domain, free-form answer dataset, we score the samples

using three metrics: exact match (full score if the model’s response contains any ground

truth answer as a substring), and continuous text generation metrics BERTScore [5] and
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Image (X) – Randomly chosen from dataset D.
Question (Q) – What cartoon character is on this cake?
Answer (A) – Winnie the Pooh

(a) 1-Image Context Length (b) 4-Image Context Length (c) 9-Image Context Length

(d) 16-Image Context Length (e) 25-Image Context Length (f) 36-Image Context Length

Figure 4.2: Example of Image (X) corresponding to question-answer pair (Q, A) under

increasing visual context lengths in the composed setting. The green box is for illustration
purposes; not included in model inputs.
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ROUGEL [6] between candidates and references.

MMStar

MMStar [115] is a multi-domain visual question answering dataset combining exam-

ples from various existing datasets: 424 questions from SEEDBench [118], 366 questions

from MMBench [119], 100 questions from MMMU [120], 345 questions from MathVista

[121], 69 examples from ScienceQA [45], and 196 examples from AI2D [122]. MMStar

contains 1,500 high-quality multiple-choice questions that require visual information from

the images to answer, a filtering step not initially performed on the source datasets. For

example, over 50% of ScienceQA questions can be solved by a text-only LLM [115].

Similar to OK-VQA, we generate LoCoVQA samples for MMStar using the collision

filtering technique to produce pseudo-documents composed of multiple example images.

As a multiple choice dataset, scoring MMStar is more straightforward. Full details on

how we faithfully extract multiple choice answers from the models is provided in §A.3.4.

Filtering Collisions in LoCoVQA

To address the problem of content-distractor collisions—where multiple similar in-

distribution images in the visual context make the QA pair ambiguous—we implement

a robust LM-based filtering method. For each visual context image, we prompt GPT-4

to list the top five entities; if there is overlap, we consider the question potentially am-

biguous. Detailed implementations and examples of our filtering method are provided in

§A.3.3. To validate this approach, we manually assessed a subset of LoCoVQA gener-

ations and found it to be consistent, with no such collisions.
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4.3.2 Multi-image Reasoning Tasks

In §4.3.1, we explored tests designed to evaluate whether VLMs can extract a single

relevant image from a sequence to answer a query, thereby probing their long-context

reasoning capabilities. Extending this to test how well VLMs can extract information

from a multi-image sequence is a natural progression. However, VQA examples cannot

be easily combined in a way that requires multiple images to answer a single question.

Therefore, we turn to constructing “sequential VQA” sets using synthetic tasks. Optical

character recognition (OCR) is a straightforward task to convert into multi-image ques-

tion answering by including multiple OCR examples as interleaved images and asking

the VLM to list all the text.

MNIST

We use MNIST [116] as it is a canonical dataset for OCR. For a desired visual context

length, we sample between 1 and 8 randomly-colored digits from the MNIST training

set of around 60K images, resizing them to between 1/6 and 1/2 of the maximum height

of other context images. The remaining distractor images are randomly sampled from a

subset of 5K high-quality MS COCO [117] validation images. The VLM is then prompted

to list all handwritten digits present in the sequence.

By varying the number of digits in the sequence, we can dynamically adjust the

difficulty level of the multi-image distractor OCR task. Figure 4.3 illustrates examples

with 1, 4, and 8 digits in a 9-image context. An output is considered correct only if the

stored string of generated digits exactly matches the ground truth, with no partial credit.
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(a) 1 digit: [2] (b) 4 digits: [6, 6, 1, 0] (c) [9, 5, 2, 5, 3, 7, 5, 6]

Figure 4.3: Each subfigure represents a variable number of MNIST digits (1, 4, 8) while
maintaining a context length of 9 images.

4.4 Experiments

We evaluate the performance of nine current vision-language models on our Lo-

CoVQA-generated benchmarks. The open-weight models tested are Moondream2 [123],

LLaVA-1.5 [79], LLaVA-1.6 [124], PaliGemma-3b [125], and two Mantis variants [91]. Ad-

ditional details are provided in §A.3.1. Both Mantis variants are VLMs further tuned on

interleaved multi-image instruction following. The three proprietary models we evaluate

are GPT-4V [78, 18], Gemini 1.0 Pro Vision [126], and Gemini 1.5 Flash [19]. Table 4.1

showcases all the models along with the model context sizes and image downsampling.

Interleaved image support. All closed-source models and Mantis support multi-

image interleaved inputs, while the others only support single images. For multi-image

models, we evaluate both the composed (cmp) & interleaved (int) settings. For

single-image models, we only test the composed (cmp) setting.

Downsampling images. Some models accept images of arbitrary resolution, while

others automatically downscale inputs. This difference is crucial, especially in the cmp

setting, as increasing the visual context can lead to information loss. For the downsam-

pling models that support both cmp and int settings, we assess both. Any performance
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Vision-Language Model Context Base LM ↓sample

Single-Image Input VLMs
Moondream2-1.6B 2K Phi-1.5 ✓
LLaVA-1.5-7B 4K Vicuna ✓
LLaVA-1.6-7B 8K Mistral ✓
PaliGemma-3B 8K Gemma
Multi-Image Input VLMs
Mantis-Bakllava-7B 8K Mistral ✓
Mantis-Idefics2-8B 8K Mistral ✓
Gemini 1.0 Pro Vision 32K Gemini
GPT-4 Vision 128K GPT-4
Gemini 1.5 Flash 1M Gemini

Table 4.1: Overview of open-source and proprietary vision-language models (VLMs).

differences between these settings would highlight the impact of downsampling on the

cmp setting.

4.5 Results

Figure 4.4 illustrates how model performance (across 10 experiments, in both com-

posed and interleaved settings) changes with increasing visual context lengths on single-

image LoCoVQA tasks. The first two rows displays results from MMStar dataset,

which consists of a subset of six other datasets, with titles highlighted in yellow and ran-

dom guess thresholds indicated by dotted black lines. The bottom row presents OK-VQA

scores using three scoring metrics, with titles highlighted in salmon.

Across all models on OK-VQA and the majority on MMStar subsets for SeedBench,

MMBench, ScienceQA, and AI2D, we observe striking exponential decay trends in model

performance with increasing visual context length. Correlation coefficients, r2, and p-

values for each trendline are reported in Table A.8, §A.3.4. In general, the closed-source

models outperform their open-weight counterparts, especially on multiple-choice tasks.

Among the open-weight models, PaliGemma performs the best, likely due to its substan-
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Figure 4.4: VLM Performance on MMStar and OK-VQA. Note the clearly declining
exponential fit trends for many of the models. The (model, task) pairs for which these
trends do not hold by and large are below the random baseline.

tially more extensive training on vision-language tasks compared to its counterparts like

LLava or Mantis.

On several multiple-choice tasks, Mantis (the interleaved open-weight model) out-

performs the other open-weight models that rely solely on composite inputs. This is

likely due to the image subsampling required by several of the other open-weight mod-

els negatively impacting performance when using composite inputs. However, on the

OK-VQA task, Mantis and Moondream are the least performant, even at low context

lengths. These models were likely not trained on visual question-answering tasks to the

same extent as LLaVA variants during their instruction tuning steps.

The most noteworthy point is this: the logarithmic decay trend holds equally
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Figure 4.5: Analyzing GPT-4V performance across 8 multi-modal benchmarks with var-
ied visual context lengths.
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Figure 4.6: VLM Performance on the MNIST-Digits transcription task as a function of
# of digits to transcribe. These plots have a different x-axis than the plots in Figure 1
and Figure 4.4: rather than the relationship between context size and performance, we
are assessing the relationship between ”task difficulty” and performance, at four context
sizes.

well in interleaved and composed settings. This indicates that the performance-

visual context length trend is fundamental and cannot be attributed solely to down-

sampling effects in the composite setting. Furthermore, for the models tested in

both conditions (GPT-4V and Gemini), the same trends are observed in both inter-

leaved and composite settings. Sub-chance performance on the multiple-choice question-

answering datasets, particularly for the closed-weight models, occur due to high refusal

rates. This may illustrate how “alignment hampering” can hinder performance.

Taskwise Performance by context length. Figure 4.5 illustrates the models’ per-

formance at context lengths of 1, 9, and 25 for each task, to compare the relative ad-

vantages different models have on various tasks. For example, PaliGemma excels on

OK-VQA compared to the other models, while Mantis performs well on AI2D. These

differences are likely due to variations in training tasks.
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4.5.1 Performance on Multi-image Tasks

Figure 4.6 presents model performance on the MNIST-Digits transcription task based

on the number of digits to transcribe. While there is a trend of decreasing performance

with an increasing number of images, it does not follow a simple pattern like the context-

length trend. For example, Gemini 1.5 Flash experiences minimal performance degrada-

tion even as the target digit length increases.

Characterizing difficulty as a function of digit length is complex—as digit counts

increase in a fixed context window, the the output label search space grows, while the

ratio of relevant images to irrelevant images increases. This may explain why some

models have consistent or even increasing performance as # digits increases. Analyzing

why different models handle these axes of difficulty differently is an interesting future

direction.

However, akin to the single-image tasks, increasing the overall visual context length

(seen in same-color, x value points across plots), makes the task more difficult, albeit

without as clear a correlation.

4.6 Ablation: Needle in a Haystack

As performance within context windows decreases, a natural question arises: Are

performance failures equally distributed across the visual context range? To

investigate this, we adapt our MNIST-based visual context OCR task into a visual

needle in a haystack task. Needle in a haystack tests are a common minimal test of

long-context capabilities in LMs [127], involving hiding a passphrase, such as the word

“needle,” in various positions within a long document and asking the model to retrieve it.

To adapt this concept, we modified our single-digit MNIST task by sampling a set of 10

colored MNIST digits (one for each number, e.g. blue 3, green 7, etc.) and hiding them
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(a) Composed (LLaVA 1.6)

0

0

1-Image

0 1

0

1

4-Image

0 1 2

0

1

2

9-Image

0 1 2 3

0

1

2

3

16-Image

0 1 2 3 4

0

1

2

3

4

25-Image

0 2 4

0

1

2

3

4

5

36-Image

0

1

2

3

4

5

6

7

8

9

10

Ac
cu

ra
cy

 o
f R

et
rie

va
l

(b) Composed (GPT-4V)
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(c) Composed (Gemini 1.5)
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(d) Interleaved (Mantis)
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(e) Interleaved (GPT-4V)
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Figure 4.7: Evaluation of the Visual Needle in a Haystack task using GPT-4V, best-
performing VLM, conducted under both composed and interleaved haystack settings.
Retrieval accuracy measures the frequency of correct answers produced by the VLM,
in this case identifying the MNIST digit. In the composed setting, retrieval accuracy
is measured by placing the needle at each cell. In the interleaved setting, needle depth
signifies the position within the image sequence, with 0% representing the first image and
100% representing the last. Our evaluation highlights a consistent decline in retrieval
accuracy as the visual context length increases.

in each possible position within both interleaved and composed visual context sequences.

By assessing a model’s single-digit recovery rate at each position, we can identify any

systematic bias in extraction capabilities by postition. Figure 4.7 presents the perfor-

mance of a subset of the tested VLMs on the composed and interleaved MNIST visual

needle in a haystack tasks. We test GPT-4V and Gemini 1.5 Flash in both settings, and

treat LLaVA 1.6 and Mantis as analogous methods for the interleaved and composed

settings.

Across the three composed tests (subfigures a, b, and c), we do not find a systematic
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bias toward any particular position on the single-digit recognition task. Surprisingly,

LLaVA 1.6 performance the best, probably due to more MNIST-like OCR data in its

training mix compared to the others.

However, we find strong systematic biases with respect to position in the interleaved

setting for all models (subfigures d, e, and f). Mantis shows a preference for late positions

in sequences of any length, while GPT-4V and Gemini exhibit weak biases towards early

positions. Given that the biases are evident even in the relatively simple MNIST-base

OCR task, it is likely that this effect plays a significant role in the performance penalty

these models experience with longer contexts.

These results are supported by similar findings in from the image-needle test from

Wang et al. (2024) [113]. They also found that—contrary to Google’s claims to significant

needle-in-a-haystack performance for Gemini Reid et al. (2024) [19]—for non-trivial

hidden visual information tasks current SOTA VLMs are woefully non-performant.

4.7 Discussion

Why do we observe such striking logarithmic decay in performance with increasing

visual context length? The fact that the trend is consistent in both interleaved and

composite settings that downsampling effects in the latter are not the primary cause

of performance decay. There may be an information-theoretic interpretation of this

behavior: an increasing signal-to-noise ratio. As the visual context length increases,

the amount of signal (relevant information) remains constant, while the amount of noise

(distractor information) increases.

However, this signal-to-noise ratio problem also exists in text-only tasks, yet long-

context LLMs perform well on needle in a haystack and long-context QA and summa-

rization tasks, underlying their performance in retrieval-augmented generation. When it
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comes to visual contextual tasks that involve distractor information, VLMs struggle to

perform even on the easiest long-context tasks, such as transcribing MNIST characters.

They are even less capable on more complex, real-world tasks like distractor VQA. The

core issue appears to be that both short-context and long-context VLMs are not trained

on tasks requiring attention over multiple context images to retrieve information. In

contrast, for long passages of text, information from throughout the passage remains

relevant—referring back to a specific sentence early in a document is intrinsic to the LM

training objective.

However, the same may not necessarily be true for the sequential image language

modeling task. In the existing interleaved vision-language training corpora, images are

likely to followed immediately by their relevant text. As a result, attending to much

earlier images in the documents may not be crucial for achieving low LM loss. Addi-

tionally, no open VLM is trained on image generation tasks conditioned on text while

updating the core transformer weights. Overlooking this objective may prevent VLMs

from robustly modeling the relationship between images and text, which could be crucial

for performing well on these tasks.

Interesting examples of poor performance Our analysis unveiled a few particularly

surprising results. For example, contrary to our expectation that models capable of

handling interleaved input would perform better with it than with composite input, we

found that GPT-4V actually favors composite input on many subtasks. Additionally, to

our surprise LLaVA 1.6 performed much better than GPT-4V on the composite haystack

task at all sizes. This outcome was driven by multiple factors: GPT-4V tends to refuses

some tasks rather than guessing, while LLaVA always provides a guess. Furthermore,

GPT4V often “hallucinates” multiple numbers instead of just one.
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Possibility of memorization Some of the surprising performance results are driven

by the training mix. For example, Mantis’s significant lead on AI2D, and LLaVA’s

strong performance on the MNIST task may result from having more relevant data or

those specific training sets included in their data. However, even considering that some

models were trained on these tasks, the pronounced drops in generalization performance

as the context length increases are even more striking. This illustrates that current VLMs

fundamentally struggle to attend image sequences as well as they do with text.

Upper bound for video QA A more construct-valid test for real-world visual ex-

tractive reasoning would be QA over a long video where only a sub-element is required.

E.g., putting the entire film Star Wars as input for QA pair (Q: “which character shoots

a green alien in the Mos Eisley cantina?”, A: Han Solo). Information from a single scene

must be extracted to perform this task, thereby requiring extractive reasoning. However,

it is plausible that sequences of related images, unlike sequences of unrelated images, are

more in-distribution for long-context VLMs and extractive tasks involving them could

be easier for them to solve. By providing completely unrelated images, our task may be

harder than video-based VQA, and may represent an upper-bound for visual extractive

reasoning.

4.8 Conclusion

Vision-language models struggle with long-context visual extractive reasoning. Many

models fail to extract necessary information from even short contexts of 36, 25, or 16

images, resulting in near- or sub-baseline performance across tasks. LoCoVQA presents

a simple benchmark-generating process applicable to any VQA or retrieval evaluation

dataset, making it easy to assess extractive reasoning in VLMs. Our findings suggest that
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training tasks requiring attention across multiple context images to extract information–

rather than simple single-image tasks–should be included in VLM training. By measuring

this capacity it offers an appealing direction for future work.

4.9 Limitations

Although LoCoVQA is a generalized process for producing any VLM benchmark,

we only evaluated it on three tasks. While the strong exponential decay trends between

visual context length and performance observed across all three are compelling, a future

direction is to expand LoCoVQA to additional tasks.

While LoCoVQA samples distractor images from the same datasets for open-domain

and multiple-choice VQA, and our process appears to accurately filter out collisions, it

is likely that a small number of collisions still occur, as it is inherently difficult to ensure

no failures in an automated generating process [128]. This may lead to a natural ceiling

on VLM performance at each visual context length.

Other important long-context capabilities likely exist that are not captured by Lo-

CoVQA or prior work such as MILEBench [112]. Augmenting these evaluations with

tests that capture additional orthogonal VLM long-context capabilities is an important

direction for future work.
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Appendix

A.1 Appendix: Benchmark for LLM Reasoning

A.1.1 Data Collection

Our corpus consists of the entirety of the English Wikipedia, snapshotted on 23 May

2022. Wikipedia presents a list of curated “Good Article” 1, which are articles that are

nominated and reviewed to fit the “Good Article Criteria” 2. Articles from this category

are guaranteed to have correct spelling and grammar, as well as clear and concise diction.

Our final keyword list includes: “because”, “due to”, “therefore”, “consequently”,

“resulted in”, “resulting in”, and “as a result”.

A.1.2 Data Collection Validation

Each stage in our data collection process is followed by two additional validation

layers. For Stage 1, workers are prohibited from submitting more than 20 entries until

their annotations have been manually validated. The annotation result passes through

1https://en.wikipedia.org/wiki/Wikipedia:Good_articles/all
2https://en.wikipedia.org/wiki/Wikipedia:Good_article_criteria
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Model Fine-tuned GPT-2 vs. Few-shot GPT-3

S-BLEU WMD SMS BERT-f1 ROU.-1 ROU.-2 ROU.-L

GPT-2
Greedy 0.042 0.541 15.81 0.773 0.212 0.057 0.184
Temp 0.5 0.037 0.540 15.30 0.770 0.198 0.047 0.169
Temp 1.0 0.022 0.536 13.25 0.760 0.161 0.022 0.134

GPT-3
Temp 1.0 0.055 0.555 14.93 0.792 0.240 0.057 0.199

Table A.1: Explanation Evaluation Results of WikiWhy dataset according to the follow-
ing metrics: SacreBLEU (S-BLEU) [1], Word-Mover’s distance (WMD) [2, 3], Sentence
Mover’s Similarity Metrics (SMS) [4], BERT-f1 Score [5], ROUGE-1 (abbreviated as
ROU.-1), ROUGE-2 (abbreviated as ROU.-2), and ROUGE-L (abbreviated as ROU.-L
for brevity) (all ROUGE-f1 Scores [6] averaged). SMS is scaled by 1000 for readability.

another phase of manual validation to ensure that the quality is kept up after workers’

initial submissions are accepted by quality control. For Stage 2, we track a separate list

of qualified workers for explanation quality.

Similar to Stage 1, Stage 2’s initial submit limit (the “speed bump”) is 10. Under-

graduate students manually reviewed the examples from stage-2-qualified workers. These

panelists were instructed and shown demonstrations of marking explanations as satisfy-

ing or not and correcting minor errors for slight quality improvements. While manually

approved workers write each WikiWhy explanation, these hand-reviewed samples ulti-

mately comprise the test and development sets. The continuous flow between stages is

enabled by a backend system we implemented to maintain a database of submissions.

This system serves inputs to both MTurk interfaces, as well as the front-end validation

interfaces provided to the undergraduate panelists.

A.1.3 Additional Results

We include additional evaluations of our generated explanations using simple metrics.

Table A.1 shows performance on the EO task, and Table A.2 show performance on the
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Model GPT-3 Prompt Input Experiments

S-BLEU WMD SMS BERT-f1 ROU.-1 ROU.-2 ROU.-L

Input Setting
Ideal 0.055 0.555 14.93 0.792 0.240 0.057 0.199
Well-Selected 0.030 0.546 13.27 0.776 0.203 0.049 0.149
End-to-end 0.023 0.542 13.22 0.768 0.200 0.038 0.144

Table A.2: GPT-3 explanation results with various input settings: Ideal- gold cause/an-
swer, Well-Selected- provided cause/answer predicted by best-performing reader model
(FiD), End-to-end- provided only question/effect (GPT-3 completes end-to-end task)

Model WikiWhy

Top-1 Acc MRR

BM25 0.810 0.858
DPR 0.340 0.448

Table A.3: Document Retrieval for WikiWhy. BM25 consistently outperforms DPR.

A&E task. We also include results from the QA task in Table A.3 and Table A.4.

Automatic evaluation on individual topics categories are included in Table A.5.
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GPT-3 Few-shot Exemplars

Cause (C): There were time constraints to writing “Boruto: Naruto the Movie”
Effect (E): Hiroyuki Yamashita felt pressured writing “Boruto: Naruto the
Movie”
Explanation (X ): Creativity is difficult when put on a strict timetable. There
was a need to both produce a good movie and do so on a strict time budget.
These two demands put stress on Hiroyuki Yamashita while he worked.

Cause (C): Homer P. Rainey had liberal views.
Effect (E): Homer P. Rainey was fired by the University of Texas in 1944.
Explanation (X ): If the University of Texas is conservative, they wouldn’t want
people working there who have liberal views.

Cause (C): The large size and reddish tint of red maple buds
Effect (E): Red maple buds which form in fall and winter are often visible from a
distance.
Explanation (X ): The color red stands out from a distance, so if the buds are
red in the fall and winter, you’d be able to see them from a distance.

Cause (C): There were advances in technology, lower energy prices, a fa-
vorable exchange rate of the United States dollar, and lower alumina prices.
Effect (E): Productions costs of aluminum changed in the late 20th century.
Explanation (X ): With advances in technology, prices of manufacturing change
usually because they are now easier and cheaper to make. In this case it is
aluminum that the price changed on because the technology improved the process.

Figure A.1: GPT-3 Few-shot Exemplars

80



Appendix Chapter A

Figure A.2: Amazon Mechanical Turk Interface for Stage 1
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Figure A.3: Amazon Mechanical Turk Interface for Stage 2
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Model WikiWhy

S-BLEU BERT-f1 WMD

RoBERTa
Gold 0.246 0.860 0.637
BM25 0.214 0.832 0.620

BigBird
Gold 0.258 0.825 0.615
BM25 0.223 0.802 0.602

FiD
Gold 0.373 0.863 0.658
BM25 0.259 0.827 0.617

Table A.4: Answer Evaluation Results for WikiWhy dataset. Stage 1: RoBERTa,
BigBird, and FiD. FiD Gold is fine-tuned on 80% train split & evaluated on 10% dev
split.

Most Frequent Genres

ARTS GEOG HISTORY MEDIA MUSIC SCIENCE TECH

Models
GPT-2 0.256 0.221 0.202 0.161 0.239 0.252 0.236
GPT-3 0.412 0.372 0.341 0.335 0.301 0.371 0.333

Table A.5: Explanation performance (unordered f1) over the most frequent topics. We
GPT-2 under the greedy setting and GPT-3 under the same defaults as Table 2.5

A.1.4 Crowd Worker Interface

Figure A.2 and Figure A.3 display the interfaces for the first and second stages respec-

tively. In addition to the list of requirements, we provide examples and tips to further

clarify our expectations. The passage is displayed with a link to the full article so workers

can view the complete context if needed. Every passage contains a highlighted causal

connective, allowing workers to quickly scan and skip irrelevant portions. Each passage

is retrieved from our custom database through our API. If the passage is too difficult for

the worker to understand or lacks a cause-effect relation, the worker can click the button

below for another random passage.
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Figure A.4: Amazon Mechanical Turk (MTurk) Interface for human evaluation

A.2 Appendix: Scene Understanding with LLMs

A.2.1 Website with results, videos, and benchmark

The project website at https://octo-pearl.github.io/ includes a demo video of

the OCTO+ method, leaderboard scores of various methods on the PEARL bench-

mark. The website also links to the official open-sourced code base https://github.

com/octo-pearl/octo-pearl. We also created a HuggingFace Spaces demo https:

//huggingface.co/spaces/adityas/OCTO and HuggingFace PEARL dataset https:

//huggingface.co/datasets/adityas/PEARL.

A.2.2 Human Evaluation

We conducted human evaluation in two steps: MTurk study and expert evaluation.

The Amazon Mechancial Turk (MTurk) study consisted of selecting which of the two

images Image 1 and Image 2 proposes are more natural location for an object to be

placed? A concrete example of the interface is shown in Figure A.4.

The human evaluation score is determined through the calculation of wins and ties
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Method Stage 1 Stage 2 Stage 3 Total Time
Models Time Models Time Models Time (seconds)

(sec) (sec) (sec)

OCTOPUS SCP + 19.98 GPT-4 0.811 CLIPSeg 0.053 20.844
ViLT

OCTO+ RAM++, 0.539 GPT-4 0.811 G-SAM 2.428 3.778
G-DINO

OCTO+ RAM++, 0.539 GPT-4 0.811 CLIPSeg 0.053 1.403
w/CLIPSeg G-DINO

Best GPT-4V —— —— GPT-4V 3.380 CLIPSeg 0.053 3.433

Table A.6: Comparison in Runtime Analysis of OCTO+ with respect to other vision-
language methods for content placement

(Equation A.1). This is based on the premise that if our method achieves a tie with

the natural placement, it signifies the method’s ability to produce placements that are

sufficiently natural.

S =
wins + ties

wins + ties + losses
(A.1)

A.2.3 Runtime Analysis

We performed a runtime analysis to measure how other methods compare with

OCTO+. To summarize the findings from Table A.6, we observe that OCTO+ is 5.5

times faster than OCTOPUS. As expected, GPT-4 is 4.2 times faster than GPT-4V. We

think this is due to the fact that the vision endpoint takes in the image embeddings as

well as the text embeddings. These times were calculated by running on an NVIDIA T4

GPU on Google Colab session.
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A.2.4 Additional Insights

Given the rapid advancement of large language models, we envisage the potential for

the refinement of Stage 2 within the OCTO+ pipeline to accommodate an open-source

LLM, as opposed to the proprietary GPT-4 model. Notably, models such as Mixtral [90],

Vicuna [129], and Gemma [21] demonstrate commendable performance levels comparable

to that of GPT-4, and may even exhibit superior capabilities in due course.

Furthermore, an avenue for enhancing precision in describing placement lcoations by

LLMs could invovle the utilization of prepositions (e.g., “above” or “left of”) instead

of the conventional approach of merely situation objects “on” designated tags. Similarly,

there exists potential for future methodologies to incorporate considerations of the scene’s

3D geometry, as opposed to solely selecting a central location.

A.3 Appendix: Long-Context VLM Reasoning

A.3.1 Supplementary Information on Evaluated Models

The open-weight models that we evaluated are:

(i) Moondream2-1.6b [123] based on Phi-1.5 [130],

(ii) LLaVA-1.5 [79] with Vicuna-7b [129] as the LLM backbone,

(iii) LLaVA-1.6 (LLaVA-Next) [124], an improvement over LLaVA-1.5 with higher im-

age resolution and better visual reasoning, uses Mistral-7b [131],

(iv) PaliGemma-3b [125], based on open components from the SigLip [132] image en-

coder and the Gemma [133] language model,

(v) Mantis-bakllava-7b [91] fine-tuned from BakLLaVA [134] and derived from LLaVA

but using Mistral-7b [131],
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(vi) Mantis-Idefics2-8b [91], the current state-of-the-art Mantis variant, based on Idefics2-

8b [135].

The closed-source models that we evaluated are:

(i) OpenAI’s GPT-4 Vision [18] API (December 2023)

(ii) Gemini 1.0 Pro Vision [126] API (December 2023)

(iii) Gemini 1.5 Flash [19] API with a 1.0M+ context window (May 2024)

A.3.2 Release Information

Full source code for generating distract datasets is available at locovqa.github.io.

is released under the Apache v2.0 license.

A.3.3 Filtering Collisions in LoCoVQA

Figure A.5 shows an example of methodology used to filter for collisions in 4-Image

Context Length input. The LLM Query (Q) was used to prompt GPT-4 LLM. The

second figure shows an example of a collision occurring when creating a 4-image context.

In this case, the two images contain oranges, so we resample one of the images to avoid

collision. The OK-VQA questions in this case are “What type of plant do these fruits

grow from?” for the content image and “In which US states are these fruits commonly

grown?” for the distractor image. Both require visual reasoning step that the fruit

described in this image is an orange.

A.3.4 Model-level Scoring Details

In this section we discuss the model-level scoring details for OK-VQA, MMStar, and

MNIST experiments.
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LLM Query (Q): Please list at most 5 entities in this image

X1 Broccoli, Carrot, Pine Nuts, Plate, Garlic
X2 Boat, Beach, Sky, Sand, Boat Hull
X3 Cake, Candles, Cupcake, Sandwiches, Dessert Tray
X4 Traffic Light, Road Sign, Building, Wheelbarrow, Car

✓ Collision Check: X1 ∩X2 ∩X3 ∩X4 = ∅ (Valid)

LLM Query (Q): Please list at most 5 entities in this image

X1 Cat, Laptop, Yellow Figurine, Keyboard, Screen
X2 Oranges, Leaves, Branches, Water Droplets
X3 Bird, Dome, Buildings, Television Tower, Trees
X4 Man, Oranges, Flatbed Cart, Street, Cardboard

✗ Collision Check: X1 ∩X2 ∩X3 ∩X4 = {Oranges}

Figure A.5: Collision Filtering Method for by prompting LLM with query Q to identify
entities. Cell with represents the entities for each image Xi. If there are no entities
in common, there are no collisions so we mark cell with indicating this is a valid
construction of images for .
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For the OK-VQA free-form ground truth answers, if any of the ground truth candidate

answers is a substring of the model-generated answer, we award full points for the exact-

matching setting. The other two metrics we used were BERTScore and ROUGE scores.

BERTScore [5] is a robust text comparison metric which matches candidate and reference

based on the cosine similarities of the embeddings. Using the Sentence Transformer

package all-MiniLM-L6-v2 model, we calculated the maximum BERTScore between

all the ground truth answers against the model answer. For the ROUGE score [6], we

compared the ground truth answer and model answer using the default settings with

ROUGE-L, which measure the longest common subsequence at the sentence-level

For multiple-choice answer form in MMStar, when prompting the VLM, we ask it

to produce the answer in the following format: “Please provide the answer in format

<answer> </answer> where the answer is between the tags. For example if the result

is apple, your answer should be <answer>apple</answer>.” This format ensure some

grammatical structure and requires the answer to be enclosed within the <answer> tags.

GPT4V, Gemini 1.0, and Gemini 1.5 under both composed and interleaved settings

produced answers following this format. However, we did not observe consistent behavior

from LLaVA-based and Mantis-based variants. Moondream and Gemma consistently

responded with a single-choice answer, making the evaluation of these two models the

easiest. Due to the variance in VLM responses, we adopted a robust evaluation procedure.

First, we checked if the answer was between the <answer> tags and, if so, extracted the

MCQ choice directly from the tag. If not, we noted that outputs often followed the format,

“Answer: choice,” where the choice follows directly after. We also checked edge cases,

including instances where the first letter in the string is a multiple-choice followed by a

colon, choices provided in parentheses, only the answer text without the corresponding

letter, and a single letter provided.

For MNIST evaluation, we ensure that the model response contains a list of digits
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separated by commas. If the output is separated by spaces, we parse it into an array

to provide a completely fair evaluation. The response must contain exactly the same

number of digits as those in the MNIST digits. We sort both the candidate and reference

lists and compare them to check for equality.

A.3.5 Supplementary Results

Table A.7 for open-weight models and Table A.8 for closed-source models display the

r2 values for how well the curves from Figure 4.4 fit. We also provide the p-val to denote

the statistical significance of the overall fit. The red highlight signifies subchance per-

formance (highlighted if more than half of the data points were below random choice).

A down arrow indicates a negative correlation (as visual context length increase, perfor-

mance increases). This phenomenon is observed in very few samples, likely due to the

visual information not being necessary to answer the question or a smaller sample size

causing noise in the data, thereby resulting in similar performance or even performance

gains in higher contexts.
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Methods LLaVA (c) LLaVA-1.6 (c) Moondream (c) PaliGemma(c) Mantis (i)

MMStar .924∗∗∗ .957∗∗∗ .903∗∗∗ .947∗∗∗ .967∗∗∗

SEEDBench .119 .825∗∗∗ .825∗∗∗ .988∗∗∗ .885∗∗∗

MMBench .959∗∗∗ .992∗∗∗ .937∗∗∗ .946∗∗∗ .972∗∗∗

MMMU .367↓∗∗ .691↓∗∗∗ .586∗∗ .923↓ .282∗∗∗

MathVista .513∗ .907↓∗∗∗ .004 .132↓ .848∗∗∗

ScienceQA .080↓ .020 .279∗ .907∗∗∗ .209↓∗

AI2D .658↓∗∗ .604∗∗ .375 .882∗∗∗ .857∗∗∗

OK-VQA .985∗∗∗ .989∗∗∗ .979∗∗∗ .968∗∗∗ .991∗∗∗

BERT .986∗∗∗ .973∗∗∗ .981∗∗∗ .968∗∗∗ .986∗∗∗

ROUGE .988∗∗∗ .973∗∗∗ .985∗∗∗ .968∗∗∗ .918∗∗∗

Haystack-9 .067 .850 .000 .895∗ .000
Haystack-16 .000 .790 .000 .535 .000
Haystack-25 .000 .804∗ .000 .651 .000
Haystack-36 .000 .596 .000 .668 .000

Table A.7: Logarithmic curve fit r2 values are reported for each open-weight model,
followed by a symbol denoting the p-value for statistical significance. The symbols rep-
resent: ∗ for p ≤ 0.05, ∗∗ for p ≤ 0.01, & ∗∗∗ for p ≤ 0.001. Light pink cells represent
correlations for sets of values that fall below chance performance.

Methods GPT-4V (c) GPT-4V (i) Gemini 1.0 (c) Gemini 1.0 (i) Gemini 1.5 (c) Gemini 1.5 (i)

MMStar .880∗∗∗ .937∗∗∗ .972∗∗∗ .972∗∗∗ .985∗∗∗ .981∗∗∗

SEEDBench .737∗∗∗ .956∗∗∗ .765∗∗∗ .765∗∗∗ .977∗∗∗ .980∗∗∗

MMBench .951 ∗∗∗ .959∗∗∗ .977∗∗∗ .977∗∗∗ .964∗∗∗ .948∗∗∗

MMMU .861∗∗∗ .372∗∗∗ .493∗∗ .493∗∗ .487∗∗ .533∗∗

MathVista .676∗∗∗ .858∗∗∗ .832∗∗∗ .832∗∗∗ .840∗∗∗ .690∗∗∗

ScienceQA .932∗∗∗ .820∗∗∗ .268∗ .268∗ .546∗∗ .309∗

AI2D .743∗∗∗ .635∗∗ .880∗∗∗ .880∗∗∗ .969∗∗∗ .882∗∗∗

OK-VQA .963∗∗∗ .975∗∗∗ .962∗∗∗ .962∗∗∗ .991∗∗∗ .989∗∗∗

BERT .969∗∗∗ .977∗∗∗ .955∗∗∗ .955∗∗∗ .989∗∗∗ .993∗∗∗

ROUGE .958∗∗∗ .979∗∗∗ .955∗∗∗ .955∗∗∗ .981∗∗∗ .989∗∗∗

Haystack-9 .505 .632 - - .052 .895∗

Haystack-16 .366 .866∗ - - .025 .256
Haystack-25 .863∗ .704 - - .118 .146
Haystack-36 .841∗ .645 - - .489 .896

Table A.8: Logarithmic curve fit r2 values are reported for each closed-source model,
followed by a symbol denoting the p-value for statistical significance. The symbols rep-
resent: ∗ for p ≤ 0.05, ∗∗ for p ≤ 0.01, & ∗∗∗ for p ≤ 0.001. Light pink cells represent
correlations for sets of values that fall below chance performance.
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