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ABSTRACT 
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For 64.3 MeV a-particles the differential cross sections for elastic 

scattering and excitation of the first 2+ collective state have been measured 

for the Ni5B and Fe58 isobars at approximately 0.5° intervals between 10° and 

82° in the center-of-mass system. The measurements were made with sufficient 

precision to follow the rapid variations and deep minima in the angular distri-

butions 7 and the data have been exhaustively studied for possible errors; an 

extensive discussion of the uncertainties is given. An analyzed beam (energy 

spread < 100 keV) of high energy alpha-particles was afforded by the Berkeley 

88-inch sector-focused cyclotron. The analyzed beam was characterized by high 

intensity (0.5 1-1A)J small angular divergence (< 0.17°); small beani 11:i.dth 

(0.06 in.); and by small energy variation during the experiment (± 100 keV). 

A precise scattering chamber (typical tolerance< 0.01°) and solid-state detec-

0 tors with small angular acceptance (0.5 ) and sufficient energy resolution 

(150 keV) were used. No attempt has been made to fit the angular distributions 

in detail but approximate fits to the elastic scattering obtained using an 

optical potential show: a) It is not possible to account for the differences 

observed between the elastic scattering cross sections for the two isobars 

merely in terms of their different charge or charge distribution. b) At large 

angles the elastic scattering from Fe 58
J about half as intense as from Ni 58, 

can be qualitatively described by using a deeper absorptive potential for Fe58. 
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Analysis of the elastic and inelastic scattering cross sections for e < 50° 
em 

using the smooth cut-off model of Blair, Sharp and Wilets gives the quadrupole 

deformation parameter~ as 0.15 (Ni5
8

) and 0.17 (Fe 58 ). 
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The optical model of the nucleus, becoming more and more elaborated, 

attempts to account for more and more detailed properties of nuclei. More, 
I 

and more accurate, experimental data are therefore required. 

We have studied, using a high-precision scattering chamber and solid state 

detectors, the scattering a64.3MeV a-particles from the Ni 58 and Fe 58 isobars. 

We have tried to obtain as accurately as possible the differential cross section 

for elastic scattering and for inelastic excitation of the first 2+ state over 

0 ' 0 
an angular range between 10 and 80 . 

Two main reasons led us to this choice of experiment: 

a) Interest has recently been shown in the possibility of explaining the 

l 
proton anomaly already observed and investigated for several years, by adding 

to the classical optical potential a term V~·~ depending on the isotopic spins 

~ and 1 of the incident particle and target nucleus~' 3 ' 4 Fulmer5 at 22 MeV 

6-10 and more recently Benveniste et al. at 10.9 MeV and 11.7 MeV investigated 

for that purpose proton scattering from Ni58, Fe5
8 

and other pairs of isobars. 

The differences they observed wer_eJ however, so small that the interpretation 

of their results, especially at 22 MeV, was not easy. It was therefore of 

interest to investigate to what extent it is permissible to assign the respon-

sibility for all the differences observed to the isotopic-spin-dependent potential. 

Alpha-particle scattering seemed an appropriate tool for this investigation since 
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there can be no isotopic spin term involved and in addition it is sensitive to 

the external part of the nucleus, a region where two isobars are most likely to 

differ. 

b) On the other hand} calculations recently performed on the scattering 

4 .58 6o 11,12 ( of 3 MeV a-particles from Nl and Ni by Bassel et al. distorted wave 

13 . 14 Born approximation)} Buck (coupled wave equations) and by Blalr et al. 

(smooth cut-off model) were able to describe successfully the experimental 

cross sectionsl5,l6 for the ground states and for the excited states of these 

nuclei. It was therefore hoped that any differences observed between Ni 58 and 

58 Fe could be expressed meaningfully in terms of differences between the param-

eters of these models and give a better understanding of the structure of these 

nuclei. 

B. EXPERIMENTAL ARRANGEMENT 

Bl. Beam Optics 

The layout of the 88-inch cyclotron and experimental area is shown in 

Fig. Bl.l. A beam of a-particles is extracted by means of an electrostatic 

defle~tor; after passing through the fringe field of the main magnet it appears 

as if radiating from a virtual source 0.45 in. high and 0.15 in. wide with a 

total angular divergence of 0.0088 radians vertically and 0.034 radians hori-

zontally. The total momentum spread of the beam is 6pjp = 0.004. 

Figure Bl.2 shows typical beam particle trajectories in the horizontal and 

vertical planes. A remotely controlled, adjustable) vertical slit (X-collimator) 

was used to limit the angular divergence in the horizontal plane before the beam 

entered the first quadrupole doublet. The beam then passed through a horizontal 

slit 0.5 in. high which limited the angular divergence in the vertical plane 

and a magnet which deflected the beam 20° to the west; an image of the vertical 

source was produced 20 ft downstream from the first quadrupole doublet. At this 
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focus an adjustable slit permitted a momentum analysis of the beam. For a 

0.1-in. wide analyzing slit the energy spread in the beam was calculated to be 

100 keV. 

A second quadrupole doublet produced an image of the analyzing slit in the 

center of the scattering chamber. This image was about 0.06 in. wide and 0.06 in. 

high and the beam at this point had a vertical angular divergence of ± 0.0007 ra:lians 

while its horizontal angular divergence, determined by the X-_collimator setting, 

was ± 0.0014 radians or ± 0.0029 radians in different parts of the experiment. 

The beam intensity was varied between 2 m~A and 500 m~A by adjustments of 

the X collimator) analyzing slit, and the circulating beam intensity. 

The beam energy was 64.5 ± l MeV calculated from the dee frequency of the 

cyclotron which was 8.97 ± 0.01 Me/sec. The dependence of the external beam 

energy on dee frequency was determined in separate experiments from range-energy 
\ 

measurements. The pulse height in the monitor counters remained constant within 

± 100 keV throughout the experiment except in two cases: when the X collimator 

was opened the mean energy dropped by 100 ± 100 keV and for a small part of the 

time the energy was 200 ± 100 keV low because the dee frequency was mis-set. 

B2. The Scattering Chamber 

In this section the basic features of the Berkeley 17-in. scattering 

chamber are described; additional equipment added for this experiment is 

described in Sec. B4. 

A vertical section of the scattering chamber and associated equipment is 

shown in Fig. B2.l. The chamber consists of a fixed center plate A of internal 

radius 9-3/4 in. and external radius 17 in. separated from a base plate B by 

three pillars (not shown) separated by 120°. Two rotatable turrets C and D 

are located relative to the center plate by means of the ball races E. Each 

turret has four precision ground flats F and bores G spaced at intervals of 90°. 
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These define axes passing through the center of the chamber at angles 10° above 

and below the median plane so that scattering angles from 10° to 170° may be 

studied. In the figure the counter assemblies are shown at a scattering angle 

of e = 10°; if the turrets are rotated through eHthe new scattering angle is 

given by 
0 

cos e = cos eH cos 10 . 

The base plate B is supported on a st~nd which has three planer jacks for 

height adjustment and leveling. The stand also provides for adjustment of the 

c;:hamber horizontally at right angles to the bea,m direction and allows rotation 
I 

of the chamber about a vertical axis passing through its center. 

The target frame H, which holds four targets, can be rotated and adjusted 

in height. The targets can be raised into the glass cylinder J for inspection 

and for protection while the chamber is let down to air. When burns are made 

on photosensitive 1
'
1ozalid'' paper in the target position to. find the beam posi-

tion these can be viewed through mylar windows in the center plate without 

moving the target. 

An internal Faraday cup K with electrostatic guard ring L can be raised 

into the beam. 

The vacuum seals are made by lightly greased teflon rings M and the vacuum 

is maintained at about 5 X 10-5 mm Hg by a 4-in. diameter oil diffusion pump 

with a liquid nitrogen vapor trap. 

The angles are read directly on vernier scales which enable them to be 

set at 0.1° intervals with an accuracy of ± 0.005°. The target height and 

Faraday cup height are read on linear scales. 

All movements are controlled by motor drives which can be operated remotely. 

B3. Precision of the Scattering Chamber 

In the design and construction of the scattering chamber considerable care 

had been taken to insure accuracy in the principal movements and dimensions. 
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Typical tolerances are ± 0.001 in. for the distance of the preci.sion flats F 

from the center and ± 0.005° in the graduated scales. 

We used a telescope to make a number of tests on the accuracy of construc­

tion, usually with a precision of about 0.01°. The precision flats F and bores 

G were used as the basis of the test and a telescope mount was constructed to 

fit them; in addition, a sighting object was made to fit the target fr~me. 
With a sighting object in the target frame and the telescope on the upper 

turret it was found by separate rotation of the turret and target that the axis 

of rotation of the target differed from that of the turret by 0.002 ± 0.001 in. 

With a sighting object on the lower turret and the telescope on the upper 

turret it was found that the distance between the planes of rotation of the 

upper and lower turrets was 0. 001 ± 0. 002 in. greater than speci.fi.ed while the 

+ 0 axis of rotation of the two turrets were parallel to an accuracy of- 0.01 . 

When the chamber was pumped out, measurements with a dial indicator showed 

that the separation of the upper and lower turrets decreased by 0. 0021 ± 0 .OOc6 in. 

B4 .. Additional Equipment Associated with the Scattering Chamber 

The beam entered the chamber through a collimator pipe N mounted on the 

fixed center plate of the chamber (see Fig. B2.l). Circular baffles located 

in the pipe served to prevent wall scattering and a 3/32-in. diameter aperture 

P cleaned up the edges of th~ beam. This aperture, like all the other collimators 

used in the experiment, was made of tantalum sheet 0.020-in. thick 7 a little 

more than the range of 65 MeV a-particles. The aperture Q, of l/8-in. diameter 

served as an antiscattering baffle. The beam after passing through the target, 

entered a Faraday cup outside the chamber (not shown in Fig. B2.l) protected 

against charge loss and gain by a permanent magnet; this Faraday cup was used 

rather than the internal one, except for tests, because of the large background 

counting rates produced by the beam stri.king the internal Faraday cup. 
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Four lithium-drifted silicon detectors (see Sec. B6) were usedJ one 

mounted on each of the two turrets and two mounted on the center plate as 

monitors of the product of beam intensity times target thickness and of the 

beam position. (see Sec. D4). The assembly for each movable counter consisted 

of a ball valve R and collimator pipe S which were aligned mechanically with 

respect to the precision flat F and bore G. The collimators T, 16.37 in. from 

the target were rectangles approximately 0.170 in. X 0.065 in. formed from 

four pieces of tantalum whose edges were ground flat to an accuracy of O.OOOlin. 

The solid angles were thus about 5 X 10- 5 steradians and taking i.nto account 

the characteristics of the beam the angular resolution was about 0.5°. A 

detailed account of the consequences of the cha~ber geometry including angular 

resolution and effects of beam misalignment is given in Appendices II and III. 

One consequence of the chamber geometry is that at BH = O(B = 10°) the counter 

collimator contributes to the angular resolution function solely through its 

vertical height whereas at large angles the usual situation prevails where only 

the horizontal wi.dth is important; therefore at small angles we set each 

collimator so that its larger dimension was horizontal while for angles greater 

than e = 10° (e = 14°) we rotated it through 90° so that the larger dimension 
H 

was vertical. The antiscattering baffles V prevented the counters from seeing 

any of the baffles in the beam line. Each of the movable counters was preceded 

by a foil wheel assembly W used for testing purposes which also carried an 

A 241 t' l f l' . d' t f th l t . m a~par lC e source or pre lmlnary a J~stmen s o e e ec ronlcs. 

The two monitor counters X were supported on the inside of the center 

plate by permanent magnets; no provision was made for accurate positioning. 

The collimators for these were l/16-in. diameter at 8-l/2 in. from the target, 

giving approximately the same angular resolution as for the movable counters. 
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The counter angles, target angle, and height were all set by remote control 

from the counting area and the scales were read via television cameras. It was 

not realized until late in the run that because of poor definition of the image 

and parallax effects the use of television caused a considerable sacrifice of 

accuracy The angular uncertainty introduced was about ± 0.05° and is the 

major uncertainty in much of our data. 

B5· Alignment of the Scattering Chamber 

The scattering chamber was centered on the beam line by the following 

procedure. Ozalid burns were made at both ends of the collimator pipe with 

the Ta baffles and beam collimator removed (see Fig B2.1). The chamber was 

adjusted until the collimator pipe was centered on the ozalid burns. An ozalid 

burn at the target then showed the beam was 0.032 in. ± 0.016 in. west and 

0.032 in. ± 0.016 in. high since the beam collimator tube was slightly misaligned 

with respect to the cente~ of the chamber. The detector angular setting cor-

rection and solid angle correction which arose were small so that first order 

corrections to these two quantities sufficed. These corrections are discussed 

in Appendix II. 

B6. Counters 

The cow1tersJ which were 0.8 in. in diameter and 0.08-in. thick were 

lithium-drifted silicon detectors made by a procedure described in Ref. 17. 

In order to reduce window effectsJ the entrance face was lapped and etched 

and a surface barrier was formed. Silicone varnish was painted around the 

·~ 
edge of the surface barrier formi.ng a raised rim and gold was evaporated over 

the whole entry face including the rim. In the counter assembly (Fig. B6.1) 

contact to the "mesa" was made by a stainless steel pressure contact which also 

pressed the raised rim on the entry face against a silver sheet to provide 
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contact to the surface barrier. This method of construction and assembly made 

handling of the detectors convenient and safe. 
I 

The bias voltages applied were between 200 and 600 volts, depending on 

the detector; and the leakage currents were 1.5 to 6 ~-

B7. Electronics 

Four counters were used, two of them movable and two used as fixed monitors. 

Each counter was connected by a short length of low-capa~ty cable to the input 

of a LRL Mod VI preamplifier
18 

and via a 100 Kn resistor to the bias supply. 

The preamplifier output signals had a rise time of 200-300 nsec and a decay 

time of 35 ~sec. They traveled to the counting area through a long length of 

125 D cable terminated at the input of a LRL Mod VI main amplifier.
18 

In the 

main amplifier the pulses were differentiated with a time constant of 2.5 ~sec 1 

amplified, and then passed through a shaping circuit with rise time and fall 

time of 1 ~sec, and 2.5 ~sec, respectively. A biased output enabled us to 

select the upper part only of the energy spectrum for display and analysis. 

The spectra from all four counters were mixed and fed into the common 

amplitude-to-digital converter of a 400-channel pulse-height analyzer. Small 

fractions of each pulse were split off before the mixer and used to fire a 

discriminator and scaler and a single-channel pulse-height analyzer. The out-

put of a single channel analyzer was used to determine in which of the four 

100-channel segments of the analyzer the pulse from the mixer should be recorded. 

Thus the analyzer stored the spectra from both movable counters and both monitors. 

All dead-time losses applied equally to all the spectra and corrections for 

dead time did not have to be applied in calculating relative cross sections. 

Coincidence and anticoincidence circuits were used to insure that the analyzer 

could not receive any pulse unaccompanied by a routing pulse, any pulse accom-

panied by a routing pulse to the wrong quadrant, or two pulses simultaneously. 
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The system was checked using test pulses and also under approximate running 

conditions by disconnecting the bias supply from each counter in turn and show­

ing that no pulses arrived in the corresponding quadrant of the analyzer. In 

order to insure small dead-time corrections, small pile-up of pulses, and cor­

rect operation of the routing system, the counting-rate in each quadrant of the 

analyzer was kept below 100 per sec, 

The gains were set up to give a channel width of about 100 keV per channel 

with the upper 8 MeV of each spectrum displayed. Because of the threshold 

circuits the response was nonlinear, the effect being most serious in the low 

channels. The energy calibration was obtained by feeding test pulses directly 

into the detectors from a linear pulse generator and by comparison with inelastic 

scattering to known excited states of carbon. 

The control system for the counting equipment was operated from the live­

time integrator of the pulse height analyzer. A preset value for the live time 

was chosen, usually 20 min. At the end of this period, the analyzer stopped 

and a pulse was generated which stopped all the scalers and the beam integrating 

system. The scalers r.ecorded the number of counts from each counter up to an 

excitation of about 5 MeV, the clock ti.me as determined from the line frequency 

and from a 1000-c/s crystal-controlled oscillator, and the number of "dumps" 

of the current integrating system (the fractional part of the last "dump" was 

read from the pen-recorder). The scalers on each counter were not used directly 

in the analysis but served in several instances to show that the data had been 

incorrectly recorded (for example, if the pulse height analyzer was not cleared 

at the beginning of a run). 

After each run the four spectra on the pulse-height analyzer were printed 

out, transferred via magnetic tape to a "slave" analyzer and plotted out (a 

relatively slow procedure) while the "master" analyzer was freed to take new 

data. 



-10- UCRL-11054 

B8. Current Integration 

The cur~ent from the Faraday cup was fed into one terminal of a capacitor 

and also to the high impedance input of an electrometer amplifier. The output 

of the amplifier was fed into the other terminal of the capacitor" Since the 

amplifier produced current whenever a potential difference existed between its 

input and outpu~ the voltage across the capacitor was kept to zero while the 

voltage at the (low-impedance) output of the amplifier provided a measure of 

the collected charge. This output was connected to a pen recorder on vlhich 

a micro-switch short-circuited and reset the electrometer as soon as a preset 

charge had been collected. 

C. EXPERIMENTAL PROCEDURE 

Cl. Tests 

A series of tests are described which were made prior to and during the 

data-taking runs. 

a) The monitor counters were fixed at approximately ± 15° relative to 

the beam directionJ and with the movable counters at various angles, tests 

were made to show that target-out backgrounds were negligible. 

b) A thin gold-leaf target was inserted. By studying the counting-rates 

in the movable counters near the zeros of their scale angles it was shown that 

the scale zeros agreed within 0.03°. 

. 6 ' 2 c) Nickel-58 and iron-58 targets of thickness approxlmately -3 mgjcm 

were inserted in the target frame. For each target the sum of the monitor 

yields normalized to the integrated beam current was studied as a function of 

the height of the target relative to the beam. This gave a measure of the 

homogeneity of the target along the vertical axis, averaged over the size of 

the beam spot. The most uniform part of each target was selected. Throughout 

the experiment the targets were always replaced at the same height to an 
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accuracy of ± 0.005 in. It was found that this uncertainty caused fluctuations 

in the monitor yield of the order of ± 2% whereas for pairs of measurements 

between which the target was not moved the monitor yield was constant within 

the statistical uncertainty. This information was useful towards the end of 

the run, when one of the monitor counters failed, as a ± 2% check on the remain­

ing counter. 

d) The internal and external Faraday cups were compared using the monitor 

yield for normalization. The voltage on the guard ring of the internal Faraday 

cup was increased until a plateau was reached. It was fo~~d that the current 

recorded by the internal Faraday cup was larger than that in the external Faraday 

cup by l. 0 ± l. 3%· The uncertainty is large because the background produced by 

the internal Faraday cup made analysis of the monitor spectra di.fficul t. A 

current source continuously monitored by a standard-cell potentiometer could 

be connected to the electrometer for calibration purposes. Tests were made 

which showed that the measured charge was not affected by stray capacities or 

leakage resistances in the Faraday cup and connection cables. 'I'he cali.bration 

was obtained to an accuracy of± 0.3% for the beam intensity used in the absolute 

cross-section runs (see Sec. C3) before and after the measurements. 

e) The detectors were tested for linearity in two ways 7 the movable counters 

be elastic scattering from gold with aluminum degraders and the monitor counters· 

(which had no foil-wheels) by studying elastic and inelastic scattering from 

carbon. One of the monitors was found to be insufficiently thick, and a 

0.003-in. thickness of aluminum foil had to be inserted in front of itj this 

had the effect of spoiling the energy resolution to some extent. 

f) The energy resolution of the detectors for scattering from a thin 

gold-leaf target was about 150 keV full width at half-height. This figure is 

approximate since it is little more than the channel width of the pulse-height 
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analyzer. This resolution is mainly due to three factors of comparable impor- · 

tance: noise from the detector, noise from the preamplifie~ and 60 c/s noise 

from the main amplifier. The energy resolution deteriorated as the counting 

rate was increased and simultaneously an asymmetry of the peak shape (more 

pronounced on the low-energy side) appeared. Further remarks on the peak 

shape will be found in Sec. Dl on the spectrum analysis. For most of the data 

runs, the energy resolution was between 200 keV and 400 keV. 

g) The relative efficiency of the detectors was tested in the following 

ways: Before the run began, each counter was tested with low-energy ex-particles 

241 
from an Am source. The counting rate was measured as a function of the area 

of a collimator inserted in front of the detector. The counting rate was pro-

portional'to area up to sizes of collimator larger than those used in the experi-

ment. 
\ . A small fract1on of pulses fell below the peak. This fraction depended 

on the collimator material and sharpness of edge. The lowest fraction measured 

was less than lojo. This test checks little more than the surface barrier region 

of the detector. As a second test both of the movable detectors were set up 

at a maximum for elastic scattering from Ni58 and several simultaneous spectra 

were recorded for the two detectors. Then the counter holders and preamplifiers 

were interchanged and several more pairs of spectra recorded. Finally the 

counters were returned to the original positions and a further measurement made. 

Taking ratios to eliminate the areas of the collimators, target thickness, and 

integrated beam intensity, two values of the relative efficiency were obtained. 

These were l. 000 ± 0. 004 and 0. 993 ± 0. 004. The counters have therefore been 

assumed to be equally efficient. We have not, however, made any measurement 

of the absolute efficiency of the detectors. We assume it to be unity. 

h) Three angular sequences A, B, and C were used i.n taking data. Sequences 

A and B were designed to look for monitor failure, current integration failure, 
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target deterioration, loss of energy resolution in the beam or in the detectors, 

and other sources of error which are time dependent. Seq~ence C was used only 

during the last part of the experiment (e > 56°). 
em 

In sequence A, angular measurements are made at 1.0-degree intervals by 

the top, and bottom counters but staggered by 0.5 degrees, proceeding from the 

minimum angle to the maximum angle of the range under consideration. Then the 

process is repeated in reverse order (ioe., from the maximum to the minimum 

angle) with the set of angles measured by top and bottom counters reversed. 

Thus each measurement is repeated twice--once by each counter. 

In sequenc~ B, the procedure is identical to A except that the angular 

measurements are made at 2.0-degree intervals by the top and bottom counters. 

Consequently, measurements are made at Oo5-degree intervals without repeats. 

In sequence C, used only for a few runs, the angular measurements are made 

at 2-degree intervals by the top and bottom counters staggered by 1 degree, 

from the minimum angle to the maximum angle only. 

i) 58 58 . Measurements were made at each angle for both Ni and Fe changlng 

only the target setting. Next the top and bottom counters were rotated to two 

new angles without moving the target position. The former part of the procedure 

eliminated to a great extent an uncertainty in the ratio of the cross section 

since the ratio taken at a fixed angle is insensitive to the setting error. 

The latter part of the procedure made it possible to check on the constancy 

of the ratio of monitor counts to integrated beam from run to run. 

j) A limited analysis of the data for consistency checks during the 

experiment was possible. Runs of twenty minutes usually provi.ded adequate 

statistical accuracy and gave a reasonable duty cycle since only five minutes 

was required to change angles or target position, read and mechanically plot 

out the data, and reset the equipment for the next run. 
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C2. Relative Cross-Section Measurements 

The beam handling parameters were adjusted as follows for the measurements 

at small angles. The analyzing slit width was set at 0.020 in. and the X 

collimator to a nominal setting of 0.08 in. This gave a beam intensity of 

between 2 and 4 m~A. An ozalid burn was made at the target position; the beam 

spot was found to be 0.032 in. ± 0.016 in. low and 0.032 in. ± 0.016 in. west) 

with a diameter of 0.060 in. The counter collimators were inserted in a hori-

zontal position (i.e., 0.065-in. high and 0.170-in. wide) and relative cross-

section measurements were begun at 0° scale (e = 10°) following sequence A. 

The above measurements were made with both,movable counters on the east (E) 

side of the beam line. Next two angles were repeated for Ni58 with the counters 

on the west (W) side as a check on the beam direction. 

Measurements were continued from 0 0 e = 15.5 to 21.5 using sequence A with 

the counter collimator rotated (i.e., 0.170-in. high and 0.065-in. wide). One 

pair of angles was repeated after the collimators were rotated. The beam 

intensity was increased to 10-15 m~A by opening the X collimator to a nominal 

width of 0.10 in. 

0 0 
Measurements were made from e = 22 to 26.5 using sequence A; and from 

27° to 37.5° using sequence B. The monitors were moved to 27°) approximately 

a maximum in the ground state differential cross sections. The beam intensity, 

100-150 m~AJ was obtained by opening the analyzi.ng slit to 0.10 in. 

The next range of angles measured was from e = 35° to 45.5° using sequence 

B. The monitor counters were moved to another maximum of the ground state at 

± 43.5° (see Fig. El.l) to reduce the dead time on the pulse-height analyzer. 

The relative normalization of the monitor data was next obtained (see Sec. D2 

for details). 
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Four more pairs of points were obtained on part of a new cycle from 

e = 46° to 53.5° following sequence B. During these runs it was suspected 

that the beam position had changed. An ozalid burn at the target position 

showed the beam had moved l/8 in. E. Since the point at which this shift 

occurred is uncertain, the angular uncertainty for this data is correspondingly 

large (see Fig. El.l and Table El.l)o 

For the remaining measurements the beam intensity was increased to 500 m~A 

by increasing the circulating beam. The collimator pipe, consequemtly, became 

overheated and simultaneously a film appeared on the inside of the chamber and 

on all exposed surfaces, evaporated from the collimator pipe. Some of the deposit 

wiped from the inside of the chamber was analyzed immediately for iron and 

nickel: the tests were negative. Deposits on the target surface were quali-

tatively analyzed at the end of the experiment. The predominant constituent 

was cadmium, with much smaller amounts of zinc and traces of chromium. Tests 

for Fe, Ni, Nb, Mn, Mo, Sn, V, Y and Zr were negative. In the analysis of the 

spectra the cadmium ground state and first excited state were present in the 

Fe 58 spectra and necessitated corrections of the order of lojo. No other con-

taminant peaks were observed. Zinc excited states would have been visible if 

the contamination had been appreciable. No contaminants at all were visible 

in the Ni58 spectra. It is presumed that the contamination was projected in 

a jet down the collimator pipe at a time when the Fe58 target was under b!:lmbardment. 

After reducing the beam appropriately, the measurements were contipued from 

e = 54° to 60° using sequence B. At this point the energy resolution had deteri-

orated badly because of energy losses in the target. The target was therefore 

0 
rotated by 18 , the angle being limited by geometrical factors imposed by the 

shape of the target frame and the angles of the monitor counters. Because of 

obstruction by a supporting pillar in the chamber it was also necessary for 
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the movable counters to be operated on the west (W)side of the chamber. Tests 

were made to show that changing the target angle did not change the monitor-

counter ratio. 

Measurements were continued at 1.0° intervals out to B = 76° 7 using 

sequence c. During this set of measurements one of the monitor counters 

became progressively worse and finally failed. At the end of the experiment 

an ozalid burn was made in the target position. 

C3. ~bsolute Cross-Section Measurements 

For these measurements (called the "C" runs) new targets were used; rolled 

from the same isotopic material as the targets for the relative cross-section 

measurements. Several points on the angular distribution near the ground-state 

maximum at B = 19.5° were measured using the Faraday cup as a monitor and 

relative cross-section measurements described in Sec. Cl were normalized to 

these. The fitting procedure is described in Sec. D4. 

A target holder was assembled containing 58 .58 the Fe and Nl targets and 

two ozalid papers. Using a beam of 25 ml-LA the uniformity of each target 

averaged over the size of the beam spot was measured along a vertical line 

and the target height for the most uniform region was noted. 

The current integrating system was calibrated using a constant current 

source providing 25 m}-LA. An ozalid burn was taken at the target position. 

The measurements on the 19.5° maximum were madeJ each target being kept fixed 

at its predetermined height throughout; another ozalid burn was taken and 

finally the current integrator was recalibrated. 

The positions of the ozalid papers relative to each other and to the target 

position were accurately known from the target height scale. The papers and 

targets were removed and. compared; the two ozalid burns were identical. An 

ozalid paper was laid over each target and the target area corresponding to 
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the size and position of the beam spot was cut out. These samples of the 

target were weighed using a balance sensitve to 0.001 mg and their areas were 

determined using a traveling microscope accurate to l micron. Each target 

sample was next cut into four pieces and the weight and area measurements were 

repeated. From the target homogeneity measurements made in the vertical direc-

tion using the beam and by comparison of the measurements of the whole and 

four pieces of the target samples the uncertainty in target mg/cm2 was estimated 

to be± 2.2% for Ni58 and± 2.7% for Fe 58. Corrections of 0.36 ± 0.05% and 

1.05 ± 0.06% were made to the target masses for the presence of contaminants 

(see Sec. D2). 

The uncertainty on the integrated beam current was taken as ± 1.3%) the 

uncertainty in the comparison of the internal and external Faraday cups. Other 

uncertainties were all small compared with the foregoing and are tabulated in 

Appendix IV. The combined uncertainty on the absolute cross section is ± 2.7% 

for Ni 58 and ± 3.1% for Fe 58 . 

D. ANALYSIS OF THE DATA 

Dl. Analysis of the Spectra 

The spectra were analyzed to obtain cross sections for elastic scattering 

and inelastic scattering to the first excited state. At higher excitations the 

energy resolution was not adequate to resolve the more closely-spaced states; 

however) some qualitative remarks will be made on the strongly produced states 

in Sec. E3· 

Two methods were used to analyze the spectra: a full graphical analysis; 

and for the majority of spectra a simplified peak-height method. These methods 

are described in detail in the next two sections. 

Each operation in the analysis of the data was performed twice, by different 

people) as a check against bias and numerical errors. 'Where discrepancies 
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occurred they were resolved with the assistance of a third person either by 

eliminating the cause of the discrepancy or by an increase in the assigned 

uncertainty where appropriate. 

D2. Graphical Analysis of Spectra 

Spectra were graphically analyzed when necessary, the purposes being the 

following: 

a) To determine peak shapes accurately for the peak-height method of 

analysis (see Sec. D3) and for the absolute cross-section measurements. 

b) To eliminate contributions from oxygen and carbon contaminants at 

certain angles. 

c) To analyze the large-angle spectra where the energy resolution had 

become very bad and where heavy-element contamination had arisen. 

d) To resolve uncertainties in the peak-height analysis in extreme cases; 

such as when the first excited state was very small. 

In the analysis we were greatly helped by the following considerations: 

a) In the Ni 58 spectra the ground-state tail had dropped to a low level 

(O.l% to 0. 4% of the ground-state peak··height, depending on energy resolution) 

at the position of the first excited state and the shape of the tail was, 

apart from small contributions from oxygen and carbon contaminants, easily 

determined in between the ground state and first-excited state positions . 

. 58 58 b) The peak shapes for Nl and Fe were so nearly the same that we 

could use the Ni58 shapes to analyze the Fe 58 spectra. 

c) For making the corrections for carbon and oxygen contaminants we 

could use the cross sections measured for these elements at 65 MeV by Harvey 

19 et al. 

The following assumptions, verified as far as possible by careful analysis 

of the spectra are made in the analysis. 
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a) The peak shapes are) apart from distortions produced by the finite 

channel width and nonlinearity of the. pulse-height analyzer; identi.cally the 

same for the ground state and first-excited state. Even at the largest angles 

measured the calculated energy spreads due to kinematics and ionization losses 

in the target differ by only a few keV for the ground state and first-excited 

state, compared with the energy-resolution of a few hundred keV. We have no 

evidence that the energy-resolution of the counters should differ for two 

particle groups so close in energy. 

b) It was assumed that the shape of the ground~state tail as determined 

from a Ni 58 spectrum was a good guide to the shape of the ground-state tail 

58 
for Fe in the region of the first excited state at 0.8 MeV. This assumption 

is justified by our experimental procedure. Firstly, the beam i.ntensity and 

target angle were kept fixed for consecutive Ni58 and Fe58 spectra. Secondly) 

the stopping powers of the two targets were almost exactly the same. Thirdly) 

the cross sections for the two elements are so similar at all angles that the 

counting rates for fixed beam intensity were nearly the same. 

The only reasons discovered to invalidate this assumption when applied to 

consecutive runs at the same angle became obvious in the analysis: a slight 

gain shift during one of the runs could distort the peak; and for the largest 

angles) where the energy loss in the target became an important contributor 

to the resolution, it became necessary to give spectra from the two elements 

completely separate treatment. 

c) The contaminant peaks were assumed to have the same shape as the Ni58 

and Fe 5
8 

peaks. This i.s not precisely true since for the light elements the 

kinematic energy spread across the finite angular acceptance contributes to 

the energy spread. The corrections applied because of these peaks were, however, 

extremely small in most cases and the failure of this assumption has negligible 

effect on the results. 
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Figure D2.l shows a Ni58 spectrum in which the ground-state to first-

excited state ratio is about 500. The contribution of the oxygen contaminant 

is shown and subtracted from the spectrum. The smooth curves drawn through 

the ground-state tail have the form 

N 
-n N c 

0 

where N is the number of counts in a channel c channels from the ground-state 

peak and N is a parameter determined by fitting the channels in the region 
. 0 

400-500 keV below the peak. This form of tail could always be fitted within 

the statistical uncertainty while n is varied from 3.0 to 3.6 depending on 

the energy resolution. Note that this shape of tail falls much less rapidly 

than a Gaussian shape while the high-energy side of the peak is in this spectrum 

consistent with a Gaussian shape. 

This parametrization of the tail shape was used to calculate the number 

of counts in the part of the tail obscured by the remainder of the spectrum. 

The addition made a contribution varying from 0.25% to 0.45% of the ground 

state intensity for. Ni58 and from 0.4% to 0.8% for Fe 58 . 

58 Figure D2.2 shows the Fe spectrum at the same angle, the ratio of ground 

state to first-excited state being here about 250. In the Fe5
8 

target we had 

both oxygen and carbon contaminants; their contributions are shown. After 

subtracting the contaminant peaks the ground-state tail has been fitted by 

. . th . 58 h. t k superlmposlng e Nl spectrum. In order to do t ls i was necessary to rna e 

a small correction to allow for the finite channel width of the analyzer. 

Since in this spectrum the full width at half-maximum of the peak is about 

2.5 channels, the number of counts in the maximum channel depended on the exact 

part of the channel in which the peak occurred. This correction was normally 

less than lOojo. 
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After subtracting the ground-state tail) the remaining counts were plotted 

to see that they were consistent with the correct shape for the first-excited 

state. For this spectrum the uncertainty in the cross section for the first-

excited state is quoted as ± 25% of which ± 10% is the contribution of the 

statistics. 

Figures D2.3 and D2.4 show the graphical analysis of another pair of 

spectra with worse energy resolution and a very different ratio of the two 

states. In these examples the tail shapes were obtained by an iterative pro-

cedure requiring that the shapes should be the same for the ground state and 

first-excited state. Note that in these spectra the low-energy tail is still 

consistent with a power-law curve but that the power is lower than i.n the 

previous examples. In addition) we have a high-energy tail due to pile-up in 

the electronics. 

The uncertainties in the graphical analysis were estimated independently 

by the persons performing the analysis. In nearly all instances the analyses 

were consistent within the assigned uncertainty and the two results were averaged 

for the final cross section. 

Figures D2.5 and D2.6 show two spectra obtained at a large angle. Here 

there were no problems due to light contami.nants because the energy of scattered 

particles from oxygen and carbon had dropped out of the region of interest. 

However) some heavy element contamination had arisen for the iron 

Sec. C 2 L the peaks had become much broader and in particular the 

target (see 

58 Fe peaks 

58 58 58 had become broader than the Ni ones so that the Ni and Fe spectra had 

to be analyzed completely independently. 

1'he heavy element contamination is manifested mainly through the presence 

of cadmium peaks in the Fe 58 spectra. No evidence of it is found in the Ni 58 

spectra nor in the Fe 58 monitor spectra at 43.5°. The contribution of the 
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contaminant in the region of the peaks being analyzed is small compared with 

the statistical uncertainty and still smaller compared with the uncertainty 

· th 1 · of the Fe58 t b f 1 · F" D2 6 ln e ana ys1s spec ra as can e seen rom examp e 1n 1g. . . 

To allow for it, a correction of about 1% was subtracted from the cross· sections 

and the uncertainty was increased by 1%. 

Th 1 1 N.5B t h . bl h" 1 e arge ang e l spec ra s ow no serlous pro ems for grap lea. analysis 

(see Fig. D2.5)j the results of graphical analysis and analysis by the peak-

58 height method agree within the statistical uncertainties. The Fe spectra 

are more difficult because of the considerable overlap of the ground state and 

first excited state peaks and therefore the peak-height method was inapplicable. 

The two states were fitted with peaks of the same shape and an analysis uncer-

tainty was estimated using the peak-to-valley ratio as a criterion. This 

uncertainty varies from 10-20% compared with statistical uncertainties of 3-6%. 

D3. Peak-Height Analysis of Spectra 

The peak-heigh~ method was developed for several reasons: 

a) It was impracticable to analyze over four hundred spectra graphically. 

b) A systematic procedure was required which would give internal cdnsist-

ency to the results. 

c) The only least-squares program available was limited to fj_tting 

Gaussian-peak shapes whereas our peaks had a marked low-energy tail. 

The large majority of our spectra were analyzed by the peak-height method. 

The only disadvantage of this method lies in a slight worsening of statistical 

accuracy; since our statistics were usually extremely good,this was a small 

price to pay for the convenience of the method. 

A number of spectra were analyzed graphically and classified according to 

energy resolution. Various quanti.ties related to the peak shape were plotted 

as a function of the energy resolution. 



-23- UCRL-11054 

Figure D3-l is a schematic spectrum with the corrections greatly exaggerated; 

to show the nomenclature used. In Table D3.l the symbols in Fig. D3.l are 

defined. It is assumed that the ground state and first-excited state peaks 

have exactly the same shape apart from distortions produced by the analyzer 

channel width and nonlinearity; even at the largest angles measured; the energy 

spreads introduced by ionization losses in the target differ by only a few keV 

for the two states, and we have no evidence that the resolution of the counters 

should differ for two particle groups so close in energy. It can be seen that 

when the corrections 6T)g and L,T)f are sufficiently small that the slopes of 

the tails do not appreciably distort the peak shapes; the number of counts N 
g 

and Nf in the ground-state and first-excited state peaks are as follows: 

(D3-la) 

(D3-lb) 

Since the peaks had full widths at half-height of only three to four chan-

nels; it was necessary to use a special procedure to find T)g and TJf· For each 

maximum a parabola was fitted·to the three central channels in such a way that 

the number of counts in each channel was correctly given by the area -under the 

parabola. 

If A; B and C are the number of counts in the three central channels we 

find 

B + p(~) + ~ [B- !(A+ C)] 
2 12 2 (D3.2) 

where the maximum of the parabola is shifted from the center of the channel with 

B counts by an amount p where 

p 
l C - A 

'4 B - !(A + C) 
2 

(D3-3) 
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An energy-resolution function R was defined as follows: 

R (D3.4) 

The approximation was sufficiently accurate in all cases. 

Plots were made of DSg/~g vs. mg/~g and DSf/~f vs. mf/~f for various 

values of R. This choice of parameters for plotting elim:i.nated the uncertainty 

introduced in the definition of m. Depending on the exact position of the firs~ 

excited-state peak relative to the nearest analyzer channel, m might vary from 

3·5 to 4.5 channels away from the peak. Plots were also made of 6TJg/TJf and 

6~f/~g as a function of R. 

For each spectrum the relationship m = m + m 
f g 

was checked us i.ng calcu-

lated values of mf and mg from a subsidiary graph. A few spectra where this 

.did not hold were given special treatment. This could be for several reasons: 

a) At certain angles contaminant pea.ks due to oxygen and carbon obscured 

the analysis. At such angles the spectra were analyzed graphically. 

b) In some Ni 58 spectra a peak appeared at about 1.95 MeV excitation 

(four channels from the first-excited state). It is not certain whether this 

state is a true excited state in Ni 58 or whether it is due to inelastic scat-

tering in the silicon detector. Where it could be distinguished this peak had 

an intensity of roughly 0.2% of the elastic peak. 

Errors on the corrections ~g' ~fJ 6Ng and 6Nf were estimated by comparison 

with graphical analysis of spectra where these ~uantities could easily be deter-

mined. The true values fluctuated about the calculated values in a fairly random 

fashion; to include these fluctuations an uncertainty of ± 50% w&s assigned to 

each correction. This was rarely the dominant contribution to the final error. 

The basic statistical uncertainty is somewhat modified by the peak-height 

method of analysis. It is seen from the equation that 11 varies between 
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25 1 
~ = 

24 
B -

12 
A when p = 0 and ~ = 

13 B + L C - l A when 
12 24 24 p = 0.5. Thus 

the square of the statistical uncertainty (6~) 2 
is equal to ~ within 10%. 

Assuming that the uncertainty in ~ is ~~ and using the relationship 

(D3·5) 

we find (m ) 2 

g 

and 

N M and (m )2 
g g f 

1 1 ~f 
Mf = R - (R - l) ~ + ~ 

g f 

Thus when n ~ OJ M ~ 1 and '!f . g Mf ~ 1/R so that (6N )
2 ~ N 

g g 

(mf)
2 ~ Nf(Nf/~f); while when ~ ~ 0 J ( 6N ) 

2 ~ N ( N / ~ ) and g g g g g 

(D3.6a) 

(D3· 6b) 

and 

( J\1\T ) 2 N U.<f ~ f. 

Since the ground state was for most of our measurements much more intense 

than the first ,excited state the ground-state uncertainties have been very little 

changed. Of the spectra analyzed by the peak-height method; in over half the 

cases the ground-state error was increased by less than a factor of 1,05 and in 

three quarters by less than 1.25; while the first excited state statistics were 

in most cases worsened by a factor of from 1.5 to 2.0. 

An overall correction has to be made to the results of the peak-height 

method of analysis to allow for nonlinearity of the pulse-height analyzer. 

Since the height of a peak is directly proportional to the energy width of the 

analyzer channel at which it falls this was &n important correction since the 

analyzer was seriously nonlinear, Evidence from the spectra gave the relative 

channel widths for the ground state and first excited states to an accuracy of 

± 2%. This correction (up to 6% for Ni 58 and 3% for Fe58 depending on the posi-

tion of the spectrum on the analyzer) is a correction to the ratioN /Nf. Where 
-- g 

the ratio is large (or small) its effect and its uncertainty are felt mainly on 

the smaller of Ng and Nf (in most cases only on the first-excited state), 
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D4. Analysis of the Monitor Data 

a) General Considerations. The assumption for use of the monitor data is 

that the principal fluctuations of beam position and angle occur in the hori-

zontal plane. This is expected since all the beam direction controls operate 

in the horizontal plane. No evidence for vertical fluctuations of the beam was 
' 

found during the experiment. 

If the two monitor counters are set at exactly the same angle on either 

side of the mean beam direction in an angular region where the cross section 

is varying as a function of angle, the ratio between their counting rates gives 

a measure of the deviation of the beam from its mean position while the sum of 

the two counting rates is to first order independent of beam fluctuations in the 

horizontal plane. If the counters are not at exactly the same angle, it is 

possible, provided that the rate of change of the cross section with angle has 

the same sign for both, to choose a linear combination of the two counting rates 

that is independent of the beam position. 

The number of monitor counts was determined in a uniform fashion by cutting 

off the pulse-height analysis spectrum a fQXed number of channels below and 

above the ground-state peak, in such a way as to include the contributions of 

the ground state and first-excited state. The fluctuations that could be intro-

duced by small gain shifts (half the number of counts in the cut-off channel) 

and 43.5° monitor settings, 

respectively. The cross sections for the selected events will be referred to 

as a1 and oR and the linear combination independent of angle as (a
1 
+~oR), 

To determine the parameter ~ it is necessary to know the relative counting 

rates and the slope of the differential cross section for the two monitors when 

the beam is in its mean position. Since the monitor angles had no fine adjust-

ment this could not be done directly, but it could be obtained by using data 
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from the movable counters. Since the angular resolution was very nearly the 

same for the monitor and movable counters there can be no distortions involved 

in the comparison. To determine the monitor angles we calculated from each 

monitor spectrum the ratio a /af of the ground state cross section a and gs e gs 

the first-excited state cross section afe' This ratio changes about twice as 

rapidly as either a or af ·at most angles and its use eliminates normalization gs e 

difficulties. 

b) 15° Monitors. At the 15° monitor settings ags and afe changed by about 

1% for an angle change of 0.01° while the ratio a /af changed by about 2%. gs e 

From an analysis of a /af for all the runs it was found that the angles as 
gs e 

seen by the monitors had a rms fluctuation of± 0.04° about the mean position. 

For consecutive runs the rms fluctuation was± 0.015°. The linear combinations 

used for the monitors were (a1 + 2.17 aR) for Ni 58 and (a1 + 2.15 aR) for Fe
58 . 

The large values for ~ are principally due to the fact that the accuracy in 

placing the monitor counters was riot very good and their ·angles differed by 

0 about 0.7 so that the counting rates were very different. 

The values of ~ were uncertain to ± 14% due to uncertainty in the angular 

dependence of the cross sections; this would cause fluctuations in a
1 

+ ~aR of 

% . 0 
± 0.25 o for beam fluctuations of~ 0.04 . Note that with ~ = 0 or ~ = 00 the 

fluctuations would be± 4%, and with ~ = 1 we would have± 1.5%. 

c) 27° Monitors. Here the monitor angles were much closer to a maximum 

of the ground-state cross section so that less angular information could be 

obtained. From the ratio a /a the angles for each run could be determined 
gs fe 

0 to an accuracy of± 0.05 . After unfolding this uncertainty from the data the 

overall rms fluctuation of monitor angle was again found to be± 0.04°. 

This angular fluctuation of the monitors would be completely explained if 

the centroid of the beam intensity at the target position fluctuated horizontally 
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by± 0.006 inches; it could equally be explained by an angular fluctuation 

without lateral movement of the target spot. The fluctuation may be compared 

with the size of the beam-defining collimator which was. a 0.094-in. diameter 

circle. 

The multipliers ~were chosen as unity for both targets for this monitor 

setting. For± 0.04° beam fluctuations the monitor uncertainty would be less 

than± 0.1%. 

d) 43.5° Monitors. Because of obstruction by a supporting pillar in the 

\_ chamber one of the monitor counters had to be placed much nearer the target 

for this setting. 

7 
The sensitivity of cr /crf to B was sufficient to determine the angles to gs e 
0 ± 0.1 , not enough to give information on fluctuations of the beam position. 

Both cr1 and crR were almost completely insensitive to angle. The factor ~was 

taken as 1.63 for Fe 58 and 1.59 for Ni 58 ; most of the difference from unity 

is due to the difference in solid angles of the two counters. For the counters 

individually, fluctuations of± 0.04° would produce less than 0.1% change in 

counting rate. For ( cr1 . + ~o-R): the effect should be even less. 

Late in the run one of the monitor counters began to pass increased current 

and eventually failed. Before it broke down completely, its resolution became 

progressively worse. Despite the above results on lack of sensitivity to angle 

it was felt unwise to rely on one monitor only. The two monitor counting rates 

were therefore compared with the beam currents as measured by the Faraday cup 

for the runs when both monitors were functioning and the single monitor for 

the remaining runs. The ratio crJcrR was constant within the rather poor statis­

tical accuracy while for a single monitor the ratio- of monitor counts to inte­

grated beam fluctuated by± 1.7% for Fe 58 and± 2.0% for Ni 58 . While this 

fluctuation is probably mainly due to differences in target thickness for 
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repeated settings of the target height, it was decided to rely on the single 

monitor but to combine the above uncertainties wi.th the statistical uncertainty 

as a safety factor. The effect of this procedure was to increase the overall 

uncertainty by a factor about 1.1 for Ni 58 and by a negligible amount for Fe 58 . 

e) Relative Normalization of the Monitors. To normalize the 27° and 43,5° 

settings, measurements were made at six angles in the neighborhood of the ground­

state maximum at 35° before and after the monitor positions were changed. Each 

pair of runs gave a value for the normalization factor with a statistical. accu-

racy between 1% and 2%. To allow for the fact that the counter angles had been 

reset with an uncertainty of± 0.05° the statistical uncertainty on each point 

was increased by an amount depending on the slope of the differential cross 

section as determined from a smooth curve drawn through the points. Using this 

combined uncertainty a x2 test was applied to test the six values for consistency. 

The weighted mean normalization factor had an uncertainty of± 0.76% for Fe
58 

and± 0.74% for Ni 58 . 

To normalize the 15° setting to the 43.5° setting a different p~ocedure 

was used. One of the movable counte'rs was fixed at 19.5°, near a maximum of 

the ground-state cross section. Then measurements were made with the other 

counter at three angles near the 19.5° maximum ( a region which had been studied 

with the 15° monitor setting). 
0 

The monitor counters, in the 43·5 setting for 

these measurements, accumulated rather poor statistics because for the high 

counting rates near 19° the beam intensity had to be reduced. 

Use was made of the conclusion in Sec. D4.d, that the monitor counters at 

43.5° are very insensitive to fluctuations of the beam angle, to permit combina­

tion of all the measurements of the fixed counter relative to the 43.5° monitors. 

This gave a normalization factor enabling us to use the fixed counter at 19.5° 

in lieu of the 43.5° monitor. Various x2 tests were made confirming the consist-

ency of this procedure. 
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Since the three angles measured were not, because of the beam shift which 

had occurred during the run, exactly the same as those measured with the 15° 

monitor, the normalizations had to be obtained graphically. Two degrees of 

freedom were allowed: the normalization factor and the angular shift. The 

latter had in addition to be the same for Fe58 and Ni58. The normalization is 

rather insensitive to the size of the beam shift and had an uncertainty of 

± 0.9% for Ni 58 and ± 0.7% for F 58 
e ' determined by considering extreme cases. 

Figures D4.l and D4.2 show the points used to obtain the two normalizations. 

f) Absolute Cross-Section Normalization. As described in Sec. C3, a 

special series of angular measurements, the "c" runs, were made with Fe58 and 

Ni
58 

foil samples taken from the same material used for the relative cross-

section measurements. We discuss here the fitting procedure leading to the 

normalization of the relative cross section data to the "C 11 data. Six 11 C" 

measurements for each target were made near the 19.5° maximum (2 0.5% statistical 

uncertainty on each data point). .58 58 11 11 The top counter data for Nl and Fe C 

runs and the corresponding bottom counter data were plotted separately and 

fitted to one another to obtain a relative angular shift and a relative normal-

ization, and then combined into one plot with the top and bottom data points 

properly normalized and shifted with respect to one another. The angular shift 

and normalization which were found by this procedure were compatible with the 

values of these obtained in the relative cross-section data when the error 

resulting from the beam misalignment uncertainties (see Appendix II) and from 

the solid angle uncertainty (see Appendix IV) were taken into account. The 

resulting "c" data was then fit to the relative cross-section data in the vicinity 

of the 19.5° maximum as shown in Fig. D4.3. The uncertainty in fitting the "c" 

data to the relative cross-section data includes both the statistical uncertainty 

and the error in fitting as determined by finding the extreme relative shifts 
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of the 11 C11 and relative cross-section data possible. These uncertainties were 

.58 58 
± 0.35% for Nl and± 0.17% for Fe . 

E. RESULTS 

El. Differential Cross Sections 

The differential cross sections for elastic scattering and excitation for 

the first 2+ state for Ni 58 and Fe 58 are shown in Fig. ELl and Table El.L The 

6
. ~ 

mean energy of the beam in the targets was 4.3 ± 0.5 MeV and the energy spread 

due to the target thickness was 0. 5 MeV. The correc.tions whl.ch have been applied 

to the data are summarized in Appendix IV. The angular uncertainties listed in 
) 

Table ELl do not include the contribution due to the ?earn-misalignment parameter 

uncertainties since this contribution is systematic for all the angular measure-

ments. It is always less than 0.2 degree and is discussed in Appendix II. The 

uncertainty in the absolute cross sections is± 2.7% for Ni 58 and± 3·1% for Fe 58 

(see Sec. C3). The angular resolution functl.on has not been unfolded. It is a 

function of angle and is usually about 0.5° full-width at half-height (see Appen-

dix III). The cross sections have not been corrected for the presence of other 

isotopes. The Ni 58 target was 99.25% Ni 58 and 0.75% Ni
60 

while the Fe58 target 

was 82.04% Fe58 , 15.62% Fe 56 , 1.89% Fe 57 and 0.45% Fe 54 . For comparison with 

theory, corrections were made to the calculated cross sections for the presence 

56 of Fe (see Sec. F2). 

The angular distributions all show marked diffractional behavior, the inelas-· 

tic cross sections being "out-of-phase" with the elastic scattering, as predicted 

by Blair
20 

for a one-phonon excitation process. The angles of the maxima and 

minima are listed in Table EL 2. The angular spacing between maxima and between 
" 

minima (see Fig. EL2) increases from about 8° at small angles to about 9° at 

large angles; the spacing in terms of sin e /2 (proportional to the momentum 
em 

transfer) is much more constant. The positions of the maxima and minima for Ni 58 

occur at slightly larger angles than for Fe 58 . The differences are displayed in 

Fig. EL3. 
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0 Above about 50 the intensities of the elastic and inelastic scattering 

are comparable while at small angles the elastic scattering maxima are 5-10 

times more intense than those of the inelastic scattering. The ratio of a Ni 58 

elastic maxima to the corresponding Fe58 one increases from 1.1 at small angles 

to 2.0 at large angles while the corresponding ratio for the inelastic scattering 

increases from 0.75 to 1.1 at large angles. 

E2. Ratio of Elastic Scattering Cross Sections 

As remarked in the last section, the maxima and minima for Ni58 and Fe
58 

do not coincide. The differences between the two isobars are sensitively 

displayed in the ratio of the elastic scattering cross sections. This ratio 

is shown in Fig. E2.1 and Table E2.l• The angular error due to beam-misalign-

ment parameter uncertainties is identical to that on the differential cross 

sections (see Sec. El). The remarks on the angular resolution function and 

the isotopic impurity discussed in Sec. El apply. 

The relationship between the uncertainties in the ratio and in the individual 

cross sections requires discussion: 

a) The angular uncertainties for Ni 58 and Fe
58 

are correlated, so the 

same uncertainty applies to the ratio rather than some larger uncertainty. This 

is because the angular settings were in general the same for each pair of measure-

. 58 58 ments on Nl and Fe ; a number of data points where this requirement was not 

satisfied have been omitted from Fig. E2.1 and Table E2.1. The monitor data 

showed that for consecutive runs the rms shift in angle caused by small fluctua-

0 tions in the beam position was ± 0.015 . This rms angle shift has been converted 

into an rms cross-section change by means of the measured angular distributions 

and the uncertainty on the ratio has been increased correspondingly. 

b) Uncertainties in the solid angles of the two detectors used disappear 

in the ratio. 
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c) Several possible systematic errors in the absolute cross sections 

disappear, for example, the uncertainty in absolute efficiency of the detectors 

and of the Faraday cup. The absolute uncertainty in the ratio is± 3.6%. 

An important feature of the ratio is the rise at large angles, discussed 

in Sec. F2. It is interesting to note that in the proton-scattering results 

of Benveniste et al.~ a similar effect was seen in the comparison of Ni 58 and 

58 .64 64 
Fe , but not for Nl · and Zn , Benveniste et al. attributed the effect to 

compound elastic scattering. 

E3. Higher Excited States 

We have not performed an analysis of the angular distributions for any 

excited states except the first. To illustrate the energy spectra at higher 

excitations we show in Figs. E3.1 and E3.2 spectra taken near adjacent maxima 

in the angular distributions for the ground state and first-excited state, 

respectively. To obtain the correct relative normalization between the two 

N.58 b 58 30 17° t h ld b . l spectra or etween the two Fe spectra, the . spec ra s ou e 

multiplied by about 1.5 and 2.0, respectively. 

The spectra show a number of additional peak~ some of which are clearly 

complex. Obviously, improved energy resolution is required. It is, however, 

interesting to note that in the Ni 58 spectra the Q = - 2.45 MeV peak is very 

roughly 2.5 times more intense at e = 30.17° (ground state maximum) than at em 

e = 25.91° (first-excited state maximum). This is as expected since a 4+ em 

double excitation state is known to exist at about this energy, and it should 

be in phase with the elastic scattering. The Q =- 3.02 MeV peak, strongly 

excited at 25.91°, is out of phase with the elastic scatteringj a 2+ state is 

already known at about this energy. The remaining peaks do not show any marked 

58 change between the two angles. In the Fe spectra the peak at Q = - 1. 70 MeV 

is more intense at 25.91° (first-excited state maximum) than at 30.17° (ground 
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state maximum). This is in agreement with expectation for the 2+ state existing 

at about this energy. 58 The other peaks for Fe have roughly equal intensities 

at the two angles. 

F. THEORETICAL INTERPRETATION OF THE RESULTS 

Fl. Analysis of the Elastic Scattering Using a Spherical Optical Potential 

In this section we use a spherical optical potential to obtain fits to 

58 58 . the elastic scattering cross sections for Ni and Fe lndependently. Then 

using an average set of nuclear parameters, we attempt to fit the ratio of the 

Ni 58 and Fe 58 angular distributions, first allowing only the charge to be dif-

ferent for the two isobars and then allowing differences_ in the nuclear param-

eters one by one. 

It should be stressed that the analysis is intended to illustrate only the 

gross features of the results; we would expect to have to use a considerably 

more refined model to describe the angular distributions in detail. 

21 
The calculations were performed using a computer program with a potential 

of the form 

V(r) = Vc(r) + 1 + expl(~- R)/al + i 1 + expl(~- R)/b] (Fl.l) 

where V (r) is the Coulomb potential for a uniformly charged sphere of radius c . 

R · R is the radial distance r to the half-value of the potential and is the c' 

same for the real and imaginary parts of the potential; a and b are diffuseness 

parameters, not necessarily equal; V and W are the depths of the potentials at 

the nuclear center. 

The elastic scattering amplitude f(e) takes the form 

f(e) (Fl.2) 
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where f c (e) is the Coulomb amplitude, and a .E is ib2 Coulomb phase shift for the . .Eth 

partial wave, the quantity ~.E is the amplitude of the outgoing part of the .Eth 

partial wave, and P.E(cos e) is the Legendre polynomial of order .E,and k is the 

relative wave number. 

The Ni 58 data were fitted using a search routine starti.ng from the Ni 58 

11 
parameters found by Bassel et al. at 43 MeV, 

. 58 56 To flt the Fe data allowance has to be made for the Fe present in the 

target. Since no experimental data were available for Fe56 the data were fitted 

without making any corrections and then, using the parameters for this fit but 

multiplying the nuclear radius by (56/58)J/3 , the angular distribution for Fe56 

was calculated. The experimental data, corrected using thi.s calculated Fe56 

cross section, differed by a few per cent from the original data mainly near 

the minimaj the corrected cross sections were used for the remaining analysis 

and in particular the optical model fit was recalculated. 

The 11best fit 11 parameters for Ni 58 and Fe58 are listed and compared with 

the 43 MeV Ni 58 parameters of Bassel et aL 11 in Table Fl.l. The quantity 

minimized was not the usual x2 but an empirical quantity x2 developed by 

22 
Wilkins and Pehl. 

The calculated cross sections are compared with experiment i.n Figs. FLl 

and FL2. It will be noted that the fits are quite good at small angles but 

become worse at large angles. 

To study the effect of the different charges of the two isobars we took 

various sets of nuclear parameters the same for both nuclei and studied the 
I 

effect on the ratio of the cross sections of the change i.n charge. The calculated 

ratio was almost independent of the nuclear parameters used provided they were 

58 the same for both and all within the range between the 11best fits" for Ni and 

Fe 58 given in Table Fl.l. In Fig. Fl.3 the solid line shows the ratio calculated 
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.Wl. th the Nl" 5S "best fl" t" parameters. It · t l t l a l lS ex reme y poor a arge ng es. 

To test whether the radial _form of the Coulomb potential might differ for the 

two isobars (Ni 58 has a closed shell of protons) calculations were performed 

with R fixed at 6.077 F) and R varied between 4.9 F and 6.7 F. The differences 
c 

produced by this variation were negligible even though R ·was; varied through. a·· 
c 

range bigger than that expected from other works. 23 Since the charge difference 

was insufficient to reproduce the observed ratio of the angular distributions 

an attempt was made to fit·it by changing the nuclear parameters. To find the 

2 sensi ti vi ty of the various parameters we calculated X for fits in which each 

parameter was changed by a small amount. If the parameter ~- differed by 6~. 
l l 

between the Ni 58 and Fe
58 

best fits (Table Fl.l)) ~~ 6~i gave a measure of 
l 

the sensitivity of that parameter. 

It was found in this way that W was by far the most sensitive parameter; 

V and a were found to be correlated so that a + 1% change in V had the same 
' 
effect as a - 0.9% change in a. 

Therefore) we tried to explain the ratio by varying only w. To do this) 

we chose an "average11 set of parameters: V == - 43 MeV; 

and R == 4.872 F. By using W == - 19.5 MeV (Ni 58 ) and W 
c 

a == b == 0.58 F; R = 6~1 F 

fit to the ratio wasmuch improved as large angles (dashed lines in Fig. F1.3). 

The fits to the individual cross sections were not so good with these sets of 

parameters as for the "best :fits"; they are given by the dashed lines in 

Figs. Fl.l and Fl.2. Since the fits to the individual cross sections are not 

good) no attempt was made to obtain a "best :fit" to the ratio by this procedure. 

In Fig. Fl.3 the ratio given by our '1best fits" to the individual cross sections 

is given :for comparison. We may) however) conclude that the differences between 

the elastic scattering for Ni 58 and Fe 58 can be qualitatively explained by 

(a) a difference in Coulomb scattering and (b) a difference in the absorptive 

part of the potential. 
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F2, Analysis of the Elastic and Inelastic Scattering Cross Sections for 

e < 50° Using the Smooth Cut-Off Model 
em 

The inelastic and elastic scattering data in the region of strong diffrac-

tion (e < 50°) has been analyzed using the smooth cut-off calculations of em 

Blair, Sharp and Wilets. 14 This model neglects the Coulomb potential and 

assumes that~~ is real and has the form [l + exp((~- L)/6}]-l where Lis the 

cut~off value of ~ and 6 is the smoothness parameter. It describes the inelastic 

scattering in the first order of the nuclear deformation ~ as an adiabatic 

process and gives a family of 

dimensionless cross sections 

uni.versal curves showing the 
2 

4k [da (e)] and 
(L + l/2)4 dD gs 

variation of the 
2 

k [da (e) J 
~2(L + l/2)4 _dD fe 

at the maxima of the angular distributions. The angles at which the maxima 

and minima are predicted to occur are the same as in the sharp cut-off model 

and are approximately equally spaced in e . To fit the data we determi.ned L em 

by fitting the positions of the maxima near e 
em 30° to the values of 

(L + l/2) e given in Ref, 14 (though examination of our spacing of maxima 
em 

and minima in Fig. El.2 suggests that 2(L + l/2) sin(e /2) might be a more em 

sui table variable), With this value of L we determined L/L by fitting the 

cross sections at the inelastic maxima to the curves in Fig. 10 of Ref, 14, 

2 This procedure gave ~ . The angles and absolute cross sections predicted for 

the elastic and inelastic di stri but ions are compared with experiment in Figs, F2.1 

and F2.2, The parameters are listed in Table F2.l, where the values of~ obtained 

in other ways are also given for comparison. The agreement is very poor. 

It is interesting to compare the parameters from the smooth cut-off fit 

wi.th the optical model results of Sec. Fl. In Fig. F2.3 we show the real and 
c:g 

imaginary parts of the quantity ~~ as given by the optical model fit for Ni/ 

and the variation of Yj~ (which is now real) from the smooth cut-off fit, 
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In Fig. F2.4 we show the potential for L = 22 given by the optical model 

20 
Blair gives a correlation between the smooth cut-off radius 

R given by (L + l/2) = kR and the optical model potential: the maximum value 
0 0 

of the real part of the total potential, nuclear plus centrifugal, for the 

critical angular momentum Lin the surface region is very closely equal to the 

available energy E. We see from Fig. F2.4 that this criterion is well satisfied. 

G. CONCWSIONS 

The main conclusion of this work is the presentation of a high precision 

measurement of differential cross-section data for elastic and inelastic scat-

tering from A = 58 isobars. This data is suitable for a careful theoretical 

study of elastic and inelastic scattering using a coupled equation approach 

making as: few approximations as possible, in which fine detail in the angular 

distributions must be taken seriously in the fitting process. 

Some conclusions have been drawn from the data by performing simplified 

analyses. We wish to emphasize that these conclusions do not arise from the 

precision of the data, but rather depend on the more qualitative aspects of the 

angular distributions. 

The smooth cut-off model of Blair, Sharp and Wilets14 gives a fair account 

of the positions and intensities of the first four maxima of the cross sections. 

The values of the deformation parameter f3 found with this model are lower than 

previously reported. Although it i.s difficult to estimate the reliability of 

these values because the theory is quite approximate the relationship between 

the values for Ni 58 and Fe58 may be more trustworthy. The deformation parameter 

f3 is smaller for Ni 58 which also has a closed shell of protons. 

The optical model analysi.s of the elastic scattering gave fair fits to the 

data. The Coulomb potential difference will not account for the differences 

between Ni 58 and Fe
58 

elastic scattering and to explain the behavior of the 
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cross sections at large angles it appears to be necessary to use a deeper absorp-

58 58 4 tion potential for Fe than for Ni . It has been remarked before that a non-

zero value of ~ requires a greater depth for both real and imaginary parts of 

the potential if the coupling of the ground state and first-excited state is 

neglected. This serves to emphasize the necessity for a coupled equation approach 

as used in the later work of Benveniste et a1. 10 
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APPENDIX I 

DEFINITIONS OF GEOMETRICAL QUANTITIES AND SYMBOLS, AND .NUMERICAL VALUES 

Il. Definitions of Geometrical Quantities 

Quantity Definition 

Chamber Axi.s Common axis of rotation of 
the top and bottom counters. 

Counter Planes 

Equatorial Plane 

Meridian Plane 

Two planes perpendicular to 
the axis of the chamber con­
taining the centers of the 
counter collimators. 

Plane perpendicular to the 
chamber axis and equidi.stant 
from the counter planes. 

A plane containing the chamber 
axis. 

Center Line Intersection of the equatorial 
plane with the meridi.an plane 
containing the scale zeros, 

Target Plane The meridian plane perpendic­
ular to the center line. 

I2. Symbols 

Figure I2.la shows a view of the geometry for scattering; Fig. I2.lb, a 

:projection on the meridian plane containing the center line; and Fi.g. I2.1c, a 

:projection on the equatorial plane. The symbols listed in Table I2.l have been 

used to designate the corresponding quantities. 
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Table 12.1 

Symbols and their definitions used in the text. The subscript o, when added 

to a symbol indicates that the quantity is defined with respect to a beam 

traveling along the center line. 

Symbol 

xOy 

xOz 

c 

M 

e 

(s,o, ~) 

(a,l,f3) 

L 

h 

a 

b 

s 

Corresponding Quantity 

Equatorial plane 

Target plane 

Center of the counter collimator 

Center of the beam spot 

Actual scattering angle 

Projection of e on xOy 

Projection of e on xOz 

Coordinates of M 

Coordinates of a unit vector in the 
direction of the incident beam 

Angle between OC and the equatorial 
plane 

Distance between M and C 

Distance between the equatorial plane 
and the counter planes 

Width of the counter collimator 

Height of the counter collimator 

Area of the counter co.llimator 



Quantity 
of Symbol 

L 

a 

b 

s 

!:::. (3 
B 
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I3. Table of Numerical Values 

Numerical Value 

16.369 ± o.oo4 in. 
16.374 ± o.oo4 in. 

0.172 in. 
0.172 in. 

0.065 in. 
o.o68 in. 

T 
B 

T 
B 

T 
B 

(1.122 ± o.oo6) x 10-~ in.~ 
(1.168 ± o.oo6) x 10- in. 

2/32 ± l/64 in. 

3/32 ± l/32 in. 

{

0.0028 ± 0.0014 

0.0058 ± 0.0028 

0.0014 ± 0.0007 

APPENDIX II 

T 
B 

Explanatory Note 

The top counter (T) 
and bottom counter (B) 
values are listed. 

a and b dimensions 
(interchanged for angles 
greater than 12° in the 
laboratory system). 

Horizontal beam spot size. 

Vertical peam spot size. 

Radial angular divergence 
of the beam with X colli­
mator at 0.100 in. 
Radial angular divergence 
with X collimator open. 

Vertical angular 
divergence. 

FIRST ORDER CORRECTION DUE TO MISALIGNMENT OF THE BEAM 

Since a, (3, ~' and s are non-zero, two kinds of corrections must be made. 

First, angular corrections due to differences between e and e j and, second) 
0 

solid angle corrections due to differences between L and L . The former mask 
0 

the latter on the sides of maxima in the angular distributions. The latter 

show up at the maxima where angular corrections have no effect. In what 

follows, expressions for these two corrections have been written down to first 

order in a, (3, ~/L, and s/L. 
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IIl. Angular Corrections 

Neglecting the solid angle corrections, we have: 

cos e 
tan ijro 

+j_ = cos eH cos ijr [l + a tan eH + 13 
eH 

sin eH 

and for oe 

oe cot e 

Let us rewrite 

0 

e - e 
0 

[a tan 
0 

(rn. 2) 

0 

+.1. 
L 

sin 
0 

tan ijro 
eH + 13 

eH cos 
0 

0 

for convenience 

cos 
0 

0 

ijr ] 
0 

+_l 
L sin eH cos 

0 0 

as 

Note the symmetries in the coefficients c. 

Table 111.1. Symmetry 

Symmetry in c cl3 c~ a 

ijro even odd even 

e odd even odd 
H 

0 

L 
0 0 

ijr + _j_ 
o L 

sin 
0 

~c 

~ 

odd 

even 
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cos ijro 

(IIl.l) 

ijr ] . ( IIl. 2) 
0 

(IIl. 3) 

We indicate top, bottom, east and west counter orientations by T, B, E and W, 

respectively, and measure ~ positively east and s positively up. Taking note 

of the symmetry relations in Table IIl.l, we have 

oeTE c a+ 
a Cl3j3 + cssjLo + c~VL0 (IIL4a) 

oeBE = c a - c 13 + c~ ~/10 c~S/L0 (II1.4b) a 13 

oe = - c a + c 13 - C ~~/10 + c~S/10 ( IIl. 4c) TW a 13 

oeBw c a Cl313 c~sjL0 c~S/Lo (IIl. 4d) a 
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We define a "top bottom" angular difference !::. and an "east west" angular 
TB 

difference L::.EW 

(Ill. 5a) 

(Ill. 5b) 

We have three relationships among these quantities 

(Ill. 6) 

(II1.8) 

II2. Solid Angle Corrections 

The first order correction to L is 

cos ~ + rjL sin ~ 
0' :, 0 0 

which yields to first order the solid angle correction 

5D = 2 ~/L sin BH cos ~ + 2 s/L sin ~ 
0 0 0 0 

0 

Following the nomenclature of Sec. Ill, 

5DTE = 2 ~/L sin e cos ~ + 2 s/L sin 1jr 
0 H 0 0 0 

(II2.3a) 
0 

5DTW - - 2 ~/L sin eH cos ~ + 2 s/L sin ~ 
0 0 0 0 

(II2.3b) 
0 

5DBE = 2 ~/L sin e cos ~0 - 2 S/L sin ~ 
0 H 0 0 

(II2.3c) 
0 

5DBW = 2 ~/L sin e cos ~ - 2 SjL sin ~ 
0 H 0 0 0 

(II2.3d) 
0 
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113. Determination of Beam Misalignment Parameters 

The three relations (II1.6), (111.7), and (111.8) establish the basis for 

determining the beam misalignment parameters a, (3, (;, and S· Table 113.1 and 

Figs. 113.1, 113.2, and 113.3 list the measurements and show the graphical 

determination of these parameters. Table 113.2 summarizes the numerical values 

obtained for the parameters. 

It was necessary to show that the zeros of both scales, 0 
Top 

and 0Bot lie 

in the same meridian plane. Measurements A and B in Table 113.1 were made for 

this purpose. Measurement B utilizes Eq. (rn.6). Figure II3.1 shows the 

results obtained from measurement A and from measurement B. There are four 

points labeled B since two angles and two states (the ground state and the 

first-excited state) were measured. 

As described in Sec. C, the beam collimator system shifted position part 

way through the experiment. Consequently, the beam misalignment parameters 

had to be measured before and after the shift. It was found that there had 

been no vertical shift and that there had been a horizontal shift. Measure-

ment C in conjunction with Eq. ( IIL 7) made it possible to determine a point 

in the ((3, s/L
0

) space. Measurement B determined the locus of points allowed, 

a straight line, and measurement D and E determine a line of constant s/L in 
0 

this space. 

The horizontal parameter space (a, s/lo ) is shown in Fig. II3. 3. Measure­
a 

ments F and B determine the locus of points allowed, a straight line; and 

measurements D and E determined lines of constant s/L before and after the 
0 

shift. 
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Table 113.1. Summary of Measurements Made to Determine 

Measurement 

A 

B 

c 

D 

E 

F 

Beam Misalignment Parameters 

Description 

Elastic scattering from a thin Au foil at angles 
near the zeros of the top and bottom scales. 

Elastic and inelastic scattering from the 1.45-
MeV state of Ni58 with the counters in the 

0 orientation TEJ TW) BE) and BW at e = 15 and 
0 

30·5 • 

Elastic scattering from Ni 58 and Fe5
8 

(data 
taking runs) in the orientation TEJ BE and 
exceptionally TW) BW (last runs). 

Ozalid paper burn at the target position before 
the shift. 

Ozalid paper burn at the target position after 
the shift. 

Elastic scattering from Ni 58 with the gounters 
in the orientations TE) TW at e = 13.4 before 
the shift, 

Table 113.2. Summary of Results Obtained for Beam Misalignment Parameters 

Parameter 
(un~ ts 
10- radians) 

ex 

s/L 
0 

Bei'ore Shift After Shift 

- 4 ± l - 4 ± l 

- 1.5 ± l - 1.5 ± l 

- 2 ± l + 2. 5 ± o.S 

- 2 ± l + 1.1 ± 0.5 
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( 

II4. Errors in Determination of Beam Misalignment Parameters 

Uncertainties arise in the determination of the beam misali.gnment param-

eters which must be accou,nted for in order to estimate the systematic uncer-

tainty for all angular measurements. IF !::a) 613., 6s/L
0

) and 6l;;jL
0 

are the 

uncertainties in the beam misalignment parameters) the systematic angular 

uncertainty is CCX !::a + c
13
613 + Cg6s/L

0 
+ C fS/L

0
• Since the errors are inde­

pendent) the systematic error is A.aCa6a + A.
13
c

13
613 + A.sCs6s/L

0 
+ A.SCS6S/L

0 

where the four independent lambda parameters may vary between 0 and. ·+ 1. 

Figure II4.l shows the functi.ons f. = C.6i (where i == a) 13) s/L , or SjL ) 
l l 0 0 

and their swn for the case of maximwn systematic uncertainties. The absolute 

values of f. depend in a complicated fashion on a nwnber of uncertainties .in 
l 

the measurement and are not discussed exhaustively here. 

II5. Angular Corrections Due to Fluctuations in Beam Direction 

0 When the monitors were located at± 15 ) where the elastic cross section 

changes rapidly with angle) the ratio of the monitor counting rates (mon L)/(mon H) 

can be used to determine fluctuation &6EW(l5°) in 6EW at 15° from run to run. 

Further) since Cs =CCX cos e
0 

at small angles) the relation 

(II5.1) 

holds) and further the angular correction to the movable counter setting &:>e is 

(II5.2) 
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The monitors were not useful in the same way at the other settings (27~; 

and 43:5° since these angles are near maxima in the elastic differential cross 

section. The relation 

tan eH 
~e ;£ ---:::---o 

tan e 
0 

(Do: + o~/L } 
0 

derived from Eq. (II1.2) was useful in determining the uncertainty in the 

angular correction. The uncertainties in a and ~/L due to fluctuations in 
0 

the beam direction are denoted by 5o: and os/L, respectively, in Eq. (II5.3), 
0 

APPENDIX III 

THE ANGULAR RESOLUTION FUNCTION FOR THE COUNTERS 

IIIl. The Definition of the Angular Resolution Function 

The counter collimator size and the beam spot size contribute about equally 

to the angular resolution function, The beam has a finite angular divergence. 

We define the angular resolution function N(8,8 1
) such that 

dn = N(e,e') d8' 
n 

where n(e) is the number of particles detected at e by the detector and 

(IIIl.l) 

dn(e,e•) is the number of particles arriving at the detector between er and 

8' + d8'. From Eq. (IIIl.l) it is obvious that 

8' 

1
, max 

N(e,e') 
e 
min 

d8' = l ( IIIl. 2) 
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III2. Angular Resolution Function for the Counter Collimator 

The angular spreads due to a (a is parallel to the equatorial plane) and 

b are 

(III2.la) 

6 e = a/L cos ~ c H o o (III2;lb) 

By combining Eqs. (III2.1) and (IIl.l) we obtain the resulting angular spread 

in e, 

6 e 
c 

eH cos l)r
0 

------~0--~---6 e 
sin e c H 

sin sin ~0 cos eH 
+ -------;:-:----...:...0 6 1)r 

sin e c (III2. 2) 
0 0 

Lines of constant e in the counter collimator are parallel, st;raight lines of 

slope (- tan eH /~ot ~ 
0

). 

0 

configurations arise. 

Depending on the sign of (b/a - tan eH /cot 1jr J, di.fferent 
0 

The angular resolution function N (8,8 1
) is represented 

c 

by a trapezoid centered at e with bases W + S and W - S where the trapezoid 

parameters WandS are: 

i 
sin ~0 cos eH b/L 

0 
0 

W = max sin eH 
0 a/L sin e 0 

0 

( III2. 3a) 

sin ljro cos eH b/L 
0 

0 

s == min sin eH 
0 

a/L sin e 0 
0 
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1113. Angular Resolution Function for Beam Size and Beam Angular Divergence 

An investigation similar to that described in Sec. III2 shows the angular 

resolution function dependent on the beam characteristics NB(8
0
,8') is repre-

sented by a trapezoid centered at 8 with bases W + S and W- S where 

!::, s sin ljro 
(6 ~ + 2 cos e ) 

sin e B L 0 
·' 0 0 

W = max 
!::, s sin 8Ho cos ljro 

(6J3Cx +2 cos e ) e L 0 sin 
0 0 

f 
6Bs sin ljro 

(t;,B~ + -- cos· e ) e L 0 sin 
0 0 

6Bs 
sin eH cos ljro 

(6Bcx cos e ) 0 

l + -- e L 0 sin 
0 0 

S = min 

III4. Convolution of Beam and Collimator Angular Resolution Functions 

To account for both collimator size and beam size and angular divergence, 

we must perform the integration 

e 
N ( e 0' e I ) = l max N B ( e 0' e) N c ( e' e I ) d8 

min 

( 

(rn4.1) 

Since NB and NC are trapezoids, N is a curve composed of arcs of parabolas and 

of straight lines. This may be approximated to sufficient accuracy by a trapezoid 

whose upper (smaller) base is 

(III4.2) 

unless this quantity is negative. If negative, the upper base is zero. The 

lower base is 

A width W is defined by a rectangle having the same area and height to complete 

the specification of N(B ,8 1
). One can show 

0 
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(III4.4) 

These three quantities have been summarized in Fig. III4.l, and simplified 

shapes for the angular resolution functions are also shown. 

For the runs where the target has been rotated (e > 60°) a correction has 

been added to W corresponding to an increase in the width of the angular resolu-

tion function of 6 ~~L tan W· sin 8 where W is the angle the plane of the 
B o o 

target surface makes with the target plane. 



APPENDIX IV 

CORRECTIONS AND UNCERTAINTIES 

In this appendix all corrections and uncertainties greater than 0.1% are tabulated. 

Quantity 

Collimator areas 

Target-collimator distance 

Absolute counter efficiency 

Target thickness 

Beam current 

Others 

IVl. Absolute Cross Sections: Uncertainties 

Origin of Uncertainty 

Measurement uncertainty 

a) collimator thickness 
b) measurement uncertainty 

Assumed to be 100% 

a) uncertainty in area of sample 
b) uncertainty in weight of sample 
c) inhomogeneity of target 

Reproducibility of calibrations 

Statistics) analysis) fit 

0 

0 

Magnitude of Uncertainty 

±0.25% }· 
±0.05% 

±0.5% 

±0.29% 

Two counters equally efficient 
wlthin ± 0.4'}6 

±0.3% 

Nl. 58 + 46al -0, jO Fe58 + 4 al -0. 7!0 

I 
\.n 
J\) 
I 



IV2. Absolute Cross Sections: Corrections and Uncertainties in Them 

Correction 

Weight of contaminants in target 

Corrections to solid angle due to 
beam misalignment 

Magnitude 

0.11% 

Discrepancy between internal and external 
Faraday cups 

Total uncertainty in absolute cross sections 

IV3. Relative Cross Sections: Uncertainties 

Uncertainty 

Counter statistics } 
Monitor statistics 

Analysis uncertainty 

Relative normalization of the 
monitor settings 

Normalization of the monitor 
for e > 56° em 

Possible systematic error for 
e > 56° em 

Origin of Uncertainty 

Peak shape 

Statistics, fit 

Statistics, fit 

Conservative estimate of 
error based on fluctuation 
of the single monitor 
counter relative to the 
Faraday cup 

Uncertainty 

±0.05% 
±o.o6% 

±0.14% 

Magnitude 

Varies 

Varies 

~ ± o.8% for various 
normalizations 

I 
Vl 
w 

I 

~ 
0 

81 
I 

1--' 
1--' 
0 
Vl 
+ 



IV4. Relative Cross Sections: Corrections and Uncertainties in Them 

Correction 

Relative normalization of the two movable 
counters: 

solid angle ratio 
second order corrections to 

solid angle ratio 
relative efficiencies of the 

two counters 

Pulse-height analyzer nonlinearity 

Subtraction of light contaminants 
Nickel gs 15° < e < 2o0 

em 
Nickel fe 15° < e < 23·5% em 

Iron gs 14° < e < 20° 
em 

Iron fe e < 20° 
em 

Subtraction of heavy contaminants 

Magnitude 

3·95% 
o.1o% 

Assumed equal 

0 - 3% (gs) 
0 - 5% (fe) 

< 1.5% 

< 24% 

< 3·5% 

< 14% 

Ni58 gs 1% 
fe 0.5% 

Fe 58 gs and fe 1% 

Uncertainty 

±o.3% 
±0.07% 

Verified within ±o.4% 

±10% of correction 

±4o% of correction 

I 
Vl 
+ 
I 

c:: 
0 

81 
J 
f-J 
f-J 
0 
Vl 
+ 



Quantity 

Absolute angle 

Angular acceptance 

Relative angles 

IV5, Angular Corrections and Uncertainties 

Origin of Correction or 
Uncertainty 

Beam misalignment 

Finite geometry: angular 
acceptance ~ 0.5° (see 
Appendix III, Fig. III4,1) 

Uncertainty in scale angle 
due to television (±0.05°) 

Horizontal fluctuations of 
beam 

e < 15° em 
e > 15° 

em 

Vertical fluctuations of 
beam 

Correction 

not unfolded 

none 

0 to o.o8° 
not made 

believed 
negligible 

Uncertainty 

~ 0.2° 
(see Appendix II, 

Fig, II4.1) 

+ 50 0 to -0,0 

0 to ±0.02° 

±o.o8° 

I 
\Jl 
\Jl 

I 

~ 
0 

~ 
I 

f--' 
f--' 
0 
\Jl 
+ 
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Table D3.1. Definitions of quantities in the peak-height analysis method. 

Quantity Definition 

~g Height of ground-state maximum 

~f Height of first-excited state maximum 

.6.~ Contribution of first-·exci ted state at position of 
g 

m 

s 
0 

ground state maximum 

Contribution of ground state at position of first-

excited state maximum 

Number of counts in a channel four channels below the 

first-excited state maximum 

Contributions to m of the ground state and fi.rst-

excited state tails, respectively 

Number of counts recorded at energies higher than 

that corresponding to m, excludi.ng m 

Number of counts excluded from the ground-state and 

first-excited state peaks by this process 
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Table El.l. 

The differential cross sections in the center-of-mass system for elastic scat­

tering and excitation of the first~excited 2+ state in Fe58 and Ni
58 

by 64.3 MeV 

a-particles. e is the center-of...,mass scattering angle in degrees; DB is 
em em 

the relative uncertainty in e in units of 0.01 degree; (dd~) is the differ-
em "' em 

ential cross section in millibarns per steradian; 6(~~~~~) is the relative 

uncertainty in ~~ given as a percentage. The absolute cross sections are 

uncertain to± 2.7% for Ni 58 and± 3·1% for Fe58 . The angles are subject to a 

systematic uncertainty (discussed in the text) due to possible misalignments 

of the beam. The data have not been corrected for angular resolution effects 

or for the isotopic composition of the targets. 

Iron-58 

e 
em 

10.36 

10.97 

11.02 

11.51 

11.60 

12.10 

12.17 

12.69 

12.69 

13.22 

13.22 

13.71 

13·71 

14.26 

'14.29 

14.82 

6e 
em 

0 

4 

0 

4 

4 

4 

4 

4 

6 

6 

6 

6 

6 

6 

6 

6 

da 
(dD)cm 

3635 

2986 

2919 

2729 

2763 

2695 

2649 

2474 

2502 

2271 

2227 

1967 

1949 

1546 

1476 

1144 

Q := 0 Iron-58 

6 (da) 
dD e --

(da) em 
dD 

1.2 10.38 

1.2 10.98 

1.2 11.03 

1.2 11.53 

1.2 11.61 

1.2 12.12 

1.2 12.18 

1.2 12.70 

1.0 12.70 

1.0 13.24 

1.0 13.23 

1.0 13.72 

1.0 13.72 

1.0 14.28 

1.0 14.31 

1.1 14.83 

Q ::: - o.8 MeV 

da 
6 (da) 

6e dD 
(dD)cm (da) em 

dD 

0 8o.4 4.2 

4 37·0 5·7 

0 40.6 7·8 

4 27.2 8.2 

4 26.5 8 

4 11.5 12 

4 14.8 20 

4 8.8 26 

6 1.8 100 

6 1.7 50 

6 L8 54 

6 8.7 25 

6 1.8 50 

6 11.6 15 

6 13.2 13 

6 24.5 5·6 
~--- ... -.~.~---•.,w~---~•rl--
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Table El.l (eont'd) 

Iron-58 Q := 0 Iron-58 Q := - o.8 MeV 

(dcr) 
L.(dcr) 

dcr 
L.(dcr) 

dD e L.B dD e L.B (dD)cm --em em dD em (dcr) em em (dcr) 
dD dD 

14.92 6 977 0.7 14.94 6 23.2 12 

15.42 6 778 1.1 15.43 6 26.8 7·6 
15.46 8 770 1.0 15.49 8 27.1 9.8 

15.93 8 463 1.4 15.94 8 34.2 7·9 
16.04 8 394.0 1.9 16.06 8 36.2 9·5 
16.49 8 254.1 2.0 16.50 8 37·6 6.0 

16.52 8 262.6 2.0 16.53 8 38.6 5.6 

16.95 8 156·7 2.1 16.97 8 35·7 4.7 

17.05 8 127.6 2.0 17.06 8 36.2 3·4 
17.45 8 84.9 2.2 17.47 8 30·3 5·7 
17.56 8 84.1 1.7 17·58 8 33·0 2.9 

17.56 8 87.2 2.3 17·59 8 33·3 3·7 
17·97 8 89·7 1.7 17·98 8 27.2 3·6 
18.oo 8 89·5 2.3 18.02 8 28.0 5.1 
18.o8 8 87·5 2.6 18.09 8 26.2 5·1 
18.47 8 120.5 1.2 18.48 8 18.3 4.0 

18.63 8 140.4 1.8 18.64 8 15·7 7,3 

18.99 8 156.6 1.1 19.01 8 12.3 7·4 
19.13 8 168.4 1.1 19.15 8 10.6 6.4 

19.13 8 169.1 0.9 19.15 8 10.8 6.2 

19.47 8 200.1 l.l 19.49 8 6.4 10 
19.66 8 216;7 l.l 19.68 8 3·53 10 

19·78 19 209.2 2.5 19·79 19 4.1 19 
20.01 8 232.0 0.8 20.02 8 2.09 22 
20.20 8 ' 235·8 1.0 20.22 8 1·33 30 
20.32 19 237 2.6 20.33 19 o.82 13 
20.56 8 233·4 1.0 20.58 8 0.94 15 
20.57 8 233·7 0.6 20.59 8 1.o8 20 
20.74 8 233·9 1.1 20.75 8 0.78 33 
20.85 19 238 2.7 20.87 19 o.87 13. 
21.10 8 224.9 1.0 21.12 8 1.35 13 
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Table El.l (cant' d) 

Iron-58 Q = 0 Iron-58 Q = - 0.8 MeV 

dcr 6 (dcr) 
(dcr) 

6 (dcr) 
dQ 

8 68 dQ 8 68 (dQ)cm -- --em em (dcr) em em dQ (dcr) em dQ dQ 

21.34 8 211.2 o.6 21.35 8 1.54 18 

21.63 8 195·5 0.7 21.65 8 2.72 15 
21.87 8 181.2 o.8 2l.88 8 3.42 14. 

22.18 8 158·5 o.8 22.20 8 6.37 7·2 
22.41 8 138.2 o.8 22.43 8 6.78 7·3 
22.77 8 118.4 0.9 22.79 8 8.91 6.8 

22.90 8 106.4 1.0 22.91 8 10.66 5·4 
23.20 8 76·9 1.3 23.22 8 12.16 4.4 

23.51 12 65.4 1.3 23·53 12 14.5 4.3 

23·78 8 41.6 1.5 23.80 8 14.54 3·3 
23.80 13 42.04 1.1 23.82 13 14.37 2.9 
23.80 13 47.45 1.1 23.82 13 14.63 2.4 
23.80 13 47.52 1.1 23.82 13 14.54 2.4 
24.09 13 31·55 1.5 24.11 13 16.25 2.1 
24.36 13 21.78 1.7 24.38 13 16.07 1·9 
24.53 8 12.23 3·1 24.55 8 16.43 2.5 
24.55 8 13.13 2.3 24.57 8 16.17 2.1 
24.55 13 14.30 2.0 24.57 13 16.40 1.8 

24.55 13 14.15 2.0 24.57 13 16.24 1.7 
24.83 13 8.87 2.8 24.85 13 16.20 4.3 
25.13 13 4.01 3·4 25.15 13 15·77 1.6 
25.41 13 1.80 4.8 25.43 13 15.19 2.8 
25.61 13 2.09 4.5 25.63 13 14.28 3·0 
25.89 13 3·77 3·4 25.91 13 13.05 2.8 
26.21 14 7·33 3·3 26.23 14 11.25 2.8 
26.46 14 13.42 1.6 26.48 14 9.12 2.1 
26.68 14 15.59 1.7 26.70 14 8.55 2.3 
26.94 14 22.47 1.4 26.96 14 6.52 3·6 
27.28 14 27·35 0.7 27.30 14 5·27 2.3 
27.54 14 31.1 3·5 27·55 14 4.34 4.7 

27·77 14 35.46 1.1 27.80 14 3.44 2.2 
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Table El.l (eont 1 d) 

Iron-58 Q = 0 Iron-58 Q = - 0.8 MeV 

(do) 
.6(d0) 

(d0) 
.6(d0) 

8 .68 dO 8 .68 dO -- --em em dO (d0) em em dO (do) em em dO dD 

28.02 14 39·31 l.l 28.04 14 2.37 3·0 
28.02 14 39·05 1.2 28.04 14 2.42 3·6 
28.28 34 42.2 1.2 28.29 34 1.51 5.4 
28.35 14 41.87 l.l 28.38 14 1.426 3·6 
28.36 14 41.21 l.l 28.38 14 1.81 7·0 
28.60 14 43.38 l.l 28.62 14 1.288 3·6 
28.77 34 43·5 2.3 28.79 34 1.02 8.2 

29.09 14 43·37 1.2 29.11 14 o.81 10 

29.34 14 42.66 1.2 29.36 14 1.06 10 

30.17 14 33.88 l.l 30.19 14 2.55 3·5 
30.44 14 31.17 l.l 30.46 14 2.90 2.8 

31.24 14 19·71 1.3 31.26 .l~ 4.73 3·6 
31.53 14 16.07 1.5 31.55 14 5.18 3·4 
32.24 14 8.15 1.4 32.26 14 6.08 2.4 

32.62 14 5·13 2.8 32.65 14 6.40 2.6 

33·33 14 1.70 4.8 33·36 14 6.06 3·0 

33·63 14 1.312 4.4 33.66 14 5·59 3·3 
34.44 14 2.09 3·7 34.47 14 4.52 3·0 
34.72 14 3·09 2.8 34·75 14 3·90 3·0 
35.44 14 5·57 2.1 35.47 14 2.48 3·7 
35·74 14 6.55 1.9 35·76 14 2.01 4.8 
36.22 34 8.30 2.0 36.23 34 1.26 7·2 
36·37 34 8.51 2.7 36.40 34 1.32 9·3 
36·53 14 8.92 1.0 36·55 14 1.22 5·7 
36.85 14 9·32 1.3 36.88 14 1.02 6.8 

37.22 34 9·74 1.0 37·24 34 0·772 5·4 
37·53 14 9·70 1.9 37·55 14 0.724 5·0 
37·54 14 9·59 1.4 37·56 14 o.838 6.2 

37.86 14 9·36 1.4 37·88 14 0.778 5.6 

37·95 14 9·32 1.7 37·98 14 o.886 3·0 
38.64 14 7·90 1.6 38.66 14 1.239 4.3 
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Table El.l (eont'd) 

Iron-58 Q = 0 Iron-58 Q = - 0.8 MeV 

(dcr) 
L.(dcr) 

(dcr) 
L.( dcr) 

e L.B d.Q e L.e dD 
em em dD (dcr) em em d.Q (dcr) em em dD dD 

38.65 14 8. Oil 1.1 38.67 14 1.19 6.2 

38·95 14 7.06 1.6 38.98 14 1.438 2.1 

38·97 14 7·13 1.3 38·99 14 1.43 4.8 

39.64 14 5·03 1.8 39·67 14 L92 3·4 
39.66 14 5·33 L6 39·69 14 1.83 3·8 
40.07 14 3.86 2.1 40.10 14 2.23 2.8 

40.07 14 4.29 L8 40.10 14 2.05 3·0 
40.42 34 2.87 3·6 40.45 34 2.28 3·8 
40.98 34 1.84 4.0 41.00 34 2.50 3·6 
41.76 14 1.080 2.7 41.79 14 2.374 1.8 
42.11 14 0.995 2.7 42.14 14 2.282 1.8 
42.88 14 1.028 3·8 42.90 14 1.945 2.6 

43.21 14 1.274 3·4 43.24 14 1.635 3·0 
43.90 14 1.691 2.0 43·93 14 1.368 2.4 
44.25 13 2.054 2.3 44.27 13 1.095 2.9 
44.90 13 2.371 2.2 44.93 13 o.88o 4.3 
45.26 13 2.550 2.1 45.29 13 0.744 5·0 
45.58 13 2.61 5.0 45.61 r _) 0.71 13 
45.92 13 2.738 L3 45.95 13 o.6o9 3·9 
46.05 13 2.61 6.0 46.08 lj 0.71 16 
46.38 13 2.647 1.4 46.41 13 0.625 3·8 
46.94 13 2.540 2.0 46.97 13 0.680 4.6 
47.40 13 2.271 2.2 47.43 13 0.758 4.7 
47.85 13 2.034 2.0 47.88 13 0.881 4.6 
48.51 13 1.622 2.7 48.55 0 13 1.039 3·7 
48.74 13 1.31 6.o 48.76 13 l..02 6.0 
48.81 33 1.346 3.0 48.83 33 1.042 2.5 
49.19 13 1.07 7·0 49.22 13 1.10 7·0 
50.23 33 0.741 3·7 50.26 33 1.099 2.3 
50.86 13 o.634 8.o 50.89 13 1.03 6.0 

51.2-5 13 0.612 9.0 51.28 13 0.99 6.0 



-64- UCRL-11054 

Table El.l (eont'd) 

Iron-58 Q == 0 Iron-58 Q := - o.8 MeV 

(do) 
6 (do) 

(do) 
6 (do) 

8 68 dD 8 68 dD 
em em dD (do) em em dD (do) em em dD dD 

51.88 33 0.713 5.1 51.90 33 0.97 3·6 
52.27 33 0.714 4.8 52.30 33 o.874 3·8 
53.00 13 0.834 6.0 53.02 13 0.662 8.o 

53·38 13 0.910 7·0 53.41 13 o.6o4 9·0 
54.02 33 1.010 3·7 54.05 33 0.483 6.4 
54.41 33 1.071 3·4 54.43 33 0.503 6.2 

55·03. 13 0.986 7·0 55.06 13 o.461 12 
55.42 13 1.01 8.0 55.45 13 0.434 14 
56.06 13 0.952 6.0 56.08 13 0.458 10 
56.44 13 o.892 7·0 56.47 13 0.464 12 
56.96 13 0.77 21 57.00 13 o.48 19 
5:(:.67 13 0.61 21 57·70 13 0.54 19 
58.18 13 0.519 6.0 58.21 13 0.497 7·0 
58.60 13 0.522 6.0 58.63 13 0.518 6.0 

59.11 13 o.44 16 59·13 13 0.51 15 

59·72 13 0.36 19 59·75 13 0.55 ll 

60.12 13 0.36 16 60.15 13 0.458 14 
60.74 13 0.329 15 60.76 13 I 0.438 12 
61.14 13 0.35 19 61.17 13 0.42 15 
61.85 12 0.367 15 61.87 12 0.36 15 
62.25 13 0.327 15 62.28 13 0.33 18 
62.86 12 0.34 18 62.89 12 0.287 16 
63.27 13 0.330 15 63.29 13 0.302 16 
63.27 12 0.33 19 63.29 12 0.29 21 
63.87 12 0.37 17 63.90 12 0.26 26 
64.23 12 0.358 8.0 64.26 12 0.229 9·0 
64.63 12 0.367 8.0 64.66 12 0.246 10 
65.24 12 0.316 8.o 65.27 12 0.231 9·0 
65.64 12 0.291 10 65.68 12 0.258 ll 

66.76 12 0.250 10 66.79 12 0.247 ll 

67·77 12 0.232 11 67.80 12 0.209 ll 
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Table El.l (cont'd) 

Iron-58 Q = 0 Iron-58 Q = - 0.8 MeV 

(d<J) 
6(d<J) 

(d<J) 
i:;(do) 

e 6e dD e 6e dD -- ---
em em dD (d<J) em em dD (dcr) em em dD dD 

68.88 12 0.150 11 68.91 12 0.241 9·0 

69-79 12 0.159 12 69.82 12 0.191 12 

70.90 12 0.120 13 70·93 12 0.177 10 

71.80 12 0.123 14 71.83 12 0.153 12 

73.01 12 0.107 15 73.04 12 0.147 13 

73·92 11 0.105 15 73·96 11 0.125 13 

75.01 12 0.110 13 75.04 12 0.102 12 

75·94 11 0.092 15 75·97 11 0.097 14 

77·02 12 0.078 20 77·05 12 o.o87 16 

77·94 11 0.053 26 77·97 11 0.093 24 

79·13 11 0.047 30 79.16 11 0.093 24 

8o.o4 11 0.041 30 8o.o8 11 o.oSJ 24 

81.12 11 o.o44 30 81.16 11 0.067 26 

Nickel-58 Q = 0 Nickel-58 Q = - 1.45 MeV 

(d<J) 
6(d<J) 

(dcr) 
6(.9-~) 

e 6e dD e 6e dD 
(d<J) 

--em em dD em em dD (dcr) em c.m dD dD 

10.36 0 4882 0.7 10.38 0 46.9 12 

10-97 4 3710 0.7 10.99 4 22.8 13 
11.02 0 3664 0.7 11.04 0 29.4 13 
11.50 4 3261 0.7 11.52 4 16.1 16 

11.61 4 3275 0.7 11.63 4 16.2 13 
12.11 4 3118 0.7 12.13 4 8.o 21 

12.17 4 3076 0.7 12.18 4 6.0 35 
12.68 4 2881 1.0 12.70 4 3·2 25 
12.69 6 2899 1.0 12.71 6 4.9 115 

12.97 6 2770 0.6 12.99 6 3-9 78 

13.23 6 2641 0.6 13.25 6 2.9 45 

13-23 6 2642 0.7 13.24 6 7·0 59 

13·72 6 2363 0.6 13·75 6 3·7 32 

13·74 6 2331 0.6 13.76 6 3·8 78 
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Table ELl (cont'd) 

Nickel-58 Q = 0 Nickel-58 Q = -· 1.45 MeV 

(da) 
.0.(da) 

(da) 
.0.(da) 

8 L\8 
dD 8 L\8 

dD 
em em dD (da) em em dD (da) em em dD dD 

14.25 6 1940 o.8 14.27 6 7·4 18 
14.30 6 1849 o.6 14.32 6 8.4 16 
14.55 6 1685 0.7 14.57 6 13·5 ll 
14.82 6 1491 o.8 14.84 6 15·3 10.6 
14.90 6 1310 1.0 14.92 6 19·9 6.1 
14.92 6 1280 0.7 14.94 6 21.5 7·5 
15.38 6 1056 0.7 15.40 6 20.8 6.4 
15.41 6 1040 1.0 15.42 6 22.0 6.4 
15.46 8 1057 0.7 15.48 8 22.6 . 6.0 

15·93 8 665 0.9 15·95 8 26.3 6.0 
16.00 8 589.2 0.9 16.02 8 28.1 5·3 
16.49 8 394.8 1.0 16.50 8 30.1 5·2 
16.52 8 4o8.6 1.1 16.54 8 27.8 5·5 
16.94 8 250.8 1.2 16.96 8 32.1 4.5 

17.05 8 205.6 0.9 17.07 8 28.3 3·2 
17.44 8 126.0 1.3 17.46 8 26.0 3·8 
17.57 8 132.8 1.0 17·59 8 26.2 3·0 
17.96 8 103.2 1.5 17·98 8 21.8 4.1 
18.01 8 108.5 1.2 18.03 8 22.1 3·3 
18.07 8 102.7 1.3 18.08 8 21.4 4.1 
18.48 8 118.9 1.0 18.50 8 16.0 3·9 
18.59 8 126.8 1.3 18.61 8 14.4 5·3 
18.64 8 136.1 1.2 18.66 8 14.83 3·8 
18.99 8 155·9 o.8 19.01 8 10.92 4.7 
19.14 8 163·3 0.9 19.16 8 10.63 4.9 
19.47 8 202.9 0.8 19.49 8 6.10 5·7 
19.68 8 223·7 1.0 19.70 8 4.35 10 
19.80 19 225.2 2.1 19.81 19 5·30 8.2 

19-99 8 239·3 o.6 20.01 8 3·75 13 
20.20 8 252.5 1.0 20.22 8 1.69 12 
20.33 19 249.4 2.0 20.35 19 1.54 15 
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Table E1.1 (cont'd) 

Nickel-58 Q = 0 · Nickel-58 Q =- 1.45 MeV 

(da) 
D.(da) 

(da) 
D.(da) 

e D.e dD e D.e dD --
em em dD (da) em em dD (da) em em dD dD 

20.53 19 257 2.0 20.54 19 0.83 26 

20.53 19 269 2.1 20.54 19 1.56 25 

20.53 19 259 2.1 20.54 19 1.41 19 

20.57 8 255·5 o.6 20.59 8 1.03 14 

20.72 8 261.3 0.6 20.74 8 1.27 10 

20.77 12 260.6 o.6 20.79 12 1.00 16 

20.77 12 261.1 o.6 20.79 12 0.96 16 

20.77 12 257·5 0.6 20.79 12 1.04 14 

20.87 19 266 2.1 20.89 19 0.76 12 

21.11 8 253·8 0.9 21.14 8 o.81 20 

21.34 8 246.7 0.6 21.36 8 1.18 12 

21.59 8 230.0 o.8 21.61 8 1.06 17 
21.86 8 217·5 o.8 21.88 8 2.45 13 
22.18 8 201.3 o.8 22.20 8 3·29 10 

22.37 8 175·7 0.9 22.40 8 4.88 7·2 
22.46 12 184.7 0.7 22.48 12 4.43 4.7 

22.46 12 185·5 0.7 22.48 12 4.39 4.8 

22.46 12 183.4 0.6 22.48 12. 4.88 3·3 
22.77 8 153·6 o.8 22.79 8 6.17 5·4 
22.90 8 139·9 0.9 22.92 8 6.79 6.0 

23.20 8 112.9 1.1 23.22 8 8.20 6.2 

23.51 13 96.6 0.6 23·53 13 9·67 3·4 
23.80 12 71.54 0.7 23.82 12 10.36 2.5 

23.80 12 72.06 0.7 23.82 12 10.70 2.6 

24.09 13 51.98 1.0 24.11 13 11.84 2.2 

24.36 13 38.24 0.9 24.39 13 11.24 2.3 

24.55 13 26.89 1.3 24.58 13 12.08 2.2 

24.55 13 27.27 1.3 24.58 13 11.83 2.3 

24.83 13 18.84 1.8 24.86 13 12.49 2.3 

25.13 13 9·89 2.5 25.16 13 12.34 2.2 

25.41 13 4.oo 4.2 25.43 13 11.91 3·2 
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Table El.l (cant' d) 

Nickel-58 Q = 0 Nickel-58 Q = - 1.45 MeV 

(do) 
6 (da) 

(do) 
6 (dcr) 

8 68 
dQ 

8 68 dQ --· em em dD (da) em em dD (do) em dQ · em dD 

25.61 13 2.36 4.9 25.64 13 11.47 3·6 
25.89 13 1.748 2.6 25.91 13 10.63 1.6 
25.89 13 1.747 3·4 25.91 13 10.36 2.8 

25.89 13 1.799 3·5 25.91 13 11.07 3·0 
25.89 13 1.808 3·3 25.91 13 10.71 2.0 
25.89 13 2.091 2.2 25.91 13 10.36 1.7 
25.89 13 1.926 2.1 25.91 13 10.45 1.3 
25.89 13 1.96 3·5 25.91 13 10.62 2.9 
25.89 13 2.08 3·6 25.~1 13 10.88 3·0 
25.89 13 2.03 4.0 25. l 13 10.62 3·6 
26.21 14 4.09 3·3 26.23 14 9.60 2.7 
26.46 14 9·03 2.] 26.49 14 8.10 2.3 
26.68 14 10.55 1.8 26.71 14 7·71 2.1 
26.68 14 10.56 2.7 26.71 14 7.66 3·2 
26.68 14 10.35 2.7 26.71 14 8.03 3·0 
26.68 14 10.92 2.3 26.71 14 7·43 2.8 

26.68 14 11.19 1.9 I 26.71 14 7.28 2.5 
26.68 14 10.41 1.6 26.71 14 7·53 2.1 
26.68 14 10.35 2.2 26.71 14 7.88 2.1 
26.68 14 11.14 2.1 26.71 14 7·51 2.5 
26.68 14 11.49 1.2 26.71 14 7·51 2.2 
26.94 14 18.54 1.2 26.97 14 6.06 2.5 
27.28 14 24.25 1.1 27.31 14 4.94 2.9 

27 ·54 14 29.69 o.8 27.56 14 4.06 2.9 

27·77 14 34·99 0.6 27.80 14 3·37 3·7 
28.02 14 40.25 0.8 28.05 14 2.61 4.1 
28.02 14 40.73 0.6 28.05 14 2.66 4.5 
28.28 34 45.04 1.2 28.31 34 1.70 7·2 
28.36 14 44.75 0.7 28.39 14 1.82 5·9 
28.36 14 44.14 o. 5 28.39 14 2.02 5.8 
28.60 14 47.85 0.5 28.63 14 1.51 7·4 

.. _,_~ ... ___._ .. _._,._,..,.. ... --
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Table El.l (cont' d) 

Nickel-58 Q = 0 Nickel-58 Q = - 1.45 MeV 

(do) 
6 (do) 

(do) 
6 ( dO) 

8 68 dD 8 68 dD --em em dD (dO) em em dD (dO) . em em dD dD 

28.77 34 50-7 1.2 28.80 34 1.26 11 

28.77 34 50·9 1.7 28.80 34 1.20 11 

29.09 14 51.14 0-9 29.11 14 0-95 10 

29.15 14 50.8 1.1 29.18 14 0.94 8 

29.15 14 50·5 1.4 29.18 14 1.10 9 
29.15 14 49.4 1.7 29.18 14 1.07 10 

29.15 14 50.69 1.0 29.18 14 0.841 8.5 

29.29 14, 50.1 1.2 29.32 14 0.77 9·0 
29.29 14 51.8 1.1 29.32 14 0.92 10 

29.29 14 51.3 1.5 29.32 14 0.73 12 

29.29 14 49.8 1.9 29.32 14 o.87 8.5 

29.34 14 51.28 0.6 29·37 14 0.90 11 

30.17 14 45.58 o.46 30.20 14 1.58 6.3 
30.44 14 42.44 o.47 30.46 14 2.07 5·1 
31.24 14 29.88 1.0 31.27 14 3·19 3·3 
31.53 14 25.36 0.9 31.56 14 3·54 - 3·4 

; ' 

32.24 14 14.57 1.2 32.27 14 4-59 2.5 
32.62 14 10.21 1.7 32.65 14 4.87 2.6 

33-33 14 3·73 2.6 33·36 14 5·07 2.4 

33.63 14 2.21 3-6 33-66 14 4.87 2.3 
34.44 14 1.484 4.2 34.47 14 4.03 2.6 

34-72 14 2.04 3~3 34·75 14 3·74 2.2 

35.44 14 4.77 2.0 35.4 7' 14 2.69 2.8 

35-74 14 6.10 1.8 35·77 14 2.34 3·2 
36.22 34 8.92 2.6 36.25 34 l. 75 3·2 

36·53 14 9.66 0.9 36.56 14 1·37 4.1 

36.85 14 10.42 0.9 36.88 14 1,20 4.6 

37-23 34 11.69 1.6 37·26 34 o.81 8.0 

37·53 14 11-95 1.5 37·56 14 o.856 5·1 

37·53 14 11.86 2.0 37·56 14 0.875 4.5 

37·54 14 11~90 0.9 37 ·57 14 J0,838 5·5 
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Table El.l (cant' d) 

Nickel-58 Q == 0 Nickel-58 Q == - L45 MeV 

(dcr) 
l:>(dcr) 

(dcr) 
L'>( dcr) 

e L:>e dQ e L:>e dQ 
em em dQ ( dcr) em em dQ (dcr) em em dQ dQ 

37.85 14 12.12 L9 37·88 14 0.846 4.5 

37.86 14 12.13 0.9 37·89 14 0.817 6.4 

37·95 14 12.10 1.1 37·98 14 0.786 5·8 
38.64 14 11.36 1.2 38.67 14 0.927 5·7 
38.65 14 11.36 0.9 38.68 14 0.927 5·0 
38·95 14 10.46 1.2 38·99 14 LlO 5·4 
38.96 14 10.53 0.9 39.00 14 1.20 4.8 

39.64 14 8.28 1.3 39·67 14 L5l 4.2 

39.66 14 8.47 1.2 39.69 14 1.400 3·8 
40.07 14 6.62 1.4 40.11 14 1.774 3·4 
40.07 14 7.18 L5 40.11 14 1.667 3·8 
40.75 14 4.89 2.1 40.78 14 1.92 3·7 
41.30 14 3.04 2.7 41.33 14 2.24 3·2 
41.76 14 1.958 2.0 41.90 14 2.233 1.9 
42.11 14 1.521 1.9 42.14 14 2.187 L6 

42.88 14 0.963 4.9 42.92 14 1.96 3·1 
43.21 14 0.984 4.4 43.25 14 1.857 3·5 
43.90 14 1.404 2.3 43.94 14 1.529 2.1 

44.25 13 1.786 2.0 44.28 13 1.315 2.4 

44.90 13 2.249 2.4 44.93 13 1.008 3·8 
45.26 13 2.56 2.1 45.29 13 0.949 3·8 
45.92 13 2.907 1.3 45.96 13 0.736 3·6 
46.38 13 3·188 1.3 46.42 13 0.615 3·8 
46.94 13 3.169 1.8 46.98 13 0.595 5·5 
47.40 13 3·030 1.7 47.44 13 0.612 5·3 
47.85 13 2.92 2.3 47.89 13 0.621 6.4 

48.51 13 2.23 2.7 48.55 13 0.785 5·7 
48.74 13 2.11 2.9 48.77 13 0.847 4.0 
48.81 33 2.010 2.7 48.84 33 0.83~ 4.9 
49.19 13 1.645 2.6 49.23 13 0.972 3·1 
50.23 33 1.109 3·9 50.27 33 1.013 3·9 

~ .... ._ __ ..... ~-----··-...--·----·---~----~-· .... -·------.. - ~~-~-
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Table El.l (cont'd) 

Nickel-58 Q = 0 Nickel-58 Q = - 1.45 MeV 

(da) 
6 (da) 

(da) 
6 (da) 

8 68 dD 8 68 dD 
em em dD (da) em em dD (da) em em dD dD 

50.86 13 0.873 3·0 50.90 13 1.077 3·0 
51.25 13 0.812 3·0 51.29 13 1.029 3·0 
51.88 33 0.678 5·3 51.92 33 0.918 4.2 

52.27 33 0.769 4.5 52.30 33 o.825 4.3 

53.00 13 0.943 3·2 53.04 13 0.757 2.5 

53·38 13 1.126 3·1 53.42 13 0.644 2.7 

54.02 33 1.133 2.2 54.06 33 0.550 3·3 
54.41 33 1.182 3·1 54.45 33 0.532 5.2 

55.03 13 1.369 2.6 55.07 13 0.481 4.0 

55.42 13 1.451 2.8 55.46. 13 0.430 3·4 
56.06 13 1.463 2.6 56.10 13 0.426 2.6 

56.44 13 l.J90 2.6 56.48 13 0.433 2.5 

56.96 13 1·336 3·9 57.00 13 0.472 4.4 

57.67 13 1.154 4.0 57·71 13 0.492 4.0 

58.18 13 1.072 3·0 58.22 13 0.464 3·1 
58.59 13 0.952 3·0 58.63 13 0.523 2.5 

59.11 13 0.858 3·7 59·15 13 0.550 3·7 
59·72 13 0.768 4.1 59·76 13 0.526 3·8 
60.12 13 0.688 3·6 60.17 13 0.518 3·7 
60.74 13 0.623 3·7 60.78 13 0.523 4.5 
61.14 13 o.628 3·8 61.18 13 0.507 4.6 
61.85 13 0.612 4.3 61.89 13 0.4.63 3·9 
62.25 12 0.615 3·8 62.29 12 0.412 3·7 
62.86 12 0.634 3·6 62.91 12 0.417 4.6 

63.27 12 0.624 3·3 63.31 12 0.365 3·8 
63.62 12 0.651 3·9 63.66 12 0.340 4.3 
63.62 12 o.68o 3·6 63.66 12 0.347 4.4 

63.87 12 0.626 3·4 63.92 12 0·331 3·8 
64.23 12 o.671 4.2 64.27 12 0.306 4.1 

64.23 12 0.656 4.3 64.27 12 0·337 4.3 
64.63 12 o.657 3·8 64.68 12 0.315 4.3 
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Table El.l (cont'd) 

Nickel-58 Q = 0 Nickel-58 Q = - 1.45 MeV 

(da) 
l:>(da) 

(da) 
L>(da) 

e L>e d,(t e L>e d,(t 
em em d,(t (da) em em d,(t (da) em em dn dn 

65.24 12 0.645 4.7 65.28 12 0.268 4.6 

65.64 12 0.658 3·7 65.69 12 0.288 5·1 
66.76 12 0.592 4.3 66.80 12 0.262 4.5 

67·77 12 0.494 4.0 67.81 12 0.261 5.8 
68.88 12 o.!+o1 4.1 68.93 12 0.262 5.2 
69.78 12 0·378 6.6 69.82 12 0.255 7·6 
69.78 12 0.373 7·0 69.82 12 0.309 5·8 
70.90 12 0.290 7·7 70.94 12 0.330 8.4 

70.90 12 0.330 6.0 70.94 12 0.287 6.7 
71.80 12 0.277 4.3 71.85 12 0.256 4.0 

73.01 12 0.273 5.1 73.06 12 0.231 4.1 

73·92 12 0.224 4.7 73·97 12 0.205 6.4 

75.01 11 0.213 4.-6 75·05 ll 0.181 6.5 

75·94 11 0.201 4.6 75·98 ll 0.168 5·3 
77.02 ll 0.192 4.6 77·07 11 0.146 6.0 

77·94 ll 0.151 5·7 77·98 11 0.163 6.6 

79·13 ll 0.137 5·3 79·18 ll 0.155 6.0 

8o.o4 11 0.116 5.4 80.09 11 0.147 5·5 
81.12 ll 0.092 6.6 81.17 ll 0.117 6.0 
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Table El. 2. 

Angles e of the maxima and minima in the differential. cross sections measured 
em 

in degrees. The uncertainties quoted are subjective and probably overestimated 

in some instances; they do not include uncertainties due to uncertainties in 

the beam misalignment parameters. 

Elastic Scattering 

Maxima Minima 

Ni 5() Fe5() Ni58 Fe 58 

20.8 ± 0.1 20.5 ± 0.1 18.0 ± 0.1 17·75 ± O.J5 

29·3 ± 0.1 28.9 ± 0.1 25.8 ± O.l 25.5 ± 0.1 

37·9 ± 0.1 37 ·35 ± 0.1 34.2 ± 0.1 33·8 ± 0.2 

46.8 ± 0.1 46.0 ± 0.15 43.0 ± 0.1 42.4 ± 0.2 

55·7 ± 0.2 54·9 ± 0.2 5L8 ± 0.2 51.5 ± 0.3 

64.6 ± 0.5 64.0 ± 0.7 6L5 ± 0.5 60.5 ± 0.5 

Inelastic Scattering 

Maxima Minima 

Ni 5
1::) Fe 51:) Ni 51::) Fe 51:) 

16.7 ± 0.1 16.7 ± 0.1 13.2 ± 0.2 13.2 ± 0.2 

25.0 ± 0.1 24.7 ± 0.1 21.0 ± O.l 20.7 ± 0.15 

33·2 ± 0.15 32.8 ± 0.15 29·3 ± 0.2 29.1 ± 0.15 

41.6 ± 0.2 41.4 ± 0.2 38.0 ± 0.3 37·5 ± 0.2 

50.4 ± 0.3 50.0 ± 0.4 47.2 ± 0.3 46.3 ± 0.2 

6o.o ± 0.5 58.8 ± 0.5 56.1 ± 0.3 55·2 ± 0.5 



-74- UCRL-11054 

Table E2.l. 

The ratio R = (dcr/dD) .
58 

/(dcr/dD) 
58 

ofthe elastic scattering cross sections 
Nl gs Fe gs 

for the two isobars, Fe58 and Ni58 ; 8 is the center-of-mass angle in degrees; 
em 

68 is the relative uncertainty in 8 , measured in units of 0.01 degree, and 
em em 

6R/R is the uncertainty in R given as a percentage. The angles are subject to 

a systematic uncertainty (discussed in the text) due to possible misalignments 

of the beam. The data have not been corrected for angular resolution effects or 

for the isotopic composition of the targets. The absolute uncertainty on the 

ratio is ± 3. 6%. 

8 
em 

10.36 

10.97 

11.02 

11.51 

11.60 

12.10 

12.17 

12.69 

12.69 

13.22 

13.22 

13.71 

13.71 

14.26 

14.29 

14.82 

14.92 

15.42 

15.46 

15·93 

16.04 

16.49 

68 
em 

0 

4 

0 

4 

4 

4 

4 

4 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

8 

8 

8 

8 

R 

1.343 

1.242 

1.255 

1.194 

1.186 

1.156 

1.161 

1.163 

1.159 

1.165 

1.188 

1.205 

1.207 

1.250 

1.258 

1.303 

1.311 

1.317 

1·373 

1.438 

1.435 

l. 554 

1.7 

1.4 

1.4 

1.4 

1.4 

1.4 

1.4 

1.6 

1.4 

1.2 

1.3 

1.3 

1.3 

1.5 

1.4 

1.7 

1.4 

1.8 

1.8 

2.2 

2.6 

2.8 

8 
em 

16.52 

16.95 

17.05 

17.45 

17.56 

18.oo 
18.08 

18.47 

18.63 

18.99 

19.13 

19.47 

19.66 

19.78 

20.01 

20.20 

20.32 

20.57 

20.74 

20.85 

21.10 

21.34 

em 

8 

8 

8 

8 

8 

8 

8 

8 

8 

8 

8 

8 

8 

19 

8 

8 

19 

8 

8 

19 

8 

8 

R 

1.556 

1.584 

1.611 

1.476 

1.528 

1.212 

1.174 

0.984 

0.966 

0.996 

0.961 

1.014 

1.026 

1.076 

1.033 

1.071 

1.052 

1.093 

1.117 

1.118 

1.130 

1.168 

2.8 

3·0 

2.7 

2.7 

2.6 

2.6 

2.9 

1.7 

2.3 

1.5 

1.5 

1.5 

1.6 

3·3 

1.0 

1.4 

3·3 

1.2 

1.3 

1.4 

0.9 
---------------------------------·-·····--··-· 
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Table E2.1 (cant' d) 

e 1:::,.8 R LR/R e !:::.8 R LR/R em em em em 

21.63 8 1.164 1.1 30.44 14 1.362 1.3 
21.87 8 1.196 1.2 31.24 14 1.516 1-9 
22.18 8 1.270 1.3 31.53 14 1.578 2.1 
22.41 8 1-251 1.4 32.24 14 1.787 2.6 

22.77 8 1.297 1.6 32.62 14 1.99 3·8 
22.90 8 1.315 1.7 33·33 14 2.19 5·8 
23.20 8 1.469 2.1 33·63 14 1.68 6.1 

23-51 13 1.477 2.1 34.44 14 0.709 6.0 
23.80 12 1.519 2.1 34.72 14 o.66o 4.8 
24.09 13 1.648 2.6 35.44 14 o.856 3·3 
24.36 13 1-756 2.8 35·74 14 0.931 2.8 

24.55 13 1-91 3·2 36.22 34 1.074 3·4 
24.83 13 2.12 4.1 36·53 14 1.082 1.5 

25.13 13 2.47 5-0 36.85 14 1.118 1.7 
25.41 13 2.22 7·1 37-22 34 1.200 1·9 
25.61 13 1.13 7·3 37·53 14 1.232 2.4 

25.89 13 0-538 5.8 37·54 14 1.240 1·7 
26.21 14 0-558 5-6 37.86 14 1.296 1.7 
26.46 14 0.673 3·6 37·95 14 1.298 2.0 
26.68 14 0.737 2.9 38.64 14 1.437 2.1 
26.94 \ 14 o.825 2.7 38~65 14 1.419 1.5 
27.28 14 0.887 2.0 38·95 14 1.483 2.1 

27.54 14 0-954 3·8 38·97 14 1.477 1·7 
27·77 14 0.987 1-5 39.64 14 1.645 2.4 
28.02 14 1.024 1.5 39.66 14 1.587 2.2 
28.02 14 1.043 1.5 40.07 14 1.718 2.7 
28.28 34 1.067 1.8 40.07 14 L67f2 2.5 

I 

28.35 14 1.069 1.4 41.76 14 1.811 
/ 3·6 

28.36 14 1.071 1.3 42.11 14 1.53 3·5 
28.60 14 1.103 1.2 42.88 14 0.937 6.3 
28.77 34 1.165 2.6 43.21 14 0.772 5·6 
29.09 14 1-179 1.5 43.90 14 0.830 3·2 
29.34 14 1.202 1.4 44.25 13 o.87o 3·1 
30.17 14 1.345 1.3 44.90 13 0.948 3·3 
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Table E2.1 (eont 1 d) 

e DB R L>R/R e .68 R L>R/R em em em em 

45.26 13 1.005 3·0 62.86 12 1.89 18 

45.92 13 1.062 1.5 63.27 12 1.91 19 
46.38 13 1.204 1.9 63.62 12 1.73 8.8 

46.94 13 1.248 2.7 63.87 12 1.68 16 
47.40 13 1.334 2.8 64.23 12 1.87 9.0 

47.85 13 1.435 3·3 64.63 12 1.79 8.9 
48.51 13 1.37 3·8 65.24 12 2.04 9·1 
48.74 13 1.61 6.7 65.64 12 2.26 11 
48.81 33 1.49 4.0 66.76 12 2.36 11 
49.19 13 1.54 7·5 67·77 12 2.13 12 
50.23 33 1.50 5-4 68.88 12 2.67 12 
50.86 13 1.38 8.5 69.79 12 2o]4 14 
51.25 13 1.33 9·5 70.90 12 2.74 14 
51.88 33 0-95 7·4 71.80 12 2.26 15 
52.27 33 1.08 6.6 73.01 12 2.54 16 
53.00 13 1.13 6.8 73·92 12 2.13 16 

53·38 13 1.24 7-6 75.01 11 1.94 14 
54.02 33 1.122 4.3 75·94 11 2.18 16 
54.41 33 1.104 4.6 77.02 11 2.4 20 
55.03 13 1--39 7·5 77·94 11 2.8 27 
55.42 13 1.43 8.5 79·13 11 2.9 30 
56.06 13 1.54 6.5 8o.o4 11 2.8 30 
56.44 13 1.56 7·5 81.12 11 2.1 31 
56.96 13 1.73 21 

57-67 13 1.90 21 

58.18 13 2.06 6.7 
58.60 13 1.82 6.7 
59.11 13 1.94 16 

59·72 13 2.13 19 
60.12 13 1.91 16 
60.74 13 1.90 15 
61.14 13 1.78 19 
61.85 12 1.67 15 
62.25 13 1.88 15 
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Table Fl.l. 

Parameters of the spherical optical potential for the "best fits" to the Ni 58 

and Fe58 elastic scattering cross sections. The parameters found for Ni58 at 

43 MeV by Bassel et a1. 11 are given for comparison. 

Isobar - V (MeV) - W (MeV) a (F) b (F) R (F) 

Ni58 44.99 20.91 0.565 0.580 6.o8 

Fe 58 41.22 25.53 0.628 0.585 6.o8 

Ni58 (43 MeV) 47.6 13.8 0.549 0.549 6.14 

u 
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Table F2.l. 

The parameters used in the smooth cut-off fit, with other values of~ for 

comparison. 

(a) (a:,a:') at 43 Mev
14

: smooth cut-off analysis. 

(b) (p,p') at 10.93 Mev10 : coupled wave equation analysis. 

(c) (p,p') at 11.66 Mev10 : coupled wave equation analysis. 

(d) Coulomb excitation (private communication in Ref. 10) 0 

E (2+) L L/L ~ from other experiments 
(a) (b) (c) (d) 

Ni58 1.45 MeV 22.2 0-054 0.15 0.18 0.225 0.19 

Fe 58 o.8o MeV 22.4 o.o56 0.17 0.246 0.240 0.25 
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Fig. B1. 2 Typical beam particle trajectories in the horizontal and 
vertical planes. In the horizontal plane two configurations 
are shown: (a) with the X collimator open and the analyzing 
slit set at 0.10 in. (solid lines) and (b) with the X collimator 
and the analyzing slit closed down (dashed lines). The distances 
along the beam lines denoted Q

1
, M , and Q 4 are the positions 

and effective lengths of the first quacfrupole, the bending magnet, 
and the second quadrupole, respectively. The X collimator, 
Y collimator, analyzing slit, and ozalid burner are described 
in Sec. B1. The heavy black lines at the ozalid burner position 
and chamber center position show the vertical arid horizontal 
profile of the beam. The intense core of the beam is smaller, 
approximately 0. 06 in. in diameter. 
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Fig. B2.1. Schematic diagram of the scattering chamber and associ­
ated equipment. The lettered quantities are discussed in Sec. 
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Fig. B6.1. Schematic diagram of the detector and of the detector 
assembly. 
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D2.1 A Ni 58 spectrum (solid line histogram) at e = 13.7 5o. 
The contribution of the oxygen contaminant is sfi~n and the 
spectrum (dashed line listogram) with oxygen subtracted off. 
The first-excited state peak is shown (dotted line), and three 
power law tails (solid curves). 
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Fig. D2.2. An Fe 5
8 

spectrum (solid line histogram) at 8 = 13.71 o. 

The contribution of the carbon and oxygen contami'hTnts are 
shown, and the spectrum (dashed line histogram) with contami­
nants subtracted. A power law tail (solid curve) is shown. 
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Fig. D2.3. A Ni 
58 

spectrum at e = 25.91 o. Tail shapes obtained 
b . . d em h y an 1terat1ve proce ure are s own. 
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Fig. D2.4. An Fe spectrum at 8 = 25.91 o. Tail shapes obtained 

b 0 0 d cmh y an 1terat1ve proce ure are s own. 
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58 
DZ. 6. An Fe spectrum at a large angle, 

f) = 62.86°: the ground state of Cd (a), the first-
e~m:ted states of the Cd isotopes (Q = - 0.55 to -0.65 
MeV) (b), and the Cd second-excited state peaks (c) are 
shown. Also noted are the ground state (d) and first­
excited state (e) of Fe58. 



Fig. 

2 
c 
:::J 
0 
u 

...... 
0 

.... 
<I> 

..0 
E 
:::J 

z 

-89- UCRL-11054 

---r_---____ j _____ r __ 
t.'lg 

Channel number -
MU -32085 

D3.1. Schematic spectrum illustrating the peak-height 
method for separation of the ground state and the first-
excited state from a pulse-height spectrum. The spec­
trum is considerably distorted to display the corrections. 
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Fig. D4.1. Data near the ground state maxima at a laboratory 
scattering angle e ~ 35°, taken before ( 0 ) and after 
( 0 ) moving the monitor counters from ±27 o to 
±43.5° which was used to normalize the 27° monitor data 
to the 43.5° monitor data. The line drawn through the 
points illustrate the effect of the angular errors but was 
not present when the fits were made. 



Fig. 

-91- UCRL-11054 

I I . I I 

10 I- II I 
-

+ + +c=J 
9 - + -

CJ 
<J) 

:!::: + I ron fit 
c: 8 ::J 

>-
- +-

.... 
c .... -.0 .... 

7 2 

+ c=:J _+ +CJ + + -

+ 
~ 
"0 + Nickel fit 

' b 
"0 6 r- + +c::=J 

1%1 
1-----< 

O.ldeg 
5 I I I 

18.5 19 19.5 20 
e {deg) 

MU.32092 

D4. 2. Data near the ground- state maxima of Ni 
58 

and 
Fe 58 at a laboratory scattering angle e = 19. 5o, used 
to normalize the data taken with ±15 o monitor settings 
to dara taken with ±43.5° monitor settings. The points 
denoted by the symbol (+) were taken with the monitors 
at ± 15~; those with the symbol ( 0 ) at ±43.5°. 
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Fig. D4.3. The relative cross-section data(=) used to obtain 
the absolute eros s- section normalization. The data points 
denoted by ( O ) are absolute cross-section measure­
ments. 
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Fig. E1.1. The differential cross sections in the center-of-mass 
system: for elastic scattering and excitation of the first­
excited (2+) states in Ni 58 and Fe 58. 
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Fig. E1.2. The angular spacings 6.e and spacings in sine /2 
between consecutive maxima fc!>Tand consecutive mini~fr(+) 
in the angular distributions, plotted against the angle of the 
maximum or minimum nearer zero degrees. 
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E1.3. The differences 8 (Ni
58

) - 8 (Fe
58

) (cj>) and 
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8 . (Ni 
58

) - 8 . (Fe 
58

) (+) between corresponding maxima 
ailltlfninima in rn~ndifferential eros s sections' plotted against 
the angle of the maximum or minimum. 
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Fig. E2.1. The ratio (d<T / drl)Ni 58/ (d<T / drl) Fe 58 for the elastic 

scattering, plotted against the center-of-mass scattering 
angle. 
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E3.1. Ni 
58 

energy spectra taken at () = 25.91 o (near maxi-
mum of the first-excited state angul~rp distribution) and 
() = 30.17 o (near a maximum of the elastic- scattering 

em 
angular distribution). To obtain the correct relative 
normalization of the two spectra the latter should be 
multiplied by about 1. 5. 
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Fig. E3.2. Fe energy spectra taken at e = 25.91 o (near a 

maximum of the first-excited state a~gular distribution 
and at e = 30.1 r (near a maximum of the elastic-
scatterin~~ngular distribution). To obtain the correct 
relative normalization of the two spectra the latter should 
be multiplied by about 2. 0. 
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Fig~ F1.1. The "best fit" (-) obtained to the Ni 
58 

elastic 
scattering cross sections (•) with the optical potential 
parameters listed in Table F1.1 and the fit (---)obtained 
with V = - 43 MeV, a = b = 0. 58 F, R = 6.1 F and 
W = - 19.5 MeV. The uncertainty in the data is apart 
from a few instances covered by size of spot. 
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Fig. F1. 2. The "best fit" ( --) obtained to the Fe 58 elastic 
scattering cross sections (•) with the optical potential 
parameters listed in Table F1.1, and the fit (---) 
obtained with V =- 43 MeV, a= b = 0.58 F, R = 6.1 F, 
and W = - 26 MeV. The uncertainty in the data is apart 
from a few instances covered by the size of the spot, 
except at large angles where the uncertainty is shown. 
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Fig. F1. 3. Optical model fits to the ratio: 
( da I dstN. 58 I ( da I dst) F 58 . (-) V = 44. 9 9 MeV; 

1 gs e gs 
W =- 20.91 MeV; a= 0.565 F; b = 0.580 F; and 
R = 6.1 F, for both nuclei. This curve is essentially 
unchanged for any set of parameters within the limits 
ofthe 11best fits'' in Table F1.1. (---) V =- 43 MeV; 
a= b = 0.58F; R = 6.1 F; and W =- 19.5 MeV 
(Ni58) and- 26 MeV (Fe58). (-. -) The curve given 
by the ''best fits 11 of Table F1.1. 
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Fig. F2.1. Fits to the differential cross sections for Ni
58 

obtained using the smooth cut -off model of Blair, 
Sharp and Wilets. 14 The parameters used are 
L = 22. 2, 6../ L = 0. 054, and f3 = 0.15. The experi­
mental uncertainties are omitted for clarity; in the 
region of the maxima they are smaller than the points: 
(•) elastic scattering; (o) inelastic scattering to the 
2+ first-excited state. 
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Fig. F2. 2. Fits to the differential eros s sections for Fe 
58 

obtained using the sl;yooth cut-off model of Blair, 
Sharp, and Wilets. The parameters used are 
L = 22.4, .6./L = 0.056, and r'3 = 0.17. The experi­
mental uncertainties are omitted for clarity; in the 
region of the maxima they are smaller than the points: 
(e) elastic scattering; (o) inelastic scattering to the 
2+ first-excited state. 
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Fig. F2.3. The real (o) and imaginary (x) parts of (1-TJ 1 )/2 
obtained from the optical model "best fit" for 
Ni58, compared with the parametrized from (--) 
given by TJ£ = { 1 + exp l ( £- L)/ .6:..]} -i where 
L = 22.2 and .6:../L = 0.054. 
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Fig. F2.4. The Blair criterion for the smooth cut-off radius. 
The potentials for the 22nd partial wave obtained from 
the optical model "best fit 11 for Fe 58 add up to the energy 
of the incident alpha-particle at the smooth cut-off radius. 
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Fig. 12.1 a. An isometric view of the scattering geometry. 
b. A projection on the meridian plane containing the 

center line. 
c. A projection on the equatorial plane. 
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Fig. 113.1. The difference in the scale zeros OTOP - OBOT 
as determined in measurements A and B. 
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Fig. II3. 2. The quantity ~ plotted vs. s/ L . The point C is 
determined from measurement C, th~ lines labeled B, 
D, and E are determined from measurements B, D, 
and E, respectively. The cross -hatched area defines 
the allowed pairs of values that s/L and ~ may 
take on when the uncertainties in the 0above measure­
ments are taken into account. 
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-110- UCRL-11054 

0.1 

"iii' 
Q) 
Q) ..... 
c> 
Q) 

"0 

Cl) 

<] 

0.01 

e (degrees) 

MU .32099 

Fig. II4.1. The angular error quantities £. plotted vs. the 
laboratory scattering angle. The cJ.rve denoted 2:£. 
is the upper limit of the systematic error. 

1 



-111-. 

1.0 .----.-----.,---...,------r--.,-----r----, 

0.9 

0.8 

0.7 

0.6 

0.5 

0.2 

X collimator 

Wide open 

Target 
Normal 

to the beam 18° rotation 

A(8) 

~8 
I 5 I 
r=w--1 

S<W 

s = w 

S>W 

0.1~-~~~--~-_. __ .__~-~ 
10 20 30 40 50 60 70 80 

8 {deg) 

MU-32095 

UCRL-11054 

Fig. III4.1. The trapezoid parameters W and S which determine the 
angular resolution function are plotted against scattering 
angle 8. The angular resolution function is a convolution 
of collimator-size and beam-size resolution functions. At 
the top of the graph, the settings for the X collimator and 
the target orientation are noted. Characteristic shapes 
of the resolution function are shown for S less than, equal 
to, an~ greater than W. 
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