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THE SCATTERING OF 64.3 MeV ALPHA-PARTICLES
FROM NICKEL-58 AND IRON-58

P. Darriulat, G. Igo, H. G. Pugh,
J. M. Meriwether and S. Yamabe

Lawrence Radiation Laboratory

University of California
Berkeley, California

ABSTRACT
For 64.3 MeV Q-particles the differential cross sections for elastic
scattering and excitation of the first 2+ collective state have been measured

58 58

for the Ni and Fe

isobars at app:oximately 0.50 intervals between lOO and
82° in the center-of-mass system. The measurements were made with sufficient
precision to folloﬁ‘the rapid variations and deep minima in the angular distri-
butions, and the data have been exhaustively studied for possible errors; an
extensive discussion of the uncertainties is given. An analyzéd beam (energy
spread < 100 keV) of high energy alpha-particles was afforded by the Berkeley
88-inch sector-focused cyclotron. The analyzed beam was characterized by high
intensity (0.5 pA), small angular divergence (< 0.17°), small bean width

(0.06 in.), and by small energy variation during the experiment (* 100 keV).

A precise scattering chamber (typical tolerance < OnOlo) and solid-state detec-
tors with small angular acceptance (0050) and sufficient energy resolution

(150 keV) were used. No attempt has been made to fit the angular distributions
in detail but approximate fits to the elastic scattering obtained using an
optical potential show: a) It is not possible to account for the differences
observed between the elastic scattering cross sections for the two isobars
merely in terms of their different charge or charge distribution. b) At large

58

8
angles the elastic scattering from Fe5 , about half as intense as from Ni~

58

can be qualitatively described by using a deeper absorptive pctential for Fe
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Analysis of the elastic and inelastic scattering cross sections for ecm < 500
using the smooth cut-off model of Blair,; Sharp and Wilets gives the quadrupole

deformation parameter B as 0.15 (Ni58) and 0.17 (Fe58).
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THE SCATTERING OF 64.3 MeV ALPHA-PARTICLES
FROM NICKEL-58 AND IRON-58%

P. Darriulatf, G. Igo, H. G. Pugh,
J. M. Meriwether and S. Yamabe¥

Lawrence Radlation Laboratory

University of California
Berkeley, California

A. INTRODUCTION
The optical model of the nucleus, becoming more and more elaborated,
attempts tb account for more and more detailed properties of nuclei. More,
and more apcurate, experimental data are therefore required.
We have studied, using a high-precision scattering chamber and solid state

58

8
detectors, the scattering of 64.3 MeV Q-particles from the Ni” and Fe5 isobars.
We have tried to obtain as accurately as possible the differential cross section
for elastic scattering and for inelastic excitation of the first 2+ state over

' o ' o)
an angular range between 10 and 80 .
Two main reasons led us to this choice of experiment:
a) Interest has recently been shown in the possibility of explaining the
1 .
proton anomaly ~ already observed and investigated for several years, by adding

to the classical optical potential a term V_t-T depending on the isotopic spins

2,3,k p)

t and T of the incident particle and target nucleus. Fulmer

and more recently Benveniste et al.6—lo

t
T~
at 22 MeV
at 10.9 MeV and 11.7 MeV investigated

58 58

for that purposé proton scattering from Ni” ', Fe and other pairs of isobars.
The differences they observed were, however, so small that the interpretation
of.theif results, especially at 22 MeV, was ﬁot easy. 1t was therefore of

interest to investigate to what extent it is permissible to assign the respon-

sibility for all the differences observed to the isotopic-spin-dependent potential.

Alpha-particle scattering seemed an appropriate tool for this investigation since
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there can be no isotopic spin term involved and in addition it is sensitive to
the external part of the nucleus, a region where two isobars are most likely to
differ.

b) On the other hand, calculations recently performed on the scattering

.58 60 11,12
of 43 MeV Q-particles from i’ and Ni by Bassel et al.” ’ (distorted wave

. . 1 . 14
Born approximation), Buck 3 (coupled wave equations) and by Blair et al.
(smooth cut-off model) were able to describe successfully the experimental

15,16

cross sectilons for the ground states and for the excited states of these
8
nuclei. It was therefore hoped that any differences observed between Ni5 and
8 )
F65 could be expressed meaningfully in terms of differences between the param-

eters of these models and give a better understanding of the structure of these

nuclei.

B. EXPERIMENTAL ARRANGEMENT
Bl. Beam Optics

The layout of the 88-inch cyclotron and experimental area is shown in
Fig. Bl1l.1l. A beam of Q-particles is extracted by means of an electrostatic
deflector; after passing through the fringe field of the main magnet 1t appears
as if radiating from a virtual source O.45 in. high and 0.15 in. wide with a
total angular divergence of 0.0088 radians vertically and 0.034 radians hori-
zontally. The total momentum spread of the beam is Ap/p = 0.00k.

Figure Bl.Z2 shows typical beam particle trajectories in the horizontal and
vertical planes. A remotely controlled, adjustable, vertical slit (X-collimator)
was used to limit the angular divergence in the horizontal plane before the beam
entered the first quadrupole doublet. The beam then passed through a horizontal
slit 0.5 in. high which limited the angular divergence in the vertical plane
and a magnet which deflected the beam ZOO to the west; an image of the vertical

source was produced 20 ft downstream from the first quadrupole doublet. At this
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focus an adjustable slit permitted a momentum analysis of the beam. For a
0.1-in. wide analyzing slit the energy spread in the beam was calculated £o be
100 keV. | |

A second quadrupole doublet produced an image of the analyzing slit in the
center of the scattering chamber. This image was about 0.06 in. wide and 0.06 in.
high and the beam at this point had a vertical angular divergence of * 0.0007 ralians
while its horizontal angular divergence, determined by the X-collimator setting,
was * 0.0014 radians or * 0.0029 radians in different parts of the experiment.

The beam intensity was varied between 2 mpA and 500 muA by adjustments of
the X collimator, analyzing slit, and the circulating beam intensity.

The beam energy was 64.5 * 1 MeV calculated from the dee frequency of the
cyclotron which was 8.97 * 0.0L Mc/sec. The dependence of the external beam
energy on dee frequency was determined in separate experiTents from range-energy
measurements. The pulse height in the monitor counters remained constant within
* 100 keV throughout the experiment except in two cases: when the X collimator
was opened the mean energy dropped by 100 * 100 keV and for a small part of the

time the energy was 200 * 100 keV low because the dee frequency was mis-set.

B2. The Scattering Chamber

In this section the basic features of the Berkeley 17-in. scattering
Schamber are described; additional equipment added for this experiment is
described in Sec. Bh4.

A vertical section of the scattering chambervand assoclated equipment is
shown in Fig;,BZ.l. ~The chamber consists of a fixed center plate A of internal
radius 9-3/& in. and external radius 17 in. separated from a base plate B by
three pillars (not shown) separated by 120°. Two rotatable turrets C and D

are located relative to the center plate by means of the ball races E. Each

turret has four precision ground flats F and bores G spaced at intervals of 900.
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These define axes passing through the center of the chamber at angles lOo above
énd below the median plane so that scattering angles from 10° to 170O may be
studied. In the figure the counter assemblies are shown at a scattering angle
of 6 = lOO; if the turrets are rotated through Qche new scattering angle is
given by cos 6 = cos GH cos 10°.

The base plate B is supported on a stand which has three planer jacks for
height adjustment and leveling. The stand also provides for adjustment of the
chamber horizontally at righﬁ angles to the beam direction and allows rotation
of the'! chamber about a vertical axis passing through its center.

The target frame H, which holds four targets, can be rotated and adjusted
in height. The targets can be raised into the glass cylinder J for inspection
and for protection while the chamber is let down to air. When burns are made
on photosensitive “ozalid" paper in the target position to,findlthe beam posi-
tion theée can be viewed through mylar windows in the center plate without
moving the target. |

An internal Faraday cup K with electrostatic guard ring L can be raised
intc the beam. |

The vacuum seals are made by liéhtly greaséd teflon rings M and the vacuum
is maintained at about 5 X J_’O"5 mm Hg by & 4-in. diameter 611 diffusion pump
with a liquid nitrogen vapor trép.

The angles are read directly on vernier scales whiéh enable them to be
set at Q.io intervals with an accuracy of. # O.OOSO. The target height and
Faraday cup height are read on linear scales. | '

All movements are controlled by motor drives which can be operated remotely.

B3. Precision of the Scattering Chamber

In the design and construction of the scattering chamber considerable care

had been taken to insure accuracy in the principal movements and dimensidns,
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" Typical tolerances are * 0.001 in. for the distance of the precision flats F
from the center and * O.OOSO in the graduated scales.

. We used a telescope to make a number of tests on the accuracy of construc-
tion, usually with a precision of about 0.01°. The precision flats F and bores
G were used as the basis of the test and a telescope mount was constructed to
fit them; in addition, a sighting object was made to fit the target ff%meo

With a sighting object in the target frame and the telescope on the upper
turret it was found by separate rotation of the turret and target that the axis
of rotation of the target differed from that of the turret by 0.002 * 0.001 in.

With a sighting object on the lower turret and the telescope on the upper
turret it was found that the distance between the planes of rotation of the
upper and lower turrets was 0.001 * 0.002 in. greater than specified while the
axis of rotation of the two turrets were parallel to an accuracy of * 0.0lo,
When the chamber was pumped out, measurements with a dial indicator showed

that the separation of the upper and lower turrets decreased by 0.0021 £ 0.0006 in.

B4. . Additional Equipment Associated with the Scattering Chamber

The beam entered the chamber through a collimator pipe N mounted on the
fixed center plate of the chamber (see Fig. B2.1). Circular baffles located
in the pipe served to prevent wall scattering and a 3/32—in° dlameter aperture
P cleaned up the edges of the beam. This aperture, like all the other collimators
used in the experiment, was made of tantalum sheet O¢QZO—in. thick, a little
more than the range of 65 MeV O-particles. The-aperture Q, of l/8—in° diameter
served as an antiscattering baffle. The beam after passing through the target,
entered a Faraday cup outside the chamber (not shown in Fig. B2.1) protected
against charge loss and gain By a permanent magnet; this Faraday cup was used
rather than the internal one, except for tests, because of the large background

counting rates produced by fhe beam striking the internal Faraday cup.

A
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Four lithium-drifted silicon detectors (see Sec. B6) were used, one
mounted on each of the two turrets and two mounted on the center plate as
monitors of the product of beam intensity times target thickness and of the
beam position. (see Sec. D4). The assenbly for each movable counter consisted
of a ball valve R and collimator pipe S which were aligned mechanically with
respect to the precision flat F and bore G. The collimators T, 16.37 in. from
the target were rectangles approximately 0.170 in. X 0.065 in. formed from
four pieces of tantalum whose edges were ground flat to an accuracy of 0.0001in.

The solid angles were thus about 5 X lO_5

steradians and taking into account
the characteristics of the beam the angular resolution was about 0.50. A
detalled account of the consequences of the chamber geometry including angular
resolution and effects of beam misalignment is given in Appendices II and IIT.

One consequence of the chamber geometry is that at 6 = 0(6 = lOo) the counter

H
collimator contributes to the angular resolution function solely through its
vertical height whereas at large angles the usual situation prevails where only
the horizontal width 1s important; therefore at small angles we set each
collimator so that its larger dimension was horizontal while for angles greater
then O = 10° (6 = 14°) we rotated it through 90° so that the larger dimension
was vertical. The antiscattering baffles V prevented the counters from seeing
any of the baffles in the beam line. FEach of the movable counters was preceded
by a foil wheel assembly W used for testing purposes which also carried an
Amzul O-particle source for preliminary adjustments of the electronics.

The two monitor counters X were supported on the inside of the center
prlate by permanent magnets; no provision was made for accurate positioning.

The collimators for these were 1/16-in. diameter at 8-1/2 in. from the target,

giving approximately the same angular resolution as for the movable counters.
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The counter angles, target angle, and height were all set by remote control
from the counting area.and the scales were read via television cameras. It was
not realized until late in the run that because of poor definition of the image
and parallax effects the use of television caused a considerable sacrifice of
accuracy. The angular uncertainty introduced was about % O.OSO and is the

major uncertainty in much of our data.

B5. Alignment of the Scattering Chamber

The scattering chamber‘was centered on the beam line by the following
procedure. 0zalid burns were made at both ends of the collimator pipe with
the Ta baffles and beam collimator removed (see Fig B2.1). The chamber was
adjusted until the collimator pipe was centered on the ozalid burns. An ozalid
burn at the target then showed the beam was 0.032 in. * 0.016 in. west and
0.032 in. * 0.016 in. high since the beam collimator tube was slightly misaligned
with respect to the center of the chamber. The detector angular setting cor-
rection and solid angle correction which arose were small so that'first order
corrections to these two quantities sufficed. These corrections are discussed

in Appendix IT.

B6. Counters

The counters, which were 0.8 in. in diameter and 0.08-in. thick were
lithium-drifted silicon detectors made by a procedure described in Ref. 17.
In order to reduce window effects, the entrance face was lapped and etched
and a surface barrier was formed. Silicone varnish was painted around the
edge of the sufface barrier forming a raised rim and gold was evaporated over
the whole entry face including the rim. In the‘counter assembly (Fig..B6.l)
contact to the "mesa' was made by a stainless steel pressure contact whiéh also

pressed the raised rim on the entry face against a silver sheet to provide
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contact to the surface barrier. This method of construction and assembly made
haqdling of the detectors convenient and safe.
The bias voltages applied were between 200 and 600 volts, depending on

the detector; and the leakage currents were 1.5 to 6 pA.

B7. Electronics

Four counters were used, two of them movable and two used as fixed monitors.
Each counter was connected by a short length of low-capacity cable to the input
of a LRL Mod VI preamplifierl8 and via a 100 K@ resistor to the bilas supply.

The preamplifier output signals had a rise time of 200-300 nsec and a decay
time of 35 usec. They traveled to the counting area through a long length of
125 Q cable terminated at the input of a LRL Mod VI main amplifier.l8 In the
main amplifier the pulses were differentiated with a time constant of 2.5 usec;
amplified, and then passed through a shaping circuit with rise time and fall
time of 1 usec, and 2.5 usec, respectively. A biased output enabled us to
select the upper part only of the energy spectrum for display and analysis.

The spectra from all four counters were miXed and fed into the common
amplitude-to-digital converter of a hOO—channel pulse-height analyzer. Small
fractions of each pulse were split off before the mixer and used to fire a
discriminator and scaler and a single-channel pulse-height analyZer. The out-
put of a single channel analyzer was used to determine in which of the four

‘lOO-channel segments of the analyzer the pulse from the mixer should be recorded.
Thus the analyzer stored the spectra from both movable counters and both monitors.
All dead-time losses applied equally to all the spectra and corrections for
dead time did not have to be applied in calculating relative cross sections.
Coincidence and anticoincidence circuits were used to insure that the analyzer
could not receive any pulse unaccompanied by a routing pulse, any pulse accom-

ranied by a routing pulse to the wrong quadrant; or two pulses simultaneously.
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The system was checked using test pulses and also under approximate running
conditions by disconnecting the bias supply from each counter in turn and show-
ing that no pulses arrived in the corresponding gquadrant of the analyzer. In
order to insure small dead-time corrections; small pile-up of pulses, and cor-
rect operation of the routing system, the caunting—rate in each quadrant of the
analyzer was kept below 100 per sec.

The gains were set up to give a channel width of about 100 keV per channel
with the upper 8 MeV of each spectrum displayed. Because of the threshold
circuits the response was nonlinear, the effect beling most serious in the low
channels. The energy calibration was obtained by feeding test pulses directly
into the detectors from a linear pulse generator and by comparison with inelastic
scattering to known excited states of carbon.

The control system for the counting equipment was operated from the live-
time integrator of the pulse height analyzer. A preset value for the live time
was chosen, usually 20 min. At the end of this period; the analyzer stopped
and a pulse was generated which stopped all the scalers and the beam integrating
system. The scalers ;gcorded the number of counts from each counter up to an
excitation of about 5 MeV, the clock time as determined from the line frequency
and from a 1000-c/s crystal-controlled oscillator, and the number of "dumps"
of the current integrating system (the fractional part of the last "dump" was
read from the pen-recorder). The scalers on each counter were not used directly
in the analysis but served in several instances to show that the data had been
incorrectly recorded (for example, if the pulse height analyzer was not cleared
at the beginning of a run).

After each run the four spectra on the pulse—heigh£ analyzer were printed
out, transferred via magnetic tape to a ”éiave" analyzer and plotted out (a
relatively slow procedure) while the "master" analyzer was freed to take new

data.
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B8. Current Integration

The current from the Faraday cup was fed into one terminal of a capacitor
and also to the high impedance input of an electrometer amplifier. The output
of the amplifier was fed into the other terminal of the capacitor. Since the
amplifier produced current whenever a potential difference existed between its
input and output, the voltage across the capaéitor was Kept to zero while the
voltage at the (low-impedance) output of the amplifier provided a measure of
the collected charge. This output was connected to a pen recorder on which
a micro-switch short-circulited and reset the electrometer as soon as a preset

charge had been collected.

C. EXPERIMENTAL PROCEDURE
Cl. Tests

A series of tests are described which were made prior to and during the
data-taking runs.

a) The monitor counters were fixed at approximately * 150 relative to
the beam direction, and with the movable counters at various angles, tests
were made to show that target-out backgrounds were negligible.

b) A thin gold-leaf target was inserted. By studying the counting-rates
in the movable counters near the zeros of their scale angles it was shown that
the scale zeros agreed within O.O3O.

¢) Nickel-58 and iron-58 targets of thickness approximately 6.3 mg/cm2
were inserted in the target frame. For each target the sum of the monitor
yields normalized to the integrated beam current was studied as a function of
the height of the target relative to the beam. This gave a measure of the
homogeneity of the target along the vertical axis, averaged over the size of
the beam spot. The most uniform part of each target was selected. Throughout

the experiment the targets were always replaced at the same height to an
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accuracy of ¥ 0.005 in. It was found that this uncertainty caused fluctuations
in the monitor yield of the order of * 2% whereas for pairs of measurements
between which the target was not moved the monitor yield was constant within
the statistical uncertainty. This information was useful towards the end of
the run, when one of the monitor counters failed, as a * 2% check on the remain-
ing counter.

d) The internal and external Faraday cﬁfs were compared using the monitor
yield for normalization. The voltage on the guard ring of the internal Faraday
cup was increased until a plateau was reached. It was found that the current
recorded by the internal Faraday cup was larger than that in the external PFaraday
cup by 1.0 % 1.3%. The uncertainty 1s large because the background produced by
the internal Faraday cup made analysis of the monitor spectra difficult. A
current source continuously monltored by a standard-cell potentiometer could
be connected to the electrometer for calibration purposes. Tests were made
which showed thatAthe measured charge was not affected by stray capacities or
leakage resistances in the Faraday cup and connection cables. The calibrafion
was obtained to an accuracy of * 0.3% for the beam intensity used in the absolute
cross-section runs (see Sec. C3) before and after the measurements.

e) The detectors were tested for linearity in two ways, the movable counters

be elastic scattering from gold with aluminum degraders and the monitor counters
(which had no foil-wheels) by studying elastic and inelastic scattering from
carbon. One of the monitors was found to be insufficiently thick, and a
0.003-in. thickness of aluminum foil had to be inserted in front of it; this
had the effect of spoiling the energy resolution to some extent.

£) The energy resolution of the detectors for scattering from a thin .
gold-leaf target was about 150 keV full width at half-height. This figure is

approximate since it is little more than the channel width of the pulse-height
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analyzer. This resolution is mainly due to three factors of comparable impor- -

tance: nolse from the detector, noise from the preamplifier, and 60 c/s noise

from the main amplifier. The energy resolution deteriorated as the counting
rate was increased and simultaneously an asymmetry of the peak shape (more
pronounced on the low-energy side) appeared. Further remarks on the peak
shape will be found in Sec. D1 on the spectrum analysis. _For most of the data
runs, the energy resclution was between 200 keV and 400 keV.

g) The relative efficiency of the detectors was tested in the following
ways: Before the run began, each counter was tested with low-energy CO-particles
from an Amzul source. The counting rate was measured as a function of the area
of a collimator inserted in front of the detector. The counting rate was pro-
portdonal ' to area up to sizes of collimator larger than those used in the experi-
ment. A small frgction of pulses fell below the peak. This fraction depended
on the collimator material and sharpness of edge. The lowest fraction measured
was less than 1%. This test checks little more than the surface barrier region
of the detector. As a second test both of the movable detectors were set up

58

at a maximum for elastic scattering from Ni and sevéral simultaneous spectra
were recorded for the two detectors. Then the counter holders and preamplifiers
were interchanged and several more pairs of spectra recorded. Finally the
counters were returned to the original positions and a further measurement made.
Taking ratios to eliminate the areas of the collimators, target thickness, and
integrated beam intensity, two values of the relative efficiency wére obtained.
These were 1.000 £ 0.00k and 0.993 £ 0.004. The counters have therefore been
assumed to be equally efficient. We have not, however, made any measurement

of the absolute efficiency of the detectors. We assume it to be unity.

h) Three angular sequences A, B, and C were used in taking data. Sequences

A and B were designed to look for monitor failure, current integration failure,
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target deterioration, loss of energy resolution in the beam or fh the detectors,
and other sources of error which are time dependent. ©Sequence C was used only
during the last part of the experiment (ecm > 56°).

In sequence A, angular measurements are made at 1.0-degree intervals by
the top and bottom counters but staggered by 0.5 degrees, proceeding from the
minimum angle to the maximum angle of the range under consideration. Then the
process 1s repeated in reverse order (i.e., from the maximum to the minimum
angle) with the set of angles measured by top and bottom counters reversed.
Thus each measurement 1s repeated twice--once by each counter.

In sequence B, the procedure is identical to A except that the angular
measurements are made at 2.0-degree intervals by the top and bottom counters.
Consequently, measurements are made at 0.5-degree intervals without repeats.

In sequence C, used only for a few runs, the angular measurements are made
at 2-degree intervals by the top and bottom counters staggered by 1 degree,

from the minimum angle to the maximum angle only.

58 58

i) Measurements were made at each angle for both Ni and Fe changing
only the target setting. Next the top and bottom counters were rotated to two
new angles without moving the target position. The former part of the procedure
eliminated to a great extent an uncertainty in the ratio of the cross section
since the ratio taken at a fixed angle is insensitive to the setting error.
The latter part of the procedure made it possible to check on the constancy
of the ratio of monitor counts to integrated beam from run to run. g

j) A limited analysis of the data for consistency checks during the
experiment was possible. Runs of twenty minutes usually provided adequate
statistical accuracy and gave a reasonable duty cycle since only five minutes

was required to change angles or target position, read and mechanically plot

out the data, and reset the equipment for the next run.
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C2. Relative Cross-Section Measurements

The beam handling parameters were adjusted as folloﬁs for the measurements
at small angles. The analyzing slit width was set at 0.020 in. and the X
collimator to a nominal setting of 0.08 in. This gave a beam intensity of
between 2 and 4 muA. An ozalid bufn was made at the target position; the beam
spot was found to be 0.032 in. * 0.016 in. low and 0.032 in. * 0.016 in. west,
with a diameter of 0.060 in. The counter collimators were inserted in a hori-
zontal position (i.e., 0.065-in. high and 0.170-in. wide) and relative cross-
section measurements were begun at 0° scale (6 = lOO) following sequence A.
The aboVe measurements were made with both. movable counters on the east (E)
side of the beam line. Next two anglgs were repeated for N158 with the counters
on the west (W) side as a check on the beam direction.

Measurements were continued from 6 = 15.50 to 21.50 using sequence A with
the counter collimator rotated (i.e., 0.170-in. high and 0.065-in. wide). One
palr of angles was repeated after the collimators were rotated. The bean
intensity was increased to 10-15 mpA by opening the X collimator to a nominal
width of 0.10 in.

Measurements were made from 6 = 22° to 26.50 using sequence A, and from
270 to 37.50 using sequence B. The monitors were moved to 270, approximately
a maximum.in the ground state differential cross sections. The beam intensity,
100-150 mpA, was obtailned by opehing the analyzing slit to 0.10 in.

The next range of angles measured was from 6 = 350 to h5.50 using sequence
B. The monitor counters were moved to another maximum of the ground state at
£ 143.5° (see Fig. El.1) to reduce the dead time on the pulse-height analyzer.

The relative normalization of the monitor data was next obtained (see Sec. D2

for details).
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Four more pailrs of points were obtained on part of a new cycle from
o = 460 to 53.50 following sequence B. During these runs it was suspected
that the beam position had changed. An ozalid burn at the target position
showed the beam had moved 1/8 in. E. Sinqe the point at which this shift
oceurred is uncertain, the angular uncertainty for this data is correspondingly
large (see Fig. El.1 and Table El1.1).

For the remaining measurements the beam intensity was increased to 500 myA
by increasing the circulating beam. The collimator pipe, consequently, became
overheated and simultaneously a film appeared on the inside of the chamber and
on all exposed surfaces, evaporated from the collimator pipe. Some of the deposit
wiped from the inside of the chamber was analyzed immediately for iron and
nickel: the tests were negative. Deposits on the target surface were quali-
tatively analyzed at the end of the experiment. The predominant constituent
was cadmiﬁm, with much smaller amounts of zinc and traces of chromium. Tests
for Fe, Ni, Nb, Mn, Mo, Sn, V, Y and Zr were negative. In the analysis of the
spectra the cadmium ground state and first excited state were present in the

Fe58

spectra and necessitated corrections of the order of 1%. No other con-
taminant peaks were observed. Zinc excited states would have been visible if

the contamination had been appreciable. No contaminants at all were visible

8 ' .
in the Ni5 spectra. It is presumed that the contamination was projected in

58

t

a Jjet down the collimator pipe at a time when the Fe target was under bombardment.
After reducing the beam appropriately, the measurements were continued from

6 = 5MO to 60° using sequence B. At this point the energy resclution had deteri-

orated badly because of energy losses in the target. The target was therefore

rotated by 180, the angle being limited by geometrical factors imposed by the

shape of the target frame and the angles of the monitor counters. Because of

obstruction by a supporting pillar in the chamber it was also necessary for



-16- UCRL-11054
!

the movable counters to be operated on the west (W) side of the chamber. Tests
were made to show that changing the target angle did not change the monitor-
counter ratio.

Measurements were continued at 1.0° intervals out to 6 = 760, using
sequence C. During this set of measurements one of the monitor counters
became progressiveiy worse and finally failed. At the end of the experiment

an ozalld burn was made in the target position.

C3. Absolute Cross-Section Measurements

For these measurements (called the "C" runs) new targets were used, rolled
from the same isotopic material as the targets for the relative cross-section
measurements. Several points on the angular distribution near the ground-state
maximum at 6 = 19.50 were measured using the Faréday cup as a monitor and
relative crosé-section measurements described in Sec. Cl were normalized to
these. The fitting procedure is described in Sec. Dk.

- 8

A target holder was assembled containing the Fe

58

and Ni targets and
two ozalld papers. Using a beam of 25 muA the uniformity of each target
averaged over the size of the beam spot was measured along a vertical line
and the target height for the most uniform region was noted.

The current integrating system was calibrated using a constant current
sourée providing 25 muA. An ozalid burn was taken at the target position.
The measurements on the 19.50 maximum were made, each target being kept fixed
at its predetermined height throughout, another ozalid burn was taken and
finally the current integrator was recalibrated.

The positions of the ozalid papers relative to each other and to the target
position were accurately known from the target height scale. The papérs and

targets were removed and compared; the two ozalid burns were identical. An

ozalid paper was laid over each target and the target area corresponding to
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the size and position of the beam spot was cut out. These samples of the
target were weighed using a balance sensitve to 0.001 mg and their areas were
determined using a traveling microscope accurate to 1 micron. FEach target

sample was next cut into four pieces and the weight and area measurements were

/
f

repeated. From the target homogeneity measurements made in the vertical direc-
tion using the beam and by comparison of the measurements of the whole and

four pieces of the target samples the uncertainty in target mg/cmz was estimated
to be * 2.2% for Ni58 and * 2.7% for F658. Corrections of 0.36 * 0.05% and

1.05 £ 0.06% were made to the target masses for the presence of contaminants
(see Sec. D2).

The uncertainty on the integrated beam current was taken as % 1.3%, the
uncertainty in the comparison of the internal and external Faraday cups. Other
uncertainties were all small compared with the foregoing and are tabulated in
Appendix IV. The combined uncertainty on the absolute cross section is * 2.7%

for Ni58 and * 3.1% for Fe58

D. "ANALYSIS OF THE DATA

Dl. Analysis of the Spectra

The spectra were analyzed to obtain cross sections for elastic scattering
and inelastic scattering to the first excited state. At higher excitations the
energy resolution was not adequate to resolve the more closely-spaced states;
however, some qualitative remarks will be made oh the strongly produced states
in Sec. E3.

Two methods were used to analyze the spectra: a full graphical analysis,
and for the majority of spectra a simplified peak-height method. These methods
are described in detaill in the next two sections.

Each operation in the analysis of the data was performed twice, by different

people, as a check against bias and numerical errors. ' Where discrepancies
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occurred they were resolved with the assistance of a third person either by
eliminating the cause of the discrepancy or by an increase in the assigned

uncertainty where appropriate.

D2. Graphical Analysis of Spectra

Spectra were graphically analyzed when necessary, the purposes being the
following:

a) To determine peak shapes accurately for the peak-height method of
analysis (see Sec. D3) and for the absolute cross-section measurements.

b) To eliminate contributions from oxygen and carbon contaminants at
certain angles.

c) To analyze the large-angle spectra where the energy resolution had
become very bad and where heavy-element contamination had arisen.

d) To resolve uncertainties in the peak-height analysis in extreme cases,
such as when the first excited state was very small.

In'the analysis we were greatly helped by the following considerations:

a) In the Ni58

spectra the ground-state tail had dropped to a low level
(0.1% to 0.4% of the ground-state peak-height, depending on energy resolution)
at +the position of the first excited state and the shape of the taill was,
apart from small contributions from oxygen and carbon contaminants, easily
determined in between the ground state and first-excited state positions.
.58 58
b) The peak shapes for Ni and Fe were sO nearly the same that we

58

could use the Ni shapes to analyze the Fe58 spectra.

c) For making the corrections for carbon and oxygen contaminants we
could use the cross sections measured for these elements at 65 MeV by Harvey
et al.l9

The following assumptions, verified as far as possible by careful analysis

of the spectra are made in the analysis.



-19- UCRL-1105k4

a) The peak‘shapes are, apart from distortions produéed by the finite
channel width and nonlinearity of the pulse-helght analyzer, identically the
same for the ground state and first-excited state. Even at the largest angles
measured the calculated energy spreads due to kinematics and ionization losses
in the target differ by only a few keV for the ground state and first-excited
state, compared with the energy-resoclution of a few hundred keV. We have no
evidence that the energy-resolution of the counters should differ for two
particle groups so close in energy.

b) It was assumed that the shape of the ground-state tail as determined

58

from a Ni

58

spectrum was a good guide to the shape of the ground-state tail
for Fe in the region of the first excited state at 0.8 MeV. This assumption

is Justified by our experimental procedure. Firstly, the beam intensity and

58 8
’% and Fe5 spectra. Secondly,

target angle were kept fixed for coﬁsecutive Ni
the stopping powers of the two‘targets were almost exactly the same. Thirdly,
the éross sections for the two elements are so similar at all angles that the
counting rates for fixed beam intensity were nearly the same.

The only reasons discovered to invalidate this assumption when applied to
consecutive runs at the same angle became obvious in the analysis: a slight
gain shift during one of the runs could distort the peak; and for the largest
angles, where the energy loss in the target became an important contributor
to the resolution, it became necessary to give spectra from the two elements
completely separate treatment.

58

c) The contaminant peaks were assumed to have the same shape as the Ni
and F658 peaks. This is not precisely true since for the light elements the
kinematic energy spread across the finite angular acceptance contributes to
the energy spread. The corrections applied because of these peaks were, however,

extremely small in most cases and the fallure of this assumption has negligible

effect on the results.
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8
Figure D2.1 shows a Ni5

spectrum in which the ground-state to first-
excited state ratio is about 500. The contribution of the oxygen contaminant

is shown and subtracted from the spectrum. The smooth curves drawn through

the ground-state tail have the form

where N is the number of counts in a channel ¢ channels from the ground-state
peak and No is a parameter determined by fitting the channels in the region
400-500 keV below the peak. This form of tail could always be fitted within

the statistical uncertainty while n is varied from 3.0 to 3.6 depending on

the energy resolution. Note that this shape of tail falls much less rapidly
than a Gaussian shape while the high-energy side of the peak is in this spectrum
consistent with a Gaussian shape.

This parametrization of the tail shape was used to calculate the number
of counts in the part of the taill obscured by the remainder of the spectrum.

The addition made a contribution varying from 0.25% to O.MS% of the ground
state intensity for‘Ni58 and from 0.4% to 0.8% for Fe58.

I'igure D2.2 shows the Fe58 spectrum at the same angle, the ratio of ground
state to first-excited state being here about 250. 1In the Fes8 target we had
both oxygen and carbon contaminants; their contributions are shown. After
subtracting the contaminant peaks the ground-state tail has been fitted by
superimposing the Ni58 spectrum. In order to do this it was necessary to make
a small correction to allow for the finite channel width of the analyzer.

Since in this spectrum the full width at half-maximum of the peak is about
2.5 channels, the number of counts in the maximum channel depended on the exact

part of the channel in which the peak occurred. This correction was normally

less than 10%.
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After subtracting the ground-state tail, the remaining counts were plotted
to see that they were consistent with the correct shape for the first-excited
state. For this spectrum the uncertainty in the cross.section for the first-
excited state is quoted as * 25% of which % lO% is the contribution of the
statistics.

Figures D2.3 and D2.4 show the graphical anélysis of another pair of
spectra with worse energy‘resolution and a very different ratio of the two
states. In these examples the tail shapes were obtained by an iterative pro-
cedure requiring that the shapes should be the same for the ground state and
first-excited state. DNote that in these spectra the low-energy tail is still
consistent with a power-law curve but that the power is lower than in the
previous examples. In addition, we have a high-energy tail due to pile-up in
the electronics.

The uncertainties in the graphical analysis were estimated independently
by the persons performing the analysis. In nearly all instances the analyses
were consistent within the assigned uncertainty and the two results were averaged
for the final cross section.

Figures D2.5 and D2.6 show two spectra obtained at a large angle. Here
there were no problems due to light contaminants because the energy of scattered
particles from oxygen and carbon had dropped out of the region of interest.
However, some heavy element contaminstion had arisen for the irén target (see
Sec. €2), the peaks had become much broader and in particular the Fe58 peaks

58 58

8
had become broader than the Ni ones so that the Ni and Fe5 spectra had

to be analyzed completely independehtly.
The heavy element contamination is manifested mainly through the presence
. . 58 : I : .58
of cadmium peaks in the Fe spectra. No evidence of it is found in the Ni ,

. 8
spectra nor in the Fe5 monitor spectra at 43.500 The contribution of the
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contaminant in the region of the peaks being analyzed is small compared with

the statistical uncertainty and still smaller compared with the uncertainty

in the analysis of the Fe58 spectra as can be seen from example in Fig. D2.6.

To allow for it, a correction of about 1% was subtracted from the cross sections
and the uncertainty was increased by 1%. '

The large angle Ni58

spectra show no serious problems for graphical analysis
(see Fig. D2.5); the results of graphical analysis and analysis by the peak-
height method agree within the statistical uncertainties. The Fe58 spectra

are more difficult because of the considerable overlap of the ground state and
first excited state peaks énd therefore the peak-height method was inapplicable.
The two states were fitted with peaks of the same shape and an analysis uncer-

tainty was estimated using the peak-to-valley ratio as a criterion. This

uncertainty varies from 10-20% compared with statistical uncertainties of 3-6%.

D3. DPeak-Height Analysis of Spectra

The peak-height method was developed for several reasons:

a) It was impracticable to analyze over four hundred spectra graphically.

b) A systematic procedure was required which would give internal cdnsist-
ency to the results.

c) The only least-squares program available was limited to fitting
Gaussian-peak shapes whereas our peaks had a marked low-energy tail.

The large majority of our spectra were analyzed by the peak-height method.
The only disadvantage of this method lies in a slight worsening of statistical
accuracy; since our statistics were usually extremely good,this was a small
price to pay for the convenience of the methcd.

A number of spectra were analyzed graphically and classified according to
energy resolution. Various quantities related to the peak shape were plotted

as a function of the energy resolution.
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Figure D3.1 is a schematic spectrum with the corrections greatly exaggerated,
to show the nomenclature used. In Table D3.1 the symbols in Fig. D3.1 are
defined. It is assumed that the ground state and first-excited state peaks
have exactly the same shape apart from distortions produced by the analyzer
channel width and nonlinearity; even at the largest angles measured, the energy
spreads introduced by ilonization losses in the target differ by only a few keV
for the two states; and we have‘no evidence that the resolution of the counters
should differ for two particle groups so close in energy. It can be seen that
when the corrections Ang and Anf are sufficiently small that the slopes of
the tails do not appreciably distort the peak shapes, the number of counts Ng

and. Nf in the ground-state and first-excited state peaks are as follows:

N = (S +25 +08) e ~ T (D3.12)
g o g £ m, - o Fong - o

o e - AN
e = (8, * a8, * £5¢) R (D31

Since the peaks had full widths at half-height of only three tc four chan-
nels, 1t was necessary to use a special procedure to find ng and nf. For each

maximum a parabola was fitted to the three central channels in such a way that

t
)

the number of counts in each channel was correctly given by the area under the

parabola.

If A, B and C are the number of counts in the three central channels we

find

n:B+p(C2 )+']—_—2-[B-%<A+C)] (D3.2)

where the maximum of the parabola is shifted from the center of the channel with

B counts by an amount p where

(D3-3)
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An energy-resolution function R was defined as follows:

- + - +

+ + .
So Asg ASf So

(D3.4)

R =

The approximation was sufficiently accurate in all cases.

Plots were made of Asg/ng vs. mg/ng and ASf/nf vs. mf/nf for various
values of R. This choice of parameters for plotting eliminated the uncertainty
introduced in the definition of m. Depending on the exact position of the first
excited-state peak relative to the nearest analyzer channel, m might vary from
3.5 to 4.5 channels away from the peak. Plots were also made of Amg/nf and
Aﬂf/ng as a function of R.

For each spectrum the relationship m = mf + mg was checked using calcu-
lated values of mf and mg from a subsidiary graph. A few spectra where this
.did not hold were given specilal treatment. This could be for several reasons:

a) At certain angles contaminant peaks due to oxygen and carbon obscured
the analysis. At such angles the spectra were analyzed graphically.

58

b) In some Ni spectra a peak appeared at about 1.95 MeV excitation

(four channels from the first-excited state). It is not certain whether this

58

state is a true excited state in Ni or whether it is due to inelastic scat-
tering in the silicon detector. Where it could be distinguished this peak had
an intensity of roughly 0.2% of the elastic peak.

Errors on the corrections ASg, Aﬁf, ANg and ANf were estimated by comparison
with graphical analysis of spectra where these quantities could easily be deter-
mined. The true values fluctuated about the calculated values in a fairly random
fashion; to include these fluctuations an uncertainty of * 50% wes assigned to
each correction. This was rarely the dominant contribution to the final error.

The basic statistical uncertainty is somewhat modified by the peak-height

method of analysis. It is seen from the equation that 7 varies between
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B, L ] S Bp.5 .1 _
n = o B 1o A when p =0 and 1 = 15 B on C o A when p = 0.5 Thus
2

the square of the statistical uncertainty (An)” is equal to n within 10%.

Assuming that the uncertainty in 7 is‘Jh and using the relationship

4
Ty ¥ e T e

~ APV | )
o g nil
we find (AN )2 =N M and (AN )2 = N, M_. where
‘ g iy T
n
L 1 g
M ==+ (= - 1) g (D3.6a)
+
g R R Ng e
and
M, =2 - (£ - 1) ff (D3.6b)
Ng © Mp
2
Th hen -0, M -1 and M_, - 1/R so that - N and
us when g =0, M, i (an)® >,
2 . 2 _ 2
(an,)” - N.(N/n.), while when n, =0, ()" - Ng(Ng/'qg) and (AN.)" = N

Since the ground state was for most of our measurements much more intense
than the Tirst excited state the ground-state uncertainties have been very little
changed. Of the spectra analyzed by the peak-height method, in over half the
cases the ground-state error was increased by'less than a factor of 1.05 and in
three quarters by less than 1.25, while the first excited state statistics were
in most cases worsened by a factor of from 1.5 to 2.0.

An overall cofrection has to be made to the results of the peak-height
method of analysis to allow for nonlinearity of the pulse-height analyzer.
Since the height of a peak is directly proportional to the energy width of the
analyzer channel at which it falls this was an important correction since the
analyzer was seriously nonlinear. Evidence from the spectra gave the relative
channel widths for the ground state and first excited states to an accuracy of

58

* 2%. This correction (up to 6% for Ni” and 3% for Fe58 depending on the posi-
tion of the spectrum on the analyzer) is a correction to the ratio Ng/Nf. Where

the ratio is large (or small) its effect and its uncertainty are felt mainly on

the smaller of Ng and N (in most cases only on the first-excited state).
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D4. Analysis of the Monitor Data

a) General Considerations. The assumption for use of the monitor data is

that the principal fluctuations of beam position and angle occur in the hori-
zontal plane. This is expected since all the beam direction controls operate
in the horizontal plane. gp evidence for vertical fluctuations of the beam was
found during the experiment.

If the two monitor counters are set at exactly the same angle on either
side of the mean beam direction in an angular region where the cross section
is varying as a function of angle, the ratio between their counting rates gives
a measure of the deviation of the beam from its mean position while the sum of
the two counting rates is to first order independent cf beam fluctuatioﬁs in the
horizontal plane. If the counters are not at exactly the same angle, it is
possible, provided that the rate of change of the cross section with angle has
the same sign for both, to choose a linear combination of the two counting rates
that is independent of the beam position.

The number of monitor counts was determined in a uniform fashion by cutting
off the pulse-height analysis spectrum a fixed number of channels below and
above the ground-state peak, in such a way as to include the contributions of
the ground state and first-excited state. The fluctuations that could be intro-
duced by small gain shifts (half the number of counts in the cut-off channel)
were + O.l%, + OolB% and 0.2% for the 150, 270 and h3n50 monitor settings,
respectively. The cross sections for the selected events will be referred to
as GL and OR and the linear combination independent of angle as (OL + kOR)a

To determine the parameter A it is necessary to know the relative counting
rates and the slope of the differential cross section for the two monitors when
the beam is in its mean position. Since the monitor angles had no fine adjust-

ment this could not be done directly, but it could be obtained by using data
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from the movable counters. Since the angular resolution was very nearly the
same for the monitor and movable counters there can be no distortions involved
in the comparison. To determine the monitor angles we calculated from each

monitor spectrum the ratio Ogs/cfe of the ground state cross section Ggs and

the first-excited state cross section o This ratio changes about twice as

fe’

. rapidly as either Ogs or Ofe-at most angles and its use eliminates normalization

difficulties.

b) 15° Monitors. At the 15° monitor settings 0, nd 0, changed by about

1% for an angle change of 0.01° while the ratio Ggs/cfe changed by about 2%.
From an analysis of Ggs/dfe for all the runs it was found that the angles as
seen by the monitors had a rms fluctuation of & 0.04° about the mean position.
For consecutive runs the rms fluctuation was + O,OlSOu The linear combinations

56

used for the monitors were (o. + 2.17 GR) for Ni58 and (GL + 2.15 OR) for Fe

L
The large values for A are principally due to the fact that the accuracy in
placing the monitor counters was not very good and their -angles differed by
about 0070 so that the counting rates were very different.

The values of A were uncertain to X 14% due to uncertainty in the angular
dependence of the cross sections; this would cause fluctuations in GL + XOR of
+ 0«25% for.beam fluctuations of i 00040» Note that with N = O or A = ® the
fluctuations would be % 4%, and with A = 1 we would have * 105%°

o] . . .
c) 27 Monitors. Here the monitor angles were much closer to a maximum

of the ground-state cross section so that less angular information could ‘be
obtained. From the ratio Ggs/cfe the angles for each run could be determined
to an accuracy of £ O,OSO. After unfolding this uncertainty from the data the
overall rms fluctuatién of monitor angle was again found to be % 0.04°.

This angular  fluctuation of the monitors would be completely explained if

the centroid of the beam intensity at the target position fluctuated horizontally
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by + 0.006 inches; it could equally be explained by an angular fluctuation
without lateral movement of the target spot. The fluctuation may be compared
with the size of the beam-defining collimator which was. a 0.094-in. diameter
circle.

The multipliers A were chosen as unity for both targets for this monitor
setting. TFor % 0.04° beam fluctuations the monitor uncertainty would Be less
than + 0.1%.

d) 43-50 Monitors. Because of obstruction by a supporting pillar in the

chamber one of the monitor counters had to be placed much nearer the target
for this setting;

The sensitivity of Ggs/ofe to € was ;ufficient to determine the angles to
st Oolo, not enough to give information on fluctuations of the beam position.
Both o_ and 0, were almost completely insensitive to angle. The factor A was

L R
taken as 1.63 for Fe58 58

and 1.59 for Ni”7; most of the difference from unity
1s due to the difference in solid angles of the two counters. TFor the counters
individually, fluctuations of % 0.04° would produce less than 0.1% change in

counting rate. For (o u+'de) the effect should be even less.

L
Late in the run one of the monitor counters began to pass increased current
and eventually failed. Before it brcke down completely, its resolution became
progressively worse. Despite the above results on lack of sensitivity to angle
it was felt unwise to rely on one monitor only. The two monitor counting rates
were therefore compared with the beam currents as measured by the Faraday cup
for the runs when both monitors were functioning and the single monitor for
the remaining runs. The ratio OL/OR was constant within the rather poor statis-
tical accuracy while for a single monitor the ratio of monitor counts to inte-

58 58

grated beam fluctuated by + 1.7% for Fe and + 2.0% for Ni While this

Tfluctuation is probably mainly due to differences in‘target thickness for
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repeated settings of the target height, it was decidedAto rely on the single
monitor but to combine the above uncertal nties with the statistical uncertainty
as a safety factor. The effect of this procedure was to increase the overall
uncertainty by a factor about 1.1 for Ni58 and by a negligible amount for Fe58

e) Relative Normalization of the Monitors. To normalize the 270 and 43.50

settings, measurements were made at six angles in the neighborhood of the ground-
state maximum at 350 before and after the monitor positions were changed. Each
pair of runs gave a value for the normalization factor with a statistical accu-
racy between l% and 2%, Te allow for the fact that the counter angles had been
reset with an uncertainty of % O.OSO the statistical uncertainty on each point
was increased by an amount depending on the slope of the differential cross
section as determined from a smooth curve drawn through the points. Using this
combined uncertainty a X2 test was applied to test the six values for consistency.

58

The weighted mean normalization factor had an uncertainty of + 0076% for Fe
and + 0.74% for Ni58,

To normalize the 150 settiﬁg to the 43550 setting a different procedure
was used. One of the movable counters was fixed at 19-50, near a maximum of
the ground-state cross section. Then measurements were made with the other
counter at three angles near the l9a5o maximum { a region which had been studied
with the 150 monitor setting)° The monitor counters, in the 43»50 setting for
these measurements, accumulated rather poor statistics because for the high
counting rates near 190 the beam intensity had to be reduced.

Use was made of the conclusion in Sec. Dh4.d, that the monitor counters at
43.50 are very insensitive to fluctuations of the beam angle, to permit combina-
tion of all the measurements of the fixed counter relative to the 43050 monitors.
This gave a normalization factor enabling us to use the fixed counter at l9°SO

in lieu of the 43.50 monitor. Various X2 tests were made confirming the consist-

ency of this procedure.
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Since the three angleg measured were not, because of the beam shift which
had occurred during the run, exactly the same as those measured with the 150
monitor, the normalizations had to be obtained graphically. Two degrees of

freedom were allowed: the normalization factor and the angular shift. The

58 58

latter had in addition to be the same. for Fe and Ni The normalization is

rather insensitive to the size of the beam shift and had an uncertainty of

58 58

fud 0.9% for Ni and + Ou7% for Fe” , determined by considering extreme cases.

Figures D4.1 and D4.2 show the points used to obtain the two normalizations.

f) Absolute Cross-Section Normalization. As described in Sec. C3, a

58

special series of angular measurements, the "C" runs, were made with Fe and
N158 foil samples taken from the same material used for the relative cross-
section measurements. We discuss here the fitting procedure leading to the
normalization of the relative cross section data to the "C" data. Six "¢"
measurements for each target were made near the 19.50 maximum (é 0,5% statistical
uncertainty dn each data point). The top counter data for Ni58 and Fe58 et

runs and the corresponding bottom counter data were plotted separately and
fitted to one another to obtain a relative angular shift and a relative normal-
ization, and then combined into 6ne plot with the top and bottom data points
properly normalized and shifted with respect to one another. The angular shift
and normalization which were found by this procedure were compatible with the
values of these obtained in the relative cross-section data when the error
resulting from the beam misalignment uncertainties (see Appendix II) and from

the solid angle uncertainty (see Appendix IV) were taken into account. The
resulting "C" data was then fit to the relative cross-section data in the vicinity
of the 19.5° maximum as shown in Fig. D.3. The uncertainty in fitting the "C"

data to the relative cross-section data includes both the statistical uncertainty

and the error in fitting as determined by finding the extreme relative shifts
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of the "C" and relative cross-section data possible. These uncertainties were
8

+ 0.35% for Ni58 and + 0.17% for Fe .

E. RESULTS

El. Differential Cross Sections

The differential cross sections for elastic scattering and excitation for
the first 2+ state for N158 and Fe58 are shown in Fig. El.l and Table El.l. The
mean energy of the beam in the targets was 64.3 £ 0.5 MeV and the ener§§ spread
due to the target thickness was 0.5 MeV. The corrections which have been applied
to the data are summarized in Appendix IV. The angular uncertainties listed in
Table E1.1 do not include the contribution due to the'ggam-misalignment parameter
uncertainties since this contribution is systematic for all the angular measure-
ments. It is always less than 0.2 degree and is discussed in Appendix II. The
uncertainty in the absolute cross sections is + 297% for Ni58 and * 3nl% for Fe58
(see Sec. C3). The angular resolution function has not been unfolded. It is a
function of angle and is usually about O°5o full-width at half-height (see Appen-
dix III). The cross sections have not been corrected for the presence of other

58

isotopes. The Ni58 target was 99.25% Ni58 and 0.75% Ni6o while the Fe”’  target

8 6

.
2

was 82.04% Fe5 , 15.62% Fe5 1.89% Fe’ | and 0.45% FeShe For comparison with

theory, corrections were made to the calculated cross sections for the presence

56 (see Sec. F2).

of Fe

The angular distributions all show marked diffractional behavior, the inelasg-
tic cross sections being "out—of—phase" with the elastic scattering, as predicted
by Blairgo for a one-phonon excitation process. The angles of the maxima and
minima are listed in Table El.2. The angular spacing between maxima and between
minima (see Fig. El.2) increases from about 8° at small angles to about 9O at
large angles; the spacing in terms of sin ecm/2 (proportional to the momentum
transfer) is much more constant. The positions of the maxima and minima for Ni

58

occur at slightly larger angles than for Fe” . The differences are displayed in

Fig. E1.3.
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Above about 500 the intensities of the elastic and inelastic scattering

are comparable while at small angles the elastic scattering maxima are 5-10

58

times more intense than those of the inelastic scattering. The ratio of a Ni

58

élastic maxima to the corresponding Fe one increases from 1.1 at small angles
to 2.0 at large angles while the corresponding ratio for the inelastic scattering

increases from O0.75 to 1.1 at large angles.

E2. Ratio of Elastic Scattering Cross Sections

8
58 and Fe5

As remarked in the last section, the maxima and minima for Ni
do not coincide. The differences between the two isobars are sensitively
displayed in the ratio of the elastic scattering cross sections. This ratio
is shown in Fig. E2.1 and Table E2.l. The angular error due to beamrmisaligﬁ—
ment parameter uncertainties is identical to that on the differential cross
sections (see Sec. El). The remarks on the angular resolution function and
the isotopic impurity discussed in Sec. El1 apply.

The relationship between the uncertainties in the ratio and in the individual
cross sections requires discussion:

58

a) The angular uncertainties for Ni and Fe5 are correlated, so the
same uncertainty appliés to the ratio rather than some larger uncertainty. This
is because the angular settings were in general the same for each pair of measure-

58

ments on Ni and Fe58; a number of data points where this requirement was not
satisfied have been omitted from Fig. E2.1 and Table E2.1. The monitor data
showed that for consecutive runs the rms shift in angle caused by small fluctua-
tions in the beam position was + 030150. This rms angle shift has been converted
into an rms cro;s—section change by means of the measured angular distributions
and the uncertainty on the ratio has been increased correspondingly.

b) Uncertainties in the solid angles of the two detectors used disappear

in the ratio.
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c) Several possible systematic errors in the absolute cross sectlons
disappear, for example, the uncertainty in absolute efficiency of the detectors
and of the Faraday cup. ‘The absolute uncertainty in the ratio is % 3.6%.

An important feature of the ratio is the rise at large angles, discuésed
in Sec. F2. It is interesting to note that in the proton-scattering results

58

of Benveniste et al.? a gimilar effect was seen in the comparison of Ni and

6
Fe58, but not for Ni6lr1L and Zn 40 Benveniste et al. attributed the effect to

compound elastic scattering.

E3. Higher Excited States

We have not performed an analysis of the angular distributions for any
excited states except the first. To illustrate the energy spectra at higher
excitations we show in Figs. E3.1l and E3.2 spectra taken near adjacent maxima
in the angular distributions for the ground state and first-excited state,
respectively. To obtain the correct relative normalization between the two
,Ni58 spectra or between the two Fe58 spectra, the 309170 spectra should be
multiplied by about 1.5 and 2.0, respectively. ‘

The spectra show a number of additional peaks some of which are clearly
complex. Obviously, improved energy resolution is required. It is, however,
interesting to note that in the Ni58 spectra the Q = - 2.45 MeV peak is very
roughly 2.5 times more intense at ecm = 30.,17o (ground state maximum) than at
ecm = 25.91° (first-excited state maximum). This is as expected since a 4+
double excitation state is known to exist at about this energy, and it should
be in phase with the elastic scattering. The Q = - 3.02 MeV peak, strongly
excited at 250910, is out of phase with the elastic scattering; a 2+ state is
already known at about this energy. The remaining peaks do not show any marked

58

change between the two angles. In the Fe spectra the peak at Q = - 1.70 MeV

is more intense at 25.91Q (first-excited state maximum) than at 30»170 (ground
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state maximum). This is in agreement with expecfation for the 2+ state existing
. 8 .
at about this energy. The other peaks for Fe5 have roughly equal intensities

at the two angles.

F. THEORETICAL INTERPRETATION OF THE RESULTS

F1. Analysis of the Elastic Scattering Using a Spherical Optical Potential

In this section we use a spherical optical potential to obtain fits to

58

8
the elastic scattering cross sections for Ni and Fe5 independently. Then

using an average set of nuclear parameters, we attempt to fit the ratio of the

58

Ni and Fe58 angular distributions, first allowing only the charge to be dif-
ferent for the two isobars and then allowing differences. in the nuclear param-
eters one by one.

It should be stressed that the analysis is intended to illustrate only the
gross features of the results; we would expect to have to use a considerably
more refined model to describe the angular distributions in detail.

The calculations were performed using a computer prog;ramgl with a potential

of the form

v . W
V(r)‘= Vc(r) T TE expl(r - R)/al TiTy expl(r - R)/b] (F1.1)

where Vc(r) is the Coulomb potential for a uniformly charged sphere of radius
RC; R is the radial distance r to the half-value of the potential and is the
same for the real and imaginary parts of the potential; a and b are diffuseness
parameters, not necessarily equal; V and W are the depths of the potentials at
the nuclear center.
The elastic scattering amplitude £(6) takes the form
2io

i
2k Zz_ €

)/

£(e) = fc(e) + T (2 +1)(1 - nz) P (cos 6) (F1.2)

4
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where fc(e) is the Coulomb amplitude, and 0, is the Coulomb phase shift for the fth
partial wave, the quantity My is the amplitude of the outgoing part of the £th
partial wave, and Pz(cos 9) is the Legendre polynomial of order £,and k is the
relative wave number.

58 58

The Ni data were fitted using a search routine starting from the Ni

parameters found by Bassel et alull at 43 MeV.
58

6
To fit the Fe data allowance has to be made for the Fe5 present in the
target. Since no experimental data were available for Fe56 the data were fitted
without making any corrections and then, using the parameters for this fit but

multiplying the nuclear radius by (56/58)1/3J the angular distribution for Fe56

was calculated. The experimental data, corrected using this calculated Fe56
cross section, differed by a few per cent from the original data mainly near
the minima; the corrected cross sections were used for the remaining analysis
and in particular the optical model fit was recalculated.

58

8
The "best fit" parameters for Ni and'Fe5 are listed and compared with

58 parameters of Bassel et alcll in Table Fl.l. The guantity

the 43 MeV Ni
. 2 . . X? -
minimized was not the usual X~ but an empirical quantity developed by
22

Wilkins and Pehl.

The calculated cross sections are compared with experiment in Figs. Fl.1
and Fl.2. It will be noted that the fits are quite good at small angles but
become worse at large angles.

To study the effect of the different charges of the two isobars we took
various sets of nuclear parameters the same for both nuclei and studied the
effect on the ratio of the cross sections of the change in charge. The calculated
ratio was almost independent of the nuclear parameters used provided they were

. 3

the same for both and all within the range between the "best fits" for Ni5 and

8 .
Fe5 given in Table Fl.1. In Fig. Fl.3 the solid line shows the ratio calculated
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with the Ni58 "best fit" parameters. It is extremely poor at large angles.

To test whether the radial form of the Coulomb potential might differ for the
two isobars (Ni58 has a closed shell of protons) calculations were performed
with R fixed at 6.077 F, and Rc varied between 4.9 F and 6.7 F. The differences
produced by this variation were negligible even though Rc*wasnvafied.through,a“
range bigger than that expected from other works.23 Since the charge difference
was insufficient to reproduce the observed ratio of the angular distributions

an attempt was made to fit-it by changing the nuclear parameters. To find the
sensitivity of the various parameters we calculated X2 for fits in which each
parameter was changed by a small amount. If the parameter Ki differed by Aki

58 8 3%

and Fe5 best fits (Table qul), SXT-AXi gave a measure of
i

between the Ni
the sensitivity of that parameter.

It was found in this way that W was by far the most sensitive parameter;
Y and a were found to be correlated so that a + l% change in V had the same
effect as a - Ou9% change in a.

Therefore, we tried to explain the ratio by varying only W. To do this,
we chose an "average" set of parameters: V = - 43 MeV; a =Db = 0.58 F; R = 6,1 F
and R = 4,872 F. By using W = - l9a5vMeV (Ni58) and W = - 26 MeV (Fe58) the
fit to the ratio wasmuch improved as large angles (dashed lines in Fig. Fl1.3).
The fits to the individual cross sections were not so good with these sets of
parameters as for the "best fits"; they are given by the dashed lines in
Figs. Fl.1l and Fl1.2. Since the fits to the individual cross sections are not
good, no attempt was made to obtain a "best fit" to the ratio by this procedure.
In Fig. F1.3 the ratio given by our "best fits" to the individual cross sections
is given for comparison. We may, however, conclude that the differences between
the elastic scattering for Ni58 and Fe58 can be qualitatively explained by
(a) a difference in Coulomb scattering and (b) a difference in the absorptive

part of the potential.
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F2. Analysis of the Elastic and Inelastic Scattering Cross Sections for

ecm < SOO Using the Smooth Cut-Off Model

The inelastic and elastic scattering data in the region of strong diffrac-
tion (ecm < SOO) has been analyzed using the smooth cut-off calculations of
Blair, Sharp and Wilets‘,ll’L This model.neglects the Coulomb potential and
assumes that n£ is real and has the form [1 + exp{(£ - L)/A}]_l where L is the
cut=off value of £ and A is the smoothnesé parameter. It describes the inelastic
scattering in the first order of the nuclear deformation B as an adiabatic

process and gives a family of universal curves showing the variation of the

2 2
dimensionless cross sections ———E§;~——E [%% (9)] and 5 k n [%% (9> fe
(L + 1/2) s B(L + 1/2)7

at the maxima of the angular distributions. The angles at which the maxima
and minima are predicted to occur are the same as in the sharp cut-off model
énd are approximately equally spaced in 9cm° To fit the data we determined L
by fitting the positions of the maxima near GCm = 300 to the values of
(L + 1/2) ecm given in Ref. 14 (though examination of our spacing of maxima
and minima in Fig. E1.2 suggests that 2(L + 1/2) sin(Qcm/2) might be a more
suitable variable). With this value of L we determined.A/L by fitting the
cross sections at the inelastic maxima to the curves in Fig. 10 of Ref. 1h.
This procedure gave 62. The angles and absolute cross sections predicted for
the elastic and inelastic distributions are compared with experiment in Figs. F2.1
and F2.2. The parameters are listed in Table F2.1l, where the values of B obtained
in other ways are also given for comparisono The agreement is very poor.
It is interesting to compare the parameters from the smooth cut-off fit
with the optical model results of Sec- Fl. - In Fig. F2.3 we show the real and
imaginary parts of the quantity Ny as glven by the optical model fit for Ni5

and the variation of iy (which is now real) from the smooth cut-off fit.
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In Fig. F2.4 we show the potential for L = 22 given by the optical model
58

fit for Ni Blairgo gives a correlation between the smooth cut-off radius

RO given by (L + 1/2) = kRO and the optical model potential: the maximum value
of the real part of the total potential, nuclear plus centrifugal, for the
critical angular momentum L in the surface region is very closely equal to the

available energy E. We see from Fig. F2.4 that this criterion is well satisfied.

G. CONCLUSIONS

The main conclusion of this work is the presentation of a high precision
measurement of differential gross—section data for elastic and inelastic scat-
tering from A = 58 igobars. This data is suitable for a careful theoretical
study of elastic and inelastic scattering using a coupled equation approach
making as: few approximations as possible, in which fine detail in the angular
distributions must be taken seriously in the fitting process.

Some conclusions have been drawn from the data by performing simplified
analyses. We wish to emphasize that these conclusions do not arise from the
precision of the data, but rather depend on the more qualitative aspects of the
angular distributions.

The smooth cut-off model of Blair, Sharp and Wiletslh gives a fair account
of the positions and intensities of the first four maxima of the cross sections.
The values of the deformation parameter B found with this model are lower than
previously reported. Although it is difficult to estimate the reliability of
these values because the theory is quite approximate the relationship between

58

8
and Fe5 may be more trustworthy. The deformation parameter

58

the values for Ni

B is smaller for Ni which also has a closed shell of protons.

The optical model analysis of the elastic scattering gave fair fits to the

data. The Coulomb potential difference will not account for the differences

58

8
between Ni and Fe5 elastic scattering and to explain the behavior of the
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cross sections at large angles it appears to be necessary to use a deeper absorp-

58 58

tion potential for Fe than for Ni It has been remarked before4 that a non-
zero value of B requires a greater depth for both real and imaginary parts of

the potential if the coupling of tﬁe ground state.and first-excitgd state 1is
neglected. This serves to emphasize the necessity for a coupled equation approach

as used in the later work of Benveniste et al,lo
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APPENDIX I

DEFINITIONS OF GEOMETRICAL QUANTITIES AND SYMBOLS, AND NUMERICAL VALUES

I1. Definitions of Geometrical Quantities

Quantity Definition

Chamber Axis Common axis of rotation of
the top and bottom counters.

Counter Planes Two planes perpendicular to
the axis of the chamber con-
taining the centers of the
counter collimators.

Equatorial Plane Plane perpendicular to the
chamber axis and equidistant
from the counter planes.

Meridian Plane A plane containing the chamber
axis.
Center Line Intersection of the equatorial

plane with the meridian plane
containing the scale zeros-.

Target Plane The meridisn plane perpendic-
ular to the center line.

I2. Symbols
Figure I2.la shows a view of the geometry for scattering; Fig. 12.1b, a
projection on the meridian plane containing the center line; and Fig. I2.lc, a
projection on the equatorial plane. The symbols listed in Table I2.1 have been

used to designate the corresponding quantities.
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Table I2.1

Symbols and their definitions used in the text. The subscript o, when added

to a symbol indicates that the quantity i1s defined with respect to a beam

traveling along the center line.

Symbol Corresponding Quantity

x0y Equatorial plane

x0z Target plane‘

C Center of the counter collimator

M Center of the beam spot

e Actual scattering angle

QH Projection of 6 on xOy

9V Projection of & on x0z

(£,0,8) Coordinates of M

(a,l,B) Coordinates of a unit vector in the
direction of the incident beam.

s Angle between OC and the equatdrial
plane

L Distance between M and C

h Distance between the equatorial plane
and the counter planes

a Width of the counter collimator

I} Height of the counter collimator

Area of the counter collimator
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I3. Table of Numerical Values

Quantity

of Symbol Numerical Value Explanatory Note
) 10° + 0.01°
L 16.369 + 0.00% in. T The top: countér: (T)
16.37% £ 0.00% in. B and bottom counter (B)
values are listed.
a 0.172 in. T a and b dimensions
0.172 in. B (interchanged for angles
greater than 12° in the
laboratory system).
b 0.065 in. T
0.068 in. B
-2, 2
S (1.122 + 0.006) X 10 5 in.; T
(1.168 + 0.006) X 10 ° in. B
ABE 2/32 + L/6M in. Horizontal beam spot size.
ABQ 3/32 + 1/32 in. Vertical beam spot size.
ABa 0.0028 + 0.0014 Radial angular divergence
of the beam with X colli-
! mator at 0.100 in.
0.0058 £ 0.0028 Radial angular divergence
with X collimator open.
ABB 0.0014 + 0.0007 Vertical angular

divergence.

APPENDIX IT
FIRST ORDER CORRECTION DUE TO MISALIGNMENT OF THE BEAM

Since a, B, £, and { are non-zero, two kinds of corrections must be made.
First, angular corrections due to differences between & and 903 and, second,
solid angle corrections due to differences between L and Lo° The former mask
the latter on the sides of maxima in the angular distributions. The latter
show up at the maxima where angular corrections have no effect. In what
follows, expressions for these two corrections have been written down to first

order in a, B, £/L, and (/L.
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IT1. Angular Corrections

Neglecting the solid angle corrections, we have:

tan ¥

£ .
- + 6 +p—— + = 6
cos @ = cos QH cos Wo[l a tan . B8 ey [ sin €, cos WO
o] o) Ho 0 : o} ‘
€ (I11.1)
+ .
I sin wo]
0
and for &6 = 90 - 06
tan Wo E ) ¢
: = + B ———" + 2 gin O + == gi . 1.
86 = cot QO[a tan GH B e T sin O, cos Wo 7 sin WO] (I11.2)
0 H 0 o) o)
0
Let us rewrite (II1.2) for convenience as
8 = C a + C + C + C, | . II1.
o gP + Cgb + Cib (111.3)

Note the symmetries in the coefficients C.

Table I71.1l. Symmetry

Symmetry in Ca CB Cg “Cg
WO even odd even odd
QH cdd even odd even
0

We indicate top, bottom, east and west counter orientations by T, B, E and W,
respcctively, and measure £ pdsitively east and € positively up. Taking note

of the symmetry relations in Table IIl.l, we have

80y = Colt + CgB cgé/LO +'c§§/LO (II1.k4a)
B0y = O = Cgf * Céé/Lo - cgg/LO (II1.%b)
B0y = = O * Cgf - cég/LO + cgg/LO (II11.k%c)
ée = - O - Cgb - cgg/Lo - CCC/LO . (II1.k%4)

BW
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We define a "top bottom" angular difference ATB and an "east west" angular

difference A

EW
A =L (86 - 80 ) =% (86 - 86, ) (II1.52)
8 = 2 ‘1R BE' ~ 2 Ty BW
A =L (86 -850 ) =2 (86, -86_) . (I11.5b)
Ew ~ 2 \°"rE ™ T 2 \°“gE BW

We have three relationships among these quantities

80 * 80py + B0, + 8O, =0 (I11.6)
Bpp = Cgf * CCC/LO (I12.7)
Dps = C 00+ cgg/LO . (I11.8)

II2. Solid Angle Corrections

The first order correction to L is

= i 6 i °
dL E/LO sin cos Wo)+ C/LO sin WO (112.1)

bl
o}

which yields to first order the solid angle correction
= in 6 + i . .
B3 = 2 §/LO sin Ho cos WO 2 C/LO sin WO (112.2)

Following the nomenclature of Sec. IIL,

80 = 2 E/LO sin QHO cos V_ + 2 Q/Lo sin ¥ (I12.32a)
S g/LO sin GHO cos ¥_ + 2 g/LO sin ¥_ (112.3b)
SQBE =2 E/LO sin QHO cos Wo -2 Q/LO sin WO (112.3c)
8, = 2 g/LO sin 6, cos ¥_ - 2 g/LO sin ¥ . (112.34)

o}
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II3. Determination of Beam Misalignment Parameters

The three relations (II1.6), (II1.7), and (II1.8) establish the basis for
determining the beam misalignment parameters @, B, &, and €. Table'II3,i and
Figs. II13.1, II3.2, and II3.3 list the measurements and show the graphical
determination of.these parameters. Table II3.2 summarizes the numerical values
obtained for the parameters.

it was neceséary to show that the zeros of both scales, OTop and. OBot lie
in the same meridian plane. Measurements A and B in Table II3.1l were made for
this purpose. Measurement B utilizes Eq. (I11.6). Figure II3.1 shows the
results obtained from measurement A and from measurement B. There are four
points labeled B since two angles and two states (the ground state and the
first-excited state) were measured.

As described in Sec. C, the beam collimator system shifted position part
way through the experiment. Consequently, the beam misalignment parameters
had to be measured before and after the shift. It was found that there had
been no vertical shift and that there had been a horizontal shift. Measure-
ment C in congjunction with Eq. (II1.7) made it possible to determine a point
in the (B, Q/LO) space. Measurement B determined the locus of points allowed,
a straight line, and measurement D and E determine a line of constant C/LO in
this space.

The horizontal parameter space (a, E/LO) is shown in Fig. II3.3. Measure-~
ments F and B determine the locus of points allowed, a straight line; and
measurements D and E determined lines of constant &/LO before and after the

shift.
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Table 1I3.1. Summary of Measurements Made to Determine
Beam Misalignment Parameters
Measurement Description

A

Elastic scattering from a thin Au folil at angles
near the zeros of the top and bottom scales.

Elastic and inelastic scattering from the 1.k45-
MeV state of Ni58 with the counters in the
oriegtation TE, TW, BE, and BW at 6 = 150 and
30.57, .

Elastic scattering from Ni58 and F658 (data
taking runs) in the orientation TE, BE and
exceptionally TW, BW (last runs).

Ozalid paper burn at the target position before
the shift.

0zalid paper burn at the target position after
the shift.

Elastic.scattering from N158 with the Sounters
in the orientations TE, TW at 6 = 13.4  Dbefore
the shift.

Table II3.2. Summary of Resgults Obtained for Beam Misalignment Parameters

Parameter

(units Before Shift After Shift

10 radians)
B -4+ - b+
Q/EO - 1.5+ 1 - 1.5+ 1
a -2+1 + 2.5 + 0.8
£/L -2+ 1 + 1.1 + 0.5

o)
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II4. Errors in Determination of Beam Misalignment Parameters

Uncertainties arise in the determination of the beam misalignment param-
eters which must be accounted for in order to estimate the systematic uncer-
tainty for all angular measurements. IF &, 48, Ag/LO, and AC/LO are the
uncertainties in the beam misalignment parameters, the systematic angular

uncertainty is Cdéa + C.AB + CgAé/LO + Cgﬁg/LOs Since the errors are inde-

p
i i A+ AR + VAN + A
pendent, the systematic error is Xaca o ABCB B NECE E/LO AQCC C/LO
where the four independent lambda parameters may vary between O and. .+ 1.
Figure IIk.1l shows the functions f, = CiAi (where 1 = o, B, E/LO, or Q/LO)
and their sum for the case of maximum systematic uncertainties. The absolute

values of fi depend in a complicated fashion on a number of uncertainties in

the measurement and are not discussed exhaustively here.

II5. Angular Corrections Due to Fluctuations in Beam Direction

When the monitors were located at & 150, where the elastic cross section
Qhangés rapidly with angle, the ratio of the monitor counting rates (mon L)/(mon R)
cén be used to determine fluctuation SAEw(lSO) in AEW at 150 from run to run.

Further, since CE = Ca cos 90 at small angles, the relation
0 o} -
= + .
AL (157) = ¢ (157)8fa + ¢/L ) (115.1)

holds, and further the angular correction to the movable counter setting 8A0 is

S B (157) : (115.2)
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The monitors were not useful in the same way at the other settings (2795;
and H350 since these angles are near maxima in the elastic differential cross

SeCtiOl’lo The I‘elabion
9

810 = (8a + 88/L_) (115.3)

€ e O
tan 6
o)

derived from-Eq. (I11.2) was useful in determining the uncertainty in the
angular correction. The uncertainties in & and &/LO due to fluctuations in

the beam direction are denoted by & and SE/LO, respectively, in Eq. (II5.3).

APPENDIX IIIX

THE ANGULAR RESOLUTION FUNCTION FOR THE COUNTERS

III1l. The Definition of the Angular Resolution Function

The counter collimator size and the beam spot size contribute about equally
to the angular resolution function. The beam has a finite angular divergence.

We define the angular resolution function N(6,6') such that

Enﬂ = 1(8,6') a8 (TI11.1)

where n(6) is the number of particles detected at 9 by the detector and
dn(6,0') is the number of particles arriving at the detector between €' and

6' + @8'. From Eq. (III1l.1) it is obvious that

t

v max ’
J[ N(8,8') a6' = 1 . (I111.2)
97

min
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IIT2. Angular Resolution Function for the Counter Collimator

The angular spreads due to a (a is parallel to the equatorial plane) and

b are
ALY = b/LO (I112.1a)

A6 = ] 1
o a/LO cos ¥ (1112.10)

By combining Egs. (III2.1) and (IIl.1l) we obtain the resulting angular spread

in 6,
sin QH cos wo sin WO cos GH

A6 = O A0+ OA ] ,
c sin 6 e H Sin 0 VY (1112.2)

Iines of constant € in the counter collimator are parallel, straight lines of

slope (- tan QH /éot WOX Depending on the sign of @/éa— tan GH /cot Wg, different
o} o

configurations arise. The angular resolution function NC(Q,G“) is represented

by a trapezoid centered at 6 with bases W+ S and W - S where the trapezoid

parameters W and S are:

i 6
/ sin ¥ _ cos HO b/LO
W = max { cin 6 (IT112.3a)
- H
0
sin 6 a/Lo
\ o]
. \
sin ¥ cos 9HO b/LO
S = min < sin 6, | ? (IT12.3Db)
0
sin @ a/Lo
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III3. Angular Resclution Function for Beam Size and Beam Angular Divergence

An investigation similar to that described in Sec. IIIZ2 shows the éngular
resolution function dependent on the beam characteristics NB(QO,G') is repre-

sented by a trapezoid centered at 6 with bases W + S and W - S where

ABC sin \|fo \
o= —
(8gp - cos 8 ) g
;O 0 >
W = max < VAN 3 sin 6 cos ¥
(A Qf + B cos 9 ) HO o]
B L o) sin ©
\ o 0
JANR ¢ sin V¥ \
B ‘ o) .
(ABB T cos 90) sin 6
o) o
S = min ABE sin GHO cos wo >
+
(ABa LO cos 90) sin 90

IIIL. Convolution of Beam and Collimator Angular Resolution Functions

<
To account for both collimator size and beam size and angular divergence,

we must perform the integration
e .
max ¢
e ,0") = 6 ,6 e,0! g . T,
(e _,e') A NL(6,0)n.(6,6") d (T7T4.1)
min

Since NB and N, are trapezoids, N is a curve composed of arcs of parabolas and

C
of straight lines. This may be approximated to sufficient accuracy by a trapezoid

whose upper (smaller) base is
- + L,
(SB SC) (I1Ik.2)

unless this quantity is negative. If negative, the upper base is zero. The

lower base is

Wo * W, Syt S (IT1L.3)

B C C
A width W is defined by a rectangle having the same area and height to complete

the specification of N(QO,G')u One can show
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-1
N,(6_56) N, (6_,6) dGJ . (IIIL. k)

0/

-5
These three quantities have been summarized in Fig. IIIL.1, and simplified
shapes for the angular resolution functions are also shown.
For the runs where the target has been rotated (6 > 600) a correction has
been added to W corresponding to an increase in the width of the angular resolu-
fion function of ABE/LO tan @ sin 90 where W is the angle the plane of the

target surface makes with the target plane.



APPENDIX IV
CORRECTIONS AND UNCERTAINTIES
In this appendix all corrections and uncertainties greater than O.l% are tabulated.

IVl. Absolute Cross Sections: Uncertainties

Quantity Origin of Uncertainty Magnitude of Uncertainty
Collimator areas Measurement uncertainty +0.5%
Target~-collimator distance a) collimator thickness *0.25% | £0.29%
b) measurement uncertainty £0.05% el
Absolute counter efficiency Assumed to be 100% Two counters equally efficient
within * 0.4%
. . . .58 58
Target thickness a) uncertainty in area of sample Ni Fe
b) uncertainty in weight of sample £19% 1%
¢c) inhomogeneity of target *0.17%) *2.24% £0.17% ) *2.70%
£2% S t2.5%
Beam current Reproducibility of calibrations iO.3%
8 8
Others Statistics, analysis, fit Ni” *£0.46% e’ *0.47%

_ag_

#SOTT-T80N



IV2. Absolute Cross Sections:

Corrections and Uncertainties in Them

Correction Magnitude Uncertainty
8
Weight of contaminants in target Nig8: 0.36% £0.05%
' Fe” : 1.05% £0.06%
Correctlogs tg solid angle due to O.ll% +0.14%
beam migalignment
. . —\)
Discrepancy between internal and external 1% £1.3%
Faraday cups
8
Total uncertainty in absolute cross sections Ni§8: i2.7%
Fe’ : %3.1%

V3. Relative Cross Sections: Uncertainties

n
5
Uncertainty Origin of Uncertainty Magnitude
Counter statistics Varies
Monitor statistics
Analysis uncertainty _ Peak shape Varies
Relative normalization of the Statistics, fit ~ * 0,8% for various
monitor settings normalizations
Normalization of the monitor Statistics, fit 2. 2%
for 6 > 56
cm
58 g
Possible systematic error for Conservative estimate of Ni~": 0% 0
6] R =
ecm > 56 error based on fluctuation 58 A
of the single monitor Fe” : *1.7% 5
counter relative to the 22

Faraday cup




IVk. Relative Cross Sections: Corrections and Uncertainties in Them
Correction Magnitude Uncertainty
Relative normalization of the two movable
counters:
solid angle ratio 3.95% £0.3%
second order corrections to 0.10% £0.07%

solid angle ratio
relative efficiencies of the
two counters

Pulse-height analyzer nonlinearity

Subtraction of light contaminants

Nickel gs 15° < 6 < 20°
Nickel fe 15° < 6., < 23:5%
Iron gs 1% <6 < 20°
cm o
Iron fe 6 <20
cm

Subtraction of heavy contaminants

Assumed equal

0 - 3% (gs)
0 - 5% (fe)
< 1.5%

< 24%

< 3.5%

< 14%

Ni58 gs 1%

fe 0.5%

Fe gs and fe 1%

Verified within *0.4%

0 - 2%

_.r_{g..

+10% of correction

£40% of correction

09
1%

19

#SOTT-TH0N



IV5. Angular Corrections and Uncertainties

Quantity Origin of Correction or Correction Uncertainty
Uncertainty
Absolute angle Beam misalignment = 0.2° s 0.2°
(see Appendix II,
Fig. IIkL.1)
Angular acceptance Finite geometry;o angular not unfolded
acceptance =~ 0.5 (see
Appendix III, Fig. III4.1)
Relative angles Uncertainty in scale angle none 0 to iO-OSO
due to television (£0.05°)
Horizontal fluctuations of
beam 5 o o
ecm <15 0 to 0.08 0 to *0.02
6 >15° not made +0.08°
cm
Vertical fluctuations of believed
beam : negligible

_gg_

#SOTT-THON
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Table D3.1l. Definitions of quantities in the peak-height analysis method.

Quantity Definition

ng Height of ground-state maximum

e Height of first-excited state maximum

Ang Contribution of first-excited state at position of
ground state maximum

Anf Contribution of ground state at position of first-
excited state maximum

m Number of counts in a channel four channels below the
first-excited state maximum

mg and M Contributions to m of the ground state and first-
excited state tails, respectively

SO Number of counts recorded at energies higher than
that corresponding to m, excluding m

ASg and ASf Number of counts excluded from the ground-state and

first-excited state peaks by this process
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Table El.1. ' | .
The differential cross sections in the:center-of-mass system for elastic scat-
tering and excitation of the firét:excited 2+ state in Fe58 and Ni58 by 64.3 MeV
a-particles. ecm is the center-of-mass scattering angle in degrees; Aecm is |

is the differ-

. ~ ' do
. . . 6 . . .
the relative uncertainty in €  in units of 0.0l degree; <aﬁ)cm

do :
ential cross section in millibarns per steradian; A(Eﬁa/?%%) is the relative

g v
uncertainty in %5 given as a percentage. The absolute cross sections are

58 58

uncertain to * 2-7% for Ni and & 3.1% for Fe The angles are subject fo a
systematic uncertainty (discussed in the text) due to possible misalignments
of the beam. The data have not been corrected for angular resolution effects

or for the isotopic composition of the targets.

Iron-58 Q=0 Iron-58 Q =~ 0.8 MeV
A(QE (EE
ecm Aecm <-§% cm (g ecm AQ(Zm (%) cm (%)
an an
10.36 0 3635 1.2 10.38 0 80.4 h.2
10.97 L 2986 1.2 10.98 i - 37.0 5.7
11.02 0 2919 1.2 11.03 0 40.6 7.8
11.51 L 2729 1.2 11.53 L 27.2 8.2
11.60 L 2763 1.2 11.61 L 26.5 8
12.10 L 2695 1.2 12.12 L 11.5 12
12.17 L 2649 1.2 12.18 4 14.8 20
12.69 b 27k 1.2 12.70 L 8.8 26
12.69 6 2502 1.0 12.7O 6 1.8 100
13.22 6 2271 1.0 13.24 6 1.7 50
13.22 6 2227 1.0 13.23 6 1.8 54
13.71 "6 1967 1.0 13.72 6 8.7 25
13.71 6 1949 1.0 13.72 6 1.8 50
14.26 6 1546 1.0 14.28 6 11.6 15
C14.29 6 1476 1.0 1h.31 6 13.2 13
14.82 6 1144 1.1 14.83 6 24.5 5.6
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Table E1.1 (cont'd)
Iron-58 Q =0 Iron-58 Q =- 0.8 Mev
do A(%) do A(g—;)
8cm Aecm (E(_Z cm do ecm Aecm (aﬁ) cm do
(55 (55
14.92 6 o717 0.7 14.9h 6 23.2 12
15.42 6 778 1.1 15.43 6 26.8 7.6
15.46 8 770 1.0 15.49 8 27.1 9.8
15.93 8 463 1.h 15.94 8 34.2 7.9
16.0kL 8 394.0 1.9 16.06 8 36.2 9.5
16.49 8 254.1 2.0 16.50 8 37.-6 6.0
16.52 8 262.6 2.0 16.53 8 38.6 5.6
16.95 8 156.7 2.1 16.97 8 35.7 .7
17.05 8 127.6 2.0 17.06 8 36.2 3.4
17.45 8 8.9 2.2 1747 8 30.3 5.7
17.56 8 8.1 1.7 17.58 8 33.0 2.9
17.56 8 87.2 2.3 1759 8 33.3 3.7
17.97 8 89.7 1.7 17.98 8 27.2 3.6
18.00 8 89.5 2.3 18.02 8 28.0 5.1
18.08 8 87.5 2.6 18.09 8 26.2 5.1
18.47 8 120.5 1.2 18.48 8 18.3 o)
18.63 8 140.4 1.8 18.64 8 15.7 7.3
18.99 8 156.6 1.1 19.0L 8 12.3 7.4
19.13 8 168.4 1.1 19.15 8 10.6 6.4
19.13 8 169.1 0.9 19.15 8 10.8 6.2
19.47 8 200.1 1.1 19.49 8 6.4 10
19.66 8 216:7 1.1 19.68 8 3.53 10
19.78 19 209.2 2.5 19.79 19 h.1 19.
20.01 8 232.0 0.8 20.02 8 2,09 22
20.20 8 . 235.8 1.0 20.22 8 1.33 30
20.32 19 237 2.6 20.33 15 0.82 13
20.56 8 233.k 1.0 20.58 8 0.9k 15
20.57 8 233.7 0.6 20.59 8 1.08 20
20.7h 8 233.9 1.1 20.75 8 0.78 33
- 20.85 19 238 2.7 20.87 19 0.87 13
21.10 8 224 .9 ‘1.0 21.12 8 1.35 13
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Table E1.1 (cont'd)

D N W ON W ®®O MW - ® e U0 WV WwEFE oo N

Iron-58 Q=0 Iron-58 Q =~ 0.8 MevV
) do dao
6 26 49y e 6 26 (49 g
cm cm dQ’ cm (iq cm cm dQ‘ om (51_(1
aQ an
21.34 8 211.2 0.6 | 21.35 8 1.54 18
21.63 8 195.5 0.7 21.65 8 2.72 15
21.87 8 181.2 0.8 21.88 8 3.42 14
22.18 8 158.5 0.8 22,20 8 6.37 7.
22,41 8 138.2 0.8 22.43 8 6.78 7
22.77 8 118.4 0.9 22.79 8 8.91 6.
22.90 8 106.4 1.0 22.91 8 10.66 5,
23.20 8 76.9 1.3 23,22 8 12.16 L.
23.51 12 65.4 1.3 23.53 12 14.5 L,
23.78 8 k1.6 1.5 23.80 8 14,54 3.
23.80 13 4o, 0ok4 1.1 23.82 13 14.37 2
23.80 13 L7.45 1.1 23.82 13 14.63 2.
23.80 13 h7.52 1.1 23.82 13 1h4.54 2.
24.09 13 31.55 1.5 24,11 13 16.25 2.
2h .36 13 21.78 1.7 24.38 13 16.07 1.
o4.53 8 12.23 3.1 - 24.55 8 16.43 o.
2L.55 8 13.13 2.3 2L.57 8 16.17 2,
2k.55 13 14.30 2.0 2k.57 13 16.40 1.
2Lh.55 13 14.15. 2.0 2h.57 13 16.24 1
24 .83 13 8.87 2.8 24 .85 13 16.20 L,
25.13 13 401 3.k 25.15 13 15.77 1.
25.41 13 1.80 4.8 25.43 13 15.19 2.
25.61 13 2.09 4.5 25.63 13 14.28 3.
25.89 13 3.77 3.4 25.91 13 13.05 2.
26.21 1k 7-33 3.3 26.23 14 11.25 2
26.46 14 13.42 1.6 | 26.48 14 9.12 2,
26.68 14 15.59 1.7 26.70 14 8.55 2.
26.94 14 22.47 1.4 26.96 14 6.52 3.
27.28 14 27.35 0.7 27.30 14 5.27 2.
27.54 1k 31.1 3.5 27.55 14 L.3h I,
27.77 14 35.46 1.1 27.80 1k 3.4k 2.
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Table EL.1 (cont'd)
Tron-58 Q=0 Iron-58 Q = - 0.8 Mev

6 £O 49, 20 6 e 4o (g

cm cm (ok9} om (gg) cm cm an om (g_g_)

an an
28.02 14 39.31 1.1 28.04 14 2.37 3.0
28.02 14 39.05 1.2 28.0k 14 2,42 3.6
28.28 34 ho.2 1.2 28.29 34 1.51 5.4
28.35 14 41.87 1.1 28.38 1k 1.426 3.6
28.36 1h hi1.21 1.1 28.38 14 1.81 7.0
28.60 14 43.38 1.1 28.62 14 1.288 3.6
28.77 34 43.5 2.3 - 28.79 34 1.02 8.2

29.09 14 43.37 1.2 29.11 1h 0.81 10

29.3L 14 Lh2.66 1.2 29.36 14 1.06 10
30.17 14 33.88 1.1 30.19 14 2.55 3.5
30. 4k 14 31.17 1.1 30.46 14 2.90 2.8
31.24 14 19.71 - 1.3 31.26 1k 4.73 3.6
31.53 14 16.07 1.5 31.55 1k 5.18 C 3.4
30.2k 14 8.15 1.k 32.26 © 1l 6.08 ol
32.62 14 5.13 2.8 32.65 1L 6.40 2.6
33.33 1k 1.70 4.8 33.36 14 6.06 3.0
33.63 1h 1.312 el 33.66 14 5.59 3.3
344k 1h 2.09 3.7 347 14 h.52 3.0
.72 1k 3.09 2.8 3Lh.75 1k 3.90 3.0
35. 4k 14 5.57 2.1 35.47 14 2.48 3.7
35.7h 1h 6.55 1.9 35.76 1h 2.01 4.8
36.22 34 8.30 2.0 36.23 34 1.26 7.2
36.37 3L | 8.51 2.7 36.40 3k 1.32 9.3
36.53 14 8.92 1.0 36.55 14 1.22 5.7
36.85 14 9.32 1.3 36.88 14 1.02 6.8
37.22 34 9.74 1.0 37.24 34 0.772 5.4
37.53 1h 9.70 1.9 37.55 14 0.724 5.0
37.54 1k 9.59 1.4 37.56 1k 0.838 6.2
37.86 14 9.36 1.k 37.88 14 0.778 5.6
37.95 14 9.32 1.7 37.98 1k 0.886 3.0
38.6L 1h 7.90 1.6 38.66 1h 1.239 h.3
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UCRL-11054

Irdn—58 Q =0 Iron-58 = - O.8VMeV
o3 Y
6 Ve = 6 A6 d
cm cm om (Qg) | cm cm an om (gg
an \ an
38.65 14 8.0L 1.1 38.67 1h 1.19 6.2
38.95 1h 7.06 1.6 38.98 1h "1.438 2.1
38.97 14 7-13 1.3 38.99 1L 1.43 4.8
39.64 14 5.03 1.8 39.67 1h 1.92 3.4
39.66 14 5.33 1.6 39.69 14 1.83 3.8
40.07 14 3.86 2.1 40.10 14 2.23 2.8
40.07 14 4. 29 1.8 40.10 14 2.05 3.0
Lho.k42 34 2.87 3.6 40.45 34 2.28 3.8
40.98 34 1.84 4.0 41.00 34 2.50 3.6
k1.76 14 1.080 2.7 41.79 1L 2.37h 1.8
42.11 1k 0.995 2.7 h2.1k 14 0.282 1.8
42.88 14 1.028 3.8 42.90 1k 1.945 2.6
43.21 1k 1.274 3.4 43,24 1k 1.635 3.0
43.90 14 1.691 2.0 43.93 14 1.368 2.4
Ly, 25 13 2.054 2.3 Lh.27 13 1.095 2.9
4h .90 13 2.371 2.2 L, 93 13 0.880 4.3
U5, 06 13 2.550 2.1 45.29 13 0.7k 5.0
h5.58 13 2.61 5.0 L5.61 13 0.71 13
45.92 13 2.738 1.3 45,95 13 0.609 3.9
46.05 13 2.61 6.0 46.08 13X 0.71 16
46.38 iR 2.647 1.h 6.4 13 0.625 3.8
L46. 9k 13 2.540 2.0 46.97 13 0.680 4.6
47.40 13 2.271 2.2 47,43 13 0.758 b7
47.85 13 2.034 2.0 47.88 13 0.881 4.6
48.51 13 1.622 2.7 L8.55 ~13 1.039 3.7
48.74 13 1.31 6.0 L8.76 13 1.02 6.0
48.81 33 1.346 3.0 48.83 33 1.042 2.5
49.19 13 1.07 7.0 49,22 13 1.10 7.0
50.23 33 0.7h1 3.7 50.26 33 1.099 2.3
50.86 13 0.634 8.0 50.89 13 1.03 6.0
51.25 13 0.612 9.0 51.28 13 0.99 6.0
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Table E1.1 (cont'ad)

Iron-58 Q=0 Iron-58 Q = - 0.8 Mev
do do
6 ) (49, il 0 Y (49, g
cm cm aq om (513_) cm cm aq om _d_g)
an an
51.88 33 0.713 5.1 51.90 33 0.97 3.6
52.27 33 0.714 4.8 52.30 33 0.874 3.8
53.00 13 0.834 6.0 53.02 13 0.662 8.0
53.38 13 0.910 7.0 53.41 13 0.60L 9.0
54 .02 33 1.010 3.7 5L.05 33 0.483 6.1
5h.41 33 1.071 3.4 5443 33 0.503 6.2
55.03 13 0.986 7.0 55.06 13 0.461 12
55.42 13 1.01 8.0 55.45 13 0.434 14
56.06 13 0.952 6.0 56.08 13 0.458 10
56. 44 13 0.892 7.0 56.47 13 0. 464 12
56.96 13 0.77 21 57.00 13 0.48 19
57.67 13 0.61 21 57.70 13 0.5kh 19
58.18 13 0.519 6.0 58.21 . 13 C.497 7.
58.60 13 0.522 6.0 58.63 13 0.518 6.0
59.11 13 0.4k 16 59.13 13 0.51 15
59.72 13 0.36 19 59.75 13 0.55 11
60.12 13 0.36 16 60.15 13 0.458 14
60.7h4 13 0.329 15 60.76 13 Y0.438 12
61.14 13 0:35 19 61.17 13 0.42 15
61.85 12 0.367 15 61.87 12 0.36 15
62.25 13 0.327 15 62.28 13 0.33 18
62.86 12 0.34 18 62.89 12 0.287 16
63.27 13 0.330 15 63.29 13 0.302 16
63.27 12 0.33 19 63.29 12 0.29 21
63.87 12 0.37 17 63.90 12 0.26 26
6h4.23 12 0.358 8.0 6L.26 12 0.229 9.
64.63 12 0.367 8.0 6h.66 12 0.246 10
65.24 12 0.316 8.0 65.27 12 0.231 9.
65 .64 12 0.291 10 65.68 12 0.258 11
66.76 12 0.250 10 66.79 12 0.247 11
67.77 12 0.232 11 67.80 12 0.209 11
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Iron-58 Q=0 Iron-58 Q =- 0.8 Mev
6 26 (&2) () 6 26 (& ff%%l
cm cm daQ om (%%) cm cm daq om (%’ﬁ)
68.88 12 0.150 11 68.91 12 0.241 9.0
69.79 12 0.159 12 69.82 12 0.191 12
70.90 12 0.120 13 70.93 12 0.177 10
71.80 12 0.123 1k 71.83 12 10.153 12
73.01 12 0.107 15 73.04 12 0.147 13
73.92 11 0.105 15 73.96 11 0.125 13
75.01 12 0.110 13 75.04 12 0.102 12
75.954 11 0.092 15 75.97 11 0.097 14
77.02 12 0.078 20 77.05 12 0.087 16
77.94 11 0.053 26 77.97 11 0.093 2L
79.13 11 0. 047 30 79.16 11 0.093 2L
80.0k4 11 0.0k41 30 80.08 11 0.083 2L
81.12 11 0.0k 30 81.16 11 0.067 26
Nickel-58 Q=0 Nickel-58 = - 1.45 MgV
N N
o, @ TE e s, @ T
10.36 0 4882 0.7 10.38 0 L6.9 12
10.97 L 3710 0.7 10.99 L 22.8 13
11.02 0 3664 0.7 11.0L 0 29. 4 13
11.50 L 3261 0.7 S 11.52 L 16.1 16
11.61 L 3275 0.7 11.63 L 16.2 13
12.11 L 3118 0.7 12.13 L 8.0 21
12.17 by 3076 0.7 12.18 L 6.0 35
12.68 L 2881 1.0 12.70 L 3.2 25
12.69 6 2899 1.0 12.71 6 4.9 115
12.97 6 2770 0.6 12.99 6 3.9 78
13.23 6 2641 0.6 13.25 6 2.9 45
13.23 6 2642 0.7 13.24 6 7.0 59
13.72 6 2363 0.6 13.75 6 3.7 32
13.74 6 2331 0.6 13.76 6 3.8 78
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Table E1.1 (cont'd)

Nickel-58 Q=0 Nickel-58 Q= - 1.45 Mev
e N
Gcm AeCm (g—g) om (gif_z) e.cm AeCI‘rl (g—;) cm (g_g_
an ao
14.25 6 1940 0.8 1h.27 6 7.4 18
14.30 6 1849 0.6 14.32 6 8.4 16
14.55 6 1685 0.7 14.57 6 13.5 11
14.82 6 1401 0.8 14.84 6 15.3 10.6
14.90 6 1310 1.0 1h.92 6 19.9 6.1
14,92 6 1280 0.7 1h.oh 6 21.5 7.5
15.38 6 1056 0.7 15.40 6 20.8 6.4
15.41 6 1040 1.0 15.42 6 22.0 6.4
15.46 8 1057 0.7 15.48 8 22.6 {6.0
15.93 8 665 0.9 15.95 8 26.3 6.0
16.00 8 589.2 0.9 16.02 8 28.1 5.3
16.49 8 394.8 1.0 16.50 8 30.1 5.2
16.52 8 408.6 1.1 16.54 8 27.8 5.5
16.94 8 250.8 1.2 16.96 8 32.1 L.5
17.05 8 205.6 0.9 17.07 8 28.3 3.2
17.44 8 126.0 1.3 17.46 8 26,0 3.8
17.57 8 132.8 1.0 17.59 8 . 26.2 3.0
17.96 8 103.2 1.5 17.98 8 21.8 k.1
18.01 8 108.5 1.2 18.03 8 22.1 3.3
18.07 8 102.7 1.3 18.08 8 21.4 b1
18.48 8 118.9 1.0 18.50 8 16.0 3.9
18.59 8 126.8 1.3 18.61 8 144 5.3
18.64 8 136.1 1.2 18.66 8 14.83 3.8
18.99 8 155.9 0.8 19.01 8 10.92 b7
19.1k4 8 163.3 0.9 19.16 8 10.63 h.9
19.47 8 202.9 0.8 19.49 8 6.10 5.7
19.68 8 223.7 1.0 19.70 8 4.35 10
19.80 19 225.2 2.1 19.81 19 5.30 8
19.99 8 239.3 0.6 20.01 8 3.75 13
20.20 8 252.5 1.0 20.22 8 1.69 12
20.33 19 2h9. L 2.0 20.35 19 1.54 15




-67-

Table E1.1 (cont'd)

UCRL~1105k

25,41

Nickel-58 Q=0 - Nickel-58 Q= - 1.45 MeV
A(E A(E
ecm Aecm g_g)cm (gg) ecm Aecm (% om (gg_)
an’ |- ao
20.53 19 257 2.0 20.54 19 0.83 26
20.53 19 269 2,1 20.54 19 1.56 25
20.53 19 259 2.1 20.5k4 19 1.41 19
20.57 8 255.5 0.6 20.59 8 1.03 1h
20.72 8 261.3 0.6 20.74 8 1.27 10
20.77 12 260.6 0.6 20.79 12 1.00 16
20.77 12 261.1 0.6 20.79 12 0.96 16
20.77 12 257.5 0.6 20.79 12 1.0k 14
20.87 19 266 2.1 20.89 19 0.76 12
21.11 8 253.8 0.9 21.1h 8 0.81 20
21;3u 8 2h6.7 0.6 21.36 8 1.18 12
21.59 8 230.0 0.8 21.61 8 1.06 17
21.86 8 217.5 0.8 21.88 8 2,45 13
22.18 8 201.3 0.8 22,20 8 3.29 10
22.37 8 175.7 0.9 22.40 8 4.88 7.2
22.46 12 184.7 0.7 22.48 12 b3 b7
- 22.46 12 185.5 ! 0.7 22.48 12 k.39 4.8
22.46 12 183.4 0.6 22.48 12. 4.88 3.3
22.77 8 153.6 0.8 22.79 8 6.17 5.4
22.90 8 139.9 0.9 22.92 8 6.79 6.0
23.20 8 112.9 1.1 23.22 8 8.20 6.2
23.51 13 96.6 0.6 23.53 13 9.67 3.4
23.80 12 71.54 0.7 23.82 12 10.36 2.5
23.80 12 72.06 0.7 23.82 12 10.70 2.6
2L.09 13 51.98 1.0 2k, 11 13 11.8L 2.2
2Lh.36 13 38.24 0.9 2k .39 - 13 11.24 2.3
24,55 13 - 26.89 1.3 24,58 .13 12.08 2.2
- 24,55 13 27.27 1.3 2Lk.58 13 11.83 2.3
24.83 13 18.84 1.8 2L .86 13 12.49 2.3
25.13 13 9.89 2.5 £5.16 13 12.34 2.2
13 4.00 I 25.43 13 11.91 3.2
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Table E1.1 (cont'd)

Nickel-58 Q=0 Nickel-58 Q= - 1.45 Mev
a(X) a(E2)

ecm Aecm (g—g) om (g) ecm _Aecm (3_?2) om : (g_g)

an aq
25.61 13 2.36 k.9 25.64 13 11.47 3.6
25.89 13 1.748 2.6 25.91 13 10.63 1.6
25.89 13 1.747 3.4 25,91 13 10.36 2.8
25.89 13 1.799 3.5 25.91 13 11.07 3.0
25.89 13 1.808 3.3 25.91 13 10.71 2.0
25.89 13 2.091 2.2 25.91 13 10.36 1.7
25.89 13 1.926 2.1 25.91 13 10.45 1.3
25.89 13 1.96 3.5 25.91 13 10.62 2.9
25.89 13 2.08 3.6 25.91 13 10.88 3.0
25.89 13 2.03 k.o 25.31 013 10.62 3.6
26.21 14 4. 09 3.3 26.23 14 9.60 2.7
26.46 14 9.03 2.3 26.49 1h 8.10 2.3
26.68 1k 10.55 1.8 26.71 14 7.-71 2.1
26.68 14 10.56 2.7 26.71 14 7.66 3.2
26.68 14 10.35 2.7 26.71 14 8.03 3.0
26.68 1k 10.92 2.3 26.71 1L 7.543 2.8
26.68 1h . 11.19 1.9 26.71 1h 7.28 2.5
26.68 14 10.41 1.6 26.71 1k 7.53 2.1
26.68 1h 10.35 2.2 26.71 14 7.88 2.1
26.68 1k 11.1k 2.1 26.71 14 7.51 2.5
26.68 14 11.49 1.2 26.71 1k 7.51 2.2
26.94 14 18.54 1.2 26.97 14 6.06 2.5
27.28 14 2. 25 1.1 27.31 14 L.oh 2.9
27.54 14 29.69 0.8 27.56 14 .06 2.9
27.77 14 34.99 0.6 27.80 14 3.37 3.7
28.02 1k L0.25 0.8 28.05 1k 2.61 L.
28.02 14 40.73 0.6 28.05 4 2.66 h.5
28.28 34 Ls.ok 1.2 26.31 34 1.70 7.2
28.36 14 Ll 75 0.7 28.39 14 1.82 5.9
28.36 NI W,k 0.5 28.39 1L 2.02 5.8
28.60 14 47.85 0.5 28.63 14 1.51 T4




-69-

Table E1.1 (cont'd)

UCRL-11054

Nickel-58 Q=0 Nickel-58 Q= - 1.&5 MeV
0 A0 49, it 6 26 49, A<%%),
cm cm an’ do cm cm dqQ do
cm (55 cm (55)
28.77 34 50.7 1.2 28.80 34 1.26 11
28.77 34 50.9 1.7 28.80 34 1.20 11
29.09 14 51.14 0.9 29.11 14 0.95 10
29.15 14 50.8 1.1 29.18 1k 0.94 8
29.15 14 50.5 1.k 29.18 1L 1.10 9
29.15 1k Lho.L 1.7 29.18 1k 1.07 10
29.15 14 50.69 1.0 29.18 14 0.841 8.5
29.29 1k 50.1 1.2 29.32 1k 0.77 .0
29.29 14 51.8 1.1 29,32 14 0.92 10
29.29 14 51. 1.5 29.32 1h 0.73 12
29.29 14 49.8 1.9 ©29.32 14 0.87 8.5
29.34 14 51.28 0.6 29.37 1h 0.90 11
30.17 14 45,58 0.46 30.20 14 1.58 6.3
30. 44 14 Lo, Lk 0.k47 30.46 14 2.07 5.1
31.24 14 29.88 1.0 31.27 14 3.19 3.3
31.53 14 25.36 0.9 31.56 14 3.54 3.k
32.24 14 14.57 - 1.2 32.27 14 4.59 2.5
32.62 14 10.21 1.7 32.65 14 4,87 2.6
33.33 14 3.73 2.6 33.36 14 5.07 2.k
33.63 14 2.21 3.6 33.66 14 4 .87 2.3
344 1k 1.484 h.2 3447 1k 4.03 2.6
34.72 14 2.0k 3.3 3Lh.75 14 3.7h 2.2
35.4k 1h .77 2.0 35.47 1k 2.69 2.8
35.7h 14 6.10 1.8 35.77 1k 2.34 3.2
36.22 34 8.92 2.6 36.25 34 1.75 3.2
36.53 14 9.66 0.9 36.56 14 1.37 h,1
36.85 14 10.42 0.9 36.88 14 1.20 4.6
37.23 34 11.69 1.6 37.26 34 0.81 8.0
37.53 14 11.95 1.5 37.56 14 0.856 5.1
37.53 14 11.86 2.0 37.56 14 0.875 b5
37.54 14 11:90 0.9 37.57 1k 0.838 5.5
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Table El.1 (cont'd)

Nickel-58 Q=0 Nickel-58 Q= - 1.45 MeV
6 ro - (X i 0 A9 (L 2lgg)
cm cm dQ om (%% cm cm dQ om ((_;_%)
37.85 1h 12.12 1.9 37.88 14 0.846 4.5
37.86 14 12.13 0.9 37.89 14 0.817 6.4
37.95 1k 12.10 1.1 37.98 14 0.786 5.8
38.64 1k 11.36 1.2 38.67 14 0.927 5.7
38.65 14 11.36 0.9 38.68 1L 0.927 5.0
38.95 1h 10.46 1.2 38.99 14 1.10 5.4
38.96 1k 10.53 0.9 39.00 1k 1.20 4.8
39.64 14 8.28 1.3 39.67 14 1.51 .o
39.66 1k 8.47 1.2 39.69 14 1.400 3.8
4o.o07 1k 6.62 1.4 4o.11 14 1.774 3.k
4o.07 - 14 7.18 1.5 40.11 14 1.667 3.8
40.75 1h 4.89 2.1 40.78 14 1.92 3.7
41.30 1h 3.04 2.7 41.33 14 2.2k 3.2
h1.76 14 1.958 2.0 41.90 14 2.233 1.9
42,11 14 1.521 1.9 ho.1k 14 2.187 1.6
42.88 14 0.963 4.9 ho,92 14 1.96 3.1
k3,21 14 0.984 Lok 43,25 14 1.857 3.5
43.90 14 1.4h0k4 2.3 43.94 14 1.529 2.1
Ll 25 13 1.786 2.0 L, 28 13 1.315. 2.l
Lh.90 13 2.249 2.4 L4k, 93 13 1.008 3.8
45,26 13 2.56 2.1 45,29 13 0.949 3.8
45.92 13 2.907 1.3 45,96 13 0.736 3.6
46.38 13 3.188 1.3 hg, o 13 0.615 3.8
46.94 13 3.169 1.8 46.98 13 0.595 5.5
47.4%0 13 3.030 1.7 L7 4k 13 0.612 5.3
47.85 13 2.92 2.3 47.89 13 0.621 6.4
48.51 13 2.23 2.7 48.55 13 0.785 5.7
48. 74 v 13 2.11 2.9 48.77 13 0.847 4.0
48.81 33 2.010 2.7 48.8L 33 0.832 .9
49.19 13 1.645 2.6 Lk9.23 13 0.972 3.1
50.23 33 1.109 3.9 50.27 33 1.013 3.9

’,
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Table E1.1 (cont'd)

UCRL-11054

Nickel-58 Q=0 Nickel-58 = - 1.45 MeV

do do

6 16 49y A 6 16 do il

cm cm om (gg) cm cm an om (gg>

an an
50.86 13 0.873 3.0 50.90 - 13 1.077 3.0
51.25 13 0.812 3.0 51.29 13 1.029 3.0
51.88 33 0.678 5.3 51.92 33 0.918 b2
52.27 33 0.769 4,5 52.30 33 0.825 4.3
53.00 13 0.943 3.2 53.04k 13 0.757 2.5
53.38 13 1.126 3.1 53.42 13 0.6k 2.7
5h.02 33 1.133 2.2 54,06 33 0.550 3.3
S5h.ha 33 1.182 3.1 54,145 33 0.532 5.2
55.03 13 1.369 2.6 55,07 13 0.481 k.o
55.4h2 13 1.451 2.8 55.46" 13 0.430 3.k
56.06 13 1.463 2.6 56.10 13 0.426 2.6
56.454 13 1.390 2.6 56.48 13 0.433 2.5
56.96 13 1.336 3.9 57.00 13 0.472 o
57.67 13 1.154 L.o 57.71 13 0.492 k.0
58.18 13 1.072 3.0 58022 13 0. 464 3.1
58.59 13 0.952 3.0 58.63 13 0.523 2.5
59.11 13 0.858 3.7 59.15 13 0.550 3.7
59.72 13 0.768 .1 59.76 13 0.526 3.8
60.12 13 0.688 3.6 60.17 13 0.518 3.7
60.74 13 0.623 3.7 60.78 13 0.523 k.5
61.14 13 0.628 3.8 61.18 13 0.507 4.6
61.85 13 0.612 4.3 61.89 13 0.463 3.9
62.25 12 0.615 3.8 62.29 12 0.Lk12 3.7
62.86 12 0.634 3.6 62.91 12 0.417 k.6
63.27 12 0.624 3.3 63.31 12 0.365 3.8
63.62 12 0.651 3.9 63.66 12 0.340 4.3
63.62 12 0.680 3.6 63.66 12 0.347 N
63.87 12 0.626 3.k 63.92 12 0.331 3.8
64.23 12 0.671 .2 6h.27 12 0.306 .1
6Lh.23 12 0.656 4.3 6h.27 12 0.337 4.3
64.63 12 0.657 3.8 64 .68 12 0.315 k.3
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Table E1.1 (cont'd)

i

UCRL-11054

Nickel-58 Q = Wickel-58 Q = - 1.45 Mev

A& N

% Y (@ T | % Y @ %

cm (55) cm (55)
65.24 12 0.645 L.7 65.28 12 0.268 4.6
65.64 12 0.658 3.7 65.69 12 0.288 5.1
66.76 12 0.592 b.3 66.80 12 0.262 k.5
67.77 12 0.494 k.o 67.81 12 0.261 5.8
68.88 © 12 0.401 .1 68.93 12 0.262 5.2
69.78 12 0.378 6.6 69.82 12 0.255 7.6
69.78 12 0.373 7.0 69.82 12 0.309 5.8
70.90 12 0.290 77 70.9L 12 0330 8.4
70.90 12 0.330 6.0 70.94 12 0.287 6.7
71.80 12 0.277 L.3 71.85 12 0.256 L.o
73.01 12 0.273 5.1 73.06 12 0.231 b1
73.92 12 0.224 .7 73.97 12 0.205 6.4
75.01 11 0.213 4.6 75.05 11 0.181 6.5
75.94 11 0.201 4.6 75.98 11 0.168 5.3
77.02 11 0.192 4.6 77-07 11 0.146 6.0
7794 11 0.151 5.7 77.98 _ 11 0.163 6.6
79.13 11 0.137 5.3 79.18 11 0.155 6.0
80.04 . 11 0.116 5.4 80.09 11 0.147 5.5
81.12 11 0.092 6.6 81.17 11 0.117 6.0




Table E1.2.

UCRL-11054

Angles ecm of the maxima and minima in the differential. cross sections measured

in degrees. The uncertainties quoted are subjective and probably overestimated

in some instances; they do not include uncertainties due to uncertainties in

the beam misalignment parameters.

Elastic Scattering

Maxima Minima
Ni58 Fe58 Ni58 Fe58
20.8 £ 0.1 20.5 £ 0.1 18.0 £ 0.1 17.75 % 0.15
29.3 % 0.1 28.9 £ 0.1 25.8 £ 0.1 25.5 * 0.1
37.9 = 0.1 37-35% 0.1 k.2 + 0.1 33.8 £ 0.2
46.8 £ 0.1 L6.0 £ 0.15 43.0 £ 0.1 he.h £ 0.2
55.7 * 0.2 5.9 £ 0.2 51.8 £ 0.2 51.5 * 0.3
64.6 £ 0.5 6h.0 £ 0.7 61.5 £ 0.5 60.5 % 0.5
Inelastic Scattering
Maxima Minima
N158 F658 Ni58 Fe58
16.7 £ 0. 16.7 £ 0.1 13.2 £ 0.2 13.2 £ 0.2
25.0 £ 0.1 2h.7 £ 0.1 21.0 * 0.1 20.7 * 0.15
33.2 * 0.15 32.8 £ 0.15 29.3 £ 0.2 29.1 * 0.15
41.6 £ 0.2 hi.4h £ 0.2 38.0 £ 0.3 37.5 £ 0.2
50.4 £ 0. 50.0 £ 0.4 h7.2 £ 0.3 46.3 £ 0.2
60.0 = 0. 58.8 £ 0.5 56.1 % 0.3 55.2 £ 0.5
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Table E2.1.

ofvthé elastic scattefing cross sections
for the two isobars, Fe58 and Ni5 K Qcm is the center-of-mass angle in degrees;
Aecm is the relative uncertainty in ecm’ measured in units of 0.0l degree, and
AR/R is the uncertainty in R given as a percentage. The angles are subject to

a systematic uncertainty (discussed in the text) due to possible misalignments

of the beam. The data have not been corrected for angular resoclution effects or
for the isotopic composition of the targets. The absolute uncertainty cn the

ratio is + 3.6%.

ecm Aecm R AR/R Qcm Aecm R AR/R
10.36 0 1.343 1.7 N 16052 8 1.556 2.8
10.97 4 1.242 1.4 16.95 8 1.584 3.0
11.02 0 1.255 1.4 17.05 8 1.611 2.7
11.51 4 1.194 1.4 17.45 8 1.476 2.7
11.60 Y 1.186 1.4 17.56 8 1.528 2.6
12.10 L 1.156 1.4 18.00 8 1.212 2.6
12.17 4 1.161 1.4 18.08 8 1.174 2.9
12.69 L 1.163 1.6 18.47 8 0.984 1.7
12.69 6 1.159 1.4 18.63 8 0.966 2.3
13.22 6 1.165 1.2 18.99 8 0.994 1.5
13.22 6 1.188 1.3 19.13 8 0.961 1.5
13.71 6 1.205 1.3 19.47 8 1.01h 1.5
13.71 6 1.207 1.3 19.66 8 1.026 1.6
1k.26 6 1.250 1.5 19.78 19 1.076 3.3
14.29 6 1.258 1.4 20.01 8 1.033 1.0
14.82 6 1.303 1.7 20.20 8 1.071 1.k
1k.92 6 1.311 1.4 20.32 19 1.052 3.3
15.42 6 1.317 1.8 20.57 8 1.093 1.2
15.46 8 1.373 1.8 20.7h 8 1.117 1.3
15.93 8 1.438 2.2 20.85 19 1.118 -

16.04 8 1.435 2.6 21.10 8 1.130 1.4
16.49 8 1.554 2.8 21.34 8 1.168 0.9
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Table E2.1 (cont'd)

UCRL-1105k4

ecm Aecl’l’l R AR/R ecm o9 cm R AR/R
21.63 8 1.164 1.1 30. L4k 14 1.362 1.3
21.87 8 1.196 1.2 31.2k4 1 1.516 1.9
22.18 8 1.270 1.3 31.53 14 1.578 2.1
22,541 8 1.251 1.4 32.24 14 1.787 2.6
e2.77 8 1.297 1.6 32.62 14 1.99 3.8
22.90 8 1.315 1.7 33.33 1h 2.19 5.8
23.20 8 1.469 2,1 33.63 14 1.68 6.1
23.51 13 1.h77 2.1 34 bl 14 0.709 6.0
23.80 12 1.519 2.1 34,72 1k 0.660 4.8
2Lk.09 13 1.648 2.6 35. 44 1k 0.856 3.3
2k .36 13 1.756 2.8 35.7h 14 0.931 2.8
2k.55 13 1.91 3.2 36.22 34 1.074 3.4
2k .83 13 2.12 b1 36.53 14 1.082 1.5
25.13 13 2.47 5.0 36.85 14 1.118 1.7
25.41 13 2.22 7.1 37.22 34 1.200 1.9
25.61 13 1.13 7.3 37.53 1h 1.232 2.4
25.89 13 0.538 5.8 37.54 1h 1.240 1.7
26.21 14 0.558 5.6 37.86 14 1.296 1.7
26.46 14 0.673 3.6 37.95 14 1.298 2.0
26.68 14 0.737 2.9 38.64 1 1.h437 2.1
26.94 1k 0.825 2.7 38.65 1h 1.419 1.5
27.28 14 0.887 2.0 38.95 1k 1.483 2.1
27.54 14 0.954 3.8 38.97 14 1.k77 1.7
27.77 14 0.987 1.5 39.64 14 1.645 2.4
28.02 1k 1.024 1.5 39.66 14 1.587 2.2
28.02 1k 1.043 1.5 40.07 1k 1.718 2.7
28.28 34 1.067 1.8 40.07 14 1,67? 2.5
28.35 1k 1.069 1.k 41.76 1k 1.81) 3.6
28.36 14 1.071 1.3 ho.11 14 1.53 3.5
28.60 14 1.103 1.2 42.88 14 0.937 6.3
28.77 3k 1.165 2.6 43,21 1h 0.772 5.6
29.09 14 1.179 1.5 43.90 1k 0.830 3.2
29.34 14 1.202 1.k L. 25 13 0.870 3.1
30.17 1h 1.345 1.3 4k .90 13 0.948 3.3
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Table E2.1 (cont'd)

UCRL-11054

ecm Aecm R AR/R ecm Aemn R AR/R
45,26 13 1.005 3.0 62.86 12 1.89 18
L5.92 13 1.062 1.5 63.27 12 1.91 19
46.38 13 1.204 1.9 63.62 12 1.73 8.8
46. 94 13 1.248 2.7 63.87 12 1.68 16
47.40 13 1.334 2.8 64.23 12 1.87 9.0
L7.85 13 1.435 3.3 64.63 12 1.79 8.9
18,51 13 1.37 3.8 65.24 12 2.0k 9.1
L48. 74 13 1.61 6.7 65.64 12 2.26 11
48.81 33 1.49 L.o 66.76 12 2.36 11
49,19 13 1.54 7.5 6777 12 2.13 12
50.23 33 1.50 5.4 68.88 12 - 2.67 12
50.86 13 1.38 8.5 €9.79 12 2.34 14
51.25 13 1.33 9.5 70.90 12 - 2. 74 4
51.88 33 0.95 7.4 71.80 12 2.26 15
52.27 33 1,08 6.6 73.01 12 2.54 16
53.00 13 1.13 6.8 73.92 12 2.13 16
53.38 13 1.24 7.6 75.01 11 1.94 14
54.02 33 1.122 4.3 75.94 11 2.18 16
S5h.41 33 1.104 h.6 77.02 11 2.4 20
55.03 13 1.39 T2 77.94 11 2.8 27
55.42 13 1.43 8.5 79.13 11 2.9 30
56.06 13 1.5k 6.5 80,04 11 2.8 30
56. 4k 13 1.56 7.5 81.12 11 2.1 31
56.96 13 1.73 21 .
57.67 13 1.90 21

58.18 13 2.06 6.7

58.60 13 1.82 6.7

59.11 13 1.94 16

59.72 13 2.13 19

60.12 13 1.91 16

60.Th 13 1.90 15

61.14 13 1.78 19 '

61.85 12 1.67 15

62.25 13 1.88 15
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Table Fl.1.

Parameters of the spherical optical potential for the "best fits" to the Ni58
and Fe58 elastic scattering cross sections. The parameters found for Ni58 at
43 MeV by Bassel et al.ll.are given for comparison.

Isobar -V (MeV) - W (Mev) a (F) b (F) R (F)

.58
Ni Ll 99 20.91 0.565 0.580 6.08
Fe?® 4122 25.53 0.628 0.585 6.09

N158 (43 MeV) h7.6 13.8 0.549 0.549 6.14
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Table F2.1.
The parameters used in the smooth cut-off fit, with other values of B for
comparisone.
. 14 i
(a) (o,') at 43 MeV™ ": smooth cut-off analysis.
() (p,p') at 10.93 MeVlO: coupled wave equation analysis.
(¢) (p,p') at 11.66 MevO; coupled wave equation analysis.

(d) Coulomb excitation (private communication in Ref. 10).

B from other experiments
Bler) L L8 C R (o) @
Ni58 1.45 Mev  22.2 0.054 0.15 0.18 - 0.225 0.19
Fe58 0.80 MevV 22.h  0.056 0.17 -- 0.246 0.240 0.25
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Fig. B1.2 Typical beam particle trajectories in the horizontal and
vertical planes. In the horizontal plane two configurations
are shown: (a) with the X collimator open and the analyzing
slit set at 0.10 in. (solid lines) and (b) with the X collimator
and the analyzing slit closed down (dashed lines). The distances
along the beam lines denoted Q,, M _, and Q, are the positions
and effective lengths of the first quacfrupole, %he bending magnet,
and the second quadrupole, respectively. The X collimator,
Y collimator, analyzing slit, and ozalid burner are described
in Sec. B1. The heavy black lines at the ozalid burner position
and chamber center position show the vertical and horizontal
profile of the beam. The intense core of the beam is smaller,
approximately 0.06 in. in diameter,
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Fig. B6.1. Schematic diagram of the detector and of the detector
assembly.
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Fig. D2.1 A Ni~~ spectrum (solid line histogram) at = 15.75°.

The contribution of the oxygen contaminant is s§8wn and the

spectrum (dashed line listogram) with oxygen subtracted off.
The first-excited state peak is shown (dotted line), and three
power law tails (solid curves).
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Fig. D2.2. An Fe58 spectrum (solid line histogram) at 6 __ = 13.71°.
- The contribution of the carbon and oxygen contamihants are
shown, and the spectrum (dashed line histogram) with contami-
nants subtracted. A power law tail (solid curve) is shown.



Number of counts

-85- UCRL.-11054

ul l | 4
10 000 | —
1000 = =
- \ ' —
100} V =
- \ .
10 = =
| u I | | l
50 60 70 80 90 100
Channel number

MUB-2158

Figb. D2.3. A Ni58 spectrum at 6 = 25.91°. Tail shapes obtained

. . cm
by an iterative procedure are shown.
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Fig. D2.4. An Fe58 spectrum at 6 = 25.91°. Tail shapes obtained
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by an iterative procedure are shown.
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Fig.D2.5. A N158 spectrum at a large angle, Gcm: 64.23".
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Fig. D2.6. An Fe58 spectrum at a large angle,
Qcm: 62.86°: the ground state of Cd (a), the first-
excited states of the Cd isotopes (Q = - 0.55 to -0.65
MeV) (b), and the Cd second-excited state peaks (c) are
shown. Also noted are the ground state (d) and first-
excited state (e) of Fe58,
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Fig. D3.1. Schematic spectrum illustrating the peak-height
method for separation of the ground state and the first-

excited state from a pulse-height spectrum. The spec-
trum is considerably distorted to display the corrections.
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Fig. D4.1. Data near the ground state maxima at a laboratory
scattering angle 6 % 35°, taken before ( [0 ) and after
( O ) moving the monitor counters from +27° to
#43.5° which was used to normalize the 27° monitor data
to the 43.5° monitor data. The line drawn through the
points illustrate the effect of the angular errors but was
not present when the fits were made.
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Fig. D4.2. Data near the ground-state maxima of Ni58 and

Fe58 at a laboratory scattering angle 6 ¥ 19.5°, used
to normalize the data taken with £15° monitor settings
to data taken with *43.5° monitor settings. The points
denoted by the symbol (+)} were taken with the monitors
at £15°; those with the symbol ( [J ) at £43.5°.
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Fig. D4.3. The relative cross-section data (=) used to obtain
the absolute cross-section normalization. The data points
denoted by ( [] ) are absolute cross-section measure-

ments.
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Fig. E1.1. The differential cross sections in the center-of-mass
system for elastic scattering and excitation of the first-
excited {2+) states in Ni58 and Fe?8.
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Fig. E1.2. The angular spacings Af and spacings in sin Gcm/Z

between consecutive maxima

and consecutive minima (é)

in the angular distributions, plotted against the angle of the
maximum or minimum nearer zero degrees,
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Fig. E1.3. The differences 0__ (Ni°%) - 8__ (Fe”%) (¢) and
6 . (N158) -6 (Fe58) (¢) between corresponding maxima

ahdtninima in At differential cross sections, plotted against
the angle of the maximum or minimum,
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Fig. EZ2.14. The ratio (do/dQ)Ni58/(d0/dQ)FeS8 for the elastic

scattering, plotted against the center-of-mass scattering
angle,
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Fig. E3.1. Ni™ = energy spectra taken at 6 = 25.91° (near maxi-

mum of the first-excited state a.ngulc(;:mlrlr'1 distribution) and
0 m - 30.17° (near a maximum of the elastic-scattering
angular distribution). To obtain the correct relative
normalization of the two spectra the latter should be
multiplied by about 1.5.
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MU-32098

= 25.91° (near a

maximum of the first-excited state acnrélular distribution
and at 9cm = 30.17° (near a maximum of the elastic-
scattering angular distribution). To obtain the correct
relative normalization of the two spectra the latter should

be multiplied by about 2.0.
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Fig. F1.1. The 'best {fit'"" (—) obtained to the N158 elastic
‘ scattering cross sections (e) with the optical potential
parameters listed in Table F1.1 and the fit (---) obtained
with V = - 43 MeV, a=b =0.58 F, R=6.1 F and
W = - 19,5 MeV. The uncertainty in the data is apart
from a few instances covered by size of spot.
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Fig. F1.2. The "best fit' ( ) obtained to the Fe58 elastic
scattering cross sections (e) with the optical potential
parameters listed in Table F1.1, and the fit (---)
obtained with V = - 43 MeV, a=b=0.58 F, R=6.1F,
and W = - 26 MeV. The uncertainty in the data is apart
from a few instances covered by the size of the spot,
except at large angles where the uncertainty is shown.
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Fig. F1.3. Optical model fits to the ratio:
(do/dQNi58gs/(do/d§2)Fe58 g (/) V = 44,99 MeV;
W = - 20.91 MeV; a = 0.56§ F; b=0.580 F; and
R = 6.1 F, for both nuclei. This curve is essentially
unchanged for any set of parameters within the limits
of the'best fits'" in Table F1.1. (---) V = - 43 MeV,;
a=b=0.58F; R=6.1 F; and W = - 19.5 MeV '
(Ni58) and - 26 MeV (Fe58). (-. -} The curve given
by the 'best fits' of Table F1.1.
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Fig. F2.1. Fits to the differential cross sections for Ni

obtained using the smooth cut-off model of Blair,
Sharp and Wilets. 14 The parameters used are

L =222, A/L = 0.054, and B = 0.15. The experi-
mental uncertainties are omitted for clarity; in the
region of the maxima they are smaller than the points:
(#) elastic scattering; (o) inelastic scattering to the
2+ first-excited state.
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Fig. F2.2. Fits to the differential cross sections for Fe58

obtained using the srpooth cut-off model of Blair,
Sharp, and Wilets. The parameters used are

L =224, A/L = 0.056, and B = 0.17. The experi-
mental uncertainties are omitted for clarity; in the
region of the maxima they are smaller than the points:
(@) elastic scattering; (o) inelastic scattering to the
2+ first-excited state.
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Fig. F2.3. The real (o) and imaginary (x) parts of (1—n£)/2
obtained from the optical model 'best fit' for
Ni58, compared with the parametrized from (—)
given by m, = {1 +exp|(£-L)/A]} -1 where
L =22.2 and A/L = 0.054.
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Fig. F2.4. The Blair criterion for the smooth cut-off radius.
The potentials for the 22nd partial wave obtained from

the optical model 'best fit'" for Fed8

add up to the energy

of the incident alpha-particle at the smooth cut-off radius.
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Fig. I12.1 a. An isometric view of the scattering geometry.

b. A projection on the meridian plane containing the
center line,

c. A projection on the equatorial plane.
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II3.1. The difference in the scale zeros 0 -0

as determined in measurements A and B_TOP BOT
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Fig. II3.2. The quantity B plotted vs. {/L . The point C is
determined from measurement C, the lines labeled B,
D, and E are determined from measurements B, D,
and E, respectively. The cross-hatched area defines
the allowed pairs of values that ¢{/L_ and f may
take on when the uncertainties in the above measure-
ments are taken into account.
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Fig. 1I13.3. The quantity a plotted vs. {/L_ before and after
the shift. The lines labeled BD, E, %nd F are deter-
mined from measurements B, D, E, and F, respectively.
The cross-hatched area defines the allowed pairs of
values that {/I. and a may take on when the uncer-
tainties in the above measurements are taken into account.
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Fig. 1I4.1. The angular error quantities fi plotted vs. the
laboratory scattering angle. The curve denoted Zfi
is the upper limit of the systematic error.
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Fig. III4.1. The trapezoid parameters W and S which determine the
angular resolution function are plotted against scattering
angle 6. The angular resolution function is a convolution
of collimator-size and beam-size resolution functions, At
the top of the graph, the settings for the X collimator and
the target orientation are noted. Characteristic shapes
of the resolution function are shown for S less than, equal
to, and greater than W,



This report was prepared as an account of Government
sponsored work. Neither the United States, nor the Com-
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A. Makes any warranty or representation, expressed or
implied, with respect to the accuracy, completeness,
or usefulness of the information contained in this
report, or that the use of any information, appa-
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