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Abstract

Modeling the biological visual system: from static and computational to active and

data-driven
by

Aiwen Xu

A more complete understanding of the biological visual system can inspire the design
of computer vision algorithms, and building accurate models constitutes an important
step to such an understanding. We utilize computational and deep learning approaches
to close the gaps in the literature on modeling the retina and the primary visual cortex
(V1), the two important components of the early visual processing pathway.

Firstly, to address the lack of a comprehensive computational model of retinal degen-
eration, we present a biophysically detailed model of the cone pathway in the retina that
simulates responses to light and electrical stimulation. Anatomical and neurophysiological
changes due to retinal degenerative diseases were systematically introduced. The model
was not only able to reproduce common findings about retinal ganglion cell (RGC) activ-
ity in the degenerated retina, but also offered testable predictions about the underlying
neuroanatomical mechanisms. These insights may further our understanding of retinal
processing and inform the design of retinal prostheses.

Secondly, to argue for more emphasis on freely moving experimental design, we propose
an analysis of the retinal input during free exploration in mice. Mice were able to employ
compensatory and gaze-shifting eye-head movements to sample the visual environment
during natural locomotion. We found that eye movements preferred features such as
edges and textures. A deep learning predictive model of gaze shifts indicated that the

upper peripheral visual field contributed most to the prediction, consistent with animal

viil



behavior such as predator detection. These results may provide implications for visual
processing beyond head-fixed preparations.

Lastly, to bridge the gap in predictive modeling tailored for neural data gathered from
freely moving experimental paradigms, we introduce a multimodal recurrent neural network
that integrates gaze-contingent visual input with behavioral and temporal dynamics to
explain V1 activity in freely moving mice. The model achieves state-of-the-art predictions
of V1 activity during free exploration. Analyzing our model using maximally activating
stimuli and saliency maps, we reveal new insights into cortical function, including the
prevalence of mixed selectivity for behavioral variables in mouse V1. Our model offers
a comprehensive deep-learning framework for exploring the computational principles

underlying V1 neurons in freely-moving animals engaged in natural behavior.
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Chapter 1

Introduction

1.1 Motivation

Artificial intelligence (AI) and neuroscience have been closely connected and their
interplay has contributed to the progress of both disciplines since the start of the computer
age [11, 21, 3] 14].

Neuroscience can benefit the development of Al through both inspiration and validation
[1]. On one hand, the brain’s computational principles uncovered by neuroscience research
offer a wealth of inspiration for novel algorithms and architectures in Al [I]. For example,
the perceptron, the precursor to modern artificial neural networks, is modeled after the
organizational principles of neurons in the brain [5]. In the same vein, modern artificial
neural networks, which are successful at vision tasks, language tasks, and beyond, closely
replicate brain-like computations [6]. They are structured with layers of neuron-like units
linked by adaptable weights with a striking similarity to the synapses in the biological
brain [2]. On the other hand, if an algorithm is found to be also implemented in the brain,
it is more plausible to conclude that it can be an integral part of general intelligence [1J.

For instance, although the transformer architecture does not seem to be directly inspired

1



Introduction Chapter 1

by the brain [7], neuroscientists have discovered similar mechanisms in the brain [, @] [10],
which can potentially lead to a better understanding of why transformers work so well
and how they might be utilized in a general intelligence system.

In the other direction, Al has also been revolutionizing neuroscience research, leading to
a better understanding of the brain. Modern deep learning methods resulting from active
research in Al have provided a more effective toolset for conducting neuroscience research,
including analyzing data on a large scale [11], 12| [13], generating experimental stimuli to
elicit precise response from neurons [14] [I5], and decoding brain activity [16] [17]. Perhaps
more importantly and more fundamentally, a comparison between trained artificial neural
networks and real neural data can often reveal new insights into visual processing in
higher visual areas of the biological brain [18] [19] 20].

Building accurate models so that the neural responses to arbitrary stimuli can be
reliably predicted constitutes an important step to a more complete understanding of the
visual system [21I]. Given the close interaction between Al and neuroscience, deep learning
models have been built to understand the different components of the visual system,
including the retina [22] 23], 24], the primary visual cortex (V1) [25] 26] 27, 28] 29], and
higher visual areas [30, 3, [18].

However, these models are limited in two ways.

e First, they are somewhat reductionist compared to the brain, which includes mul-
tiple cell types that are modulated by various neurotransmitters and linked via
feedforward, lateral and feedback connections. It is important to increase the
structural and mechanistic correspondence of Al models to the brain to advance
the understanding of the brain and in turn to encourage the development of new Al

algorithms [4].

e Second, these models are usually trained with a curated and static dataset, and

2



Introduction Chapter 1

do not consider the action of underlying agent. But vision is developed with an
active interaction with the environment [32], and other sensory modalities during
movement might affect visual processing as well [33] [34]. A comprehensive model
of visual processing integrating movement and multimodal inputs may potentially

inspire algorithms relevant to embodied Al [35] 36].

1.2 Aims and objectives

The goal of this dissertation is to use tools from computer science to address the gaps
in the literature on modeling the early visual system, including the retina and the V1.
Specifically, this dissertation introduces a large-scale, biophysically detailed model of the
retina, analyzes the retina-centric visual inputs during natural locomotion, and proposes
a multimodal recurrent neural network that integrates visual, behavioral and temporal
dynamics designed for neuroscience data collected from freely-moving animals.

Thus, the contributions of this thesis are as follows:

e To fill the gap that a realistic model of the retina is missing, we introduce a network-
level model of the retina including feed-forward and lateral connections in 3D space
with accurate biophysical modeling of the retinal ganglion cell (RGC), which is one of
the first computational models in the literature that allows simultaneous simulation of
thousands of neurons with biophysical detail. The model includes various cell types and
is able to simulate the network-level response to both light and electrical stimulation.
Then we systematically introduce anatomical and neurophysiological changes caused
by retinal degenerative diseases (e.g., reduced light sensitivity of photoreceptor, cell
death, cell migration) to the network and study their effect on network activity. We
find that ON and OFF pathways are sensitive to different network changes and thus

affected differently, which may explain why the biological visual system is more robust
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Introduction Chapter 1

than the artificial counterpart and argue for a similar two-pathway design in artificial
neural networks. In addition, simulating the degenerated retinal model with electric

stimulation may inform the design of retinal prostheses.

e To understand the transformation of visual input during natural locomotion, we
tap into a large experimental dataset collected by our collaborator Prof. Cris Niell
at the University of Oregon, to analyze the retinal input encountered during free
exploration by measuring the mouse’s visual scene and eye and head position using
head-mounted cameras and an inertial measurement unit (IMU). We train a neural
network to estimate the retinal input by gaze-correcting the worldcam video with an
affine transformation. We find that eye movements kept overall luminance and contrast
the same and increased edge density and Difference of Gaussian (DoG) entropy, which
indicates that higher-level features such as edges and textures are more important for
visual processing during natural locomotion. To discover which visual features drove
gaze-shifting eye movements, we fine-tune EfficientNet-B0 to predict the horizontal
angle of the saccadic endpoint from video frames immediately preceding a gaze shift.
Our model could account for 54.4% of the variance in saccade targeting. A saliency
map analysis of the fine-tuned model revealed that the pixels that were most predictive
of saccadic endpoints were often localized to the upper visual field, consistent with
animal behavior such as scanning for predators. These results may provide insight
into how mice use their eyes to sample the visual scene, with implications for visual

processing beyond head-fixed preparations.

e To address the problem of modeling the dynamic, continuous visual stimuli that arise
during movement in the real world, and the integration of natural visual input and
other sensory modalities over time, we introduce a multimodal recurrent neural network

that integrates gaze-contingent visual input with behavioral and temporal dynamics
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to explain V1 activity in freely moving mice. We show that the model achieves
state-of-the-art predictions of V1 activity during free exploration and demonstrate the
importance of each component in an extensive ablation study. Analyzing our model
using maximally activating stimuli and saliency maps, we reveal new insights into
cortical function, including the prevalence of mixed selectivity for behavioral variables
in mouse V1. Our model offers a comprehensive deep-learning framework for exploring
the computational principles underlying V1 neurons in freely-moving animals engaged

in natural behavior.

1.3 Organization

The remainder of this thesis is organized as follows.

Chapter [2 outlines the necessary background knowledge. It introduces the early visual
system, including the retina and V1, and reviews existing modeling approaches for these
components in the literature.

Chapter |3| summarizes our work on implementing a biophysically detailed model of the
retina. Our model simulates a total of 11,138 cells belonging to nine different cell types
(cone photoreceptors, horizontal cells, ON/OFF bipolar cells, ON/OFF amacrine cells,
and ON/OFF ganglion cells) confined to a 300 x 300 x 210 pm patch of the parafoveal
retina. Each neuron is governed by a dynamical system with realistic modeling of various
ion channels. Our model is one of the first in the literature that allows simultaneous
simulation of more than ten thousand cells with biophysical detail, which is made possible
with GPU enhanced Neuronal Networks (GeNN) backend.

Chapter [4] summarizes our work on systematically introducing anatomical and neu-
rophysiological changes caused by retinal degenerative diseases to the retinal model

introduced in Chapter [3| By studying the changes in population and single-neuron
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responses to both light and electrical stimulation, we uncover insights that may further
our understanding of retinal processing, inspire new architectures in computer vision, and
inform the design of retinal prostheses.

Chapter [5| summarizes our efforts in quantifying visual coding in freely moving
animals by using deep learning methods to correct raw video feed recorded from the
head-mounted camera for eye and head movements and to discover which visual features
drive gaze-shifting eye movements. Our analysis reveals the difference in visual input
during free locomotion due to the effects of eye and head movement, which may inform
the development of embodied Al algorithms.

Chapter [6] summarizes our work on designing a multimodal deep-learning model that
combines visual, behavioral and temporal dynamics to explain V1 neural activity collected
from freely-moving animals. Our study opens a new perspective on modeling neural
activity during natural conditions, and offers a comprehensive deep-learning framework
that is able to reveal new computational insights into cortical function in freely-moving
animals.

Chapter[7] concludes this dissertation and proposes future research directions, including

training large foundation models and moving beyond supervised learning.



Chapter 2

Background

Artificial intelligence (Al) and neuroscience have been influencing each other for decades.
Neuroscience has inspired recent deep learning models; in turn, these models could be
used to further our understanding of visual processing in the biological brain. In this
section, we briefly introduce the readers to the retina and the primary visual cortex
(V1), the two initial stages of the early visual processing pathway. The visual processing
pathway from the retina to the cortex is common to all mammals: It consists of the retina
which converts light into action potentials, and through lateral geniculate nucleus (LGN),

the information is passed to the V1 for further processing [37].

2.1 The early visual system

2.1.1 Retina

The retina is a sheet of neural tissue that lines the back of the eye. Its main function is
to transduce light into electrical signals, perform initial processing and send the information
to the cortex for further processing. Despite being only around 200 pm thick, the retina

is a very complicated neural network, both structurally and functionally |38 [39].
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Background Chapter 2

In a simplified view, the retina contains five main types of neurons, which are pho-
toreceptors, horizontal cells, bipolar cells, amacrine cells and retinal ganglion cell (RGC).
The main feed-forward pathway consists of photoreceptors, bipolar cells and RGC, while
horizontal cells and amacrine cells provide feedback and lateral processing [38]. Note
that feedback and lateral processing is an indispensable part of retinal processing. For
example, the amacrine cells receive signals from bipolar cells and other amacrine cells,
and output signals to bipolar cells, RGCs and other amacrine cells, thus playing roles in
feedback inhibition, feed-forward inhibition and lateral inhibition. A single amacrine cell
may have a subset of those functions or even all of them [38].

A more detailed view reveals an interconnected network of more than 60 distinct type
of neurons [38]. There are at least 10 distinct types of bipolar cells in the mammalian
retina. At least 30 types of amacrine cells have been identified in the mammalian retina,
and the function of most of them are still poorly understood. RGCs compose the last
layer of the retina and project to the brain, and there are 17 distinct types, each of which
covers the visual field with a regular structure [39]. Recent research suggests that visual
signals from different RGC types may remain separate in cortical processing [39].

Due to the variety of cell types and connection types, the processing of the retina is
complex and highly nonlinear, resulting in functions such as omitted stimulus response,
latency encoding, motion reversal and motion anticipation [23, 24]. Those retinal signals
provide an important foundation for downstream processing in V1 and higher visual areas.

Understanding how the neural signals in the retina change is essential for facilitating
research in neuroengineering applications such as retinal implants, which have the potential
to restore vision in individuals with visual impairment. The retinal network undergoes
complex and multistage alterations during degenerative diseases, resulting in a drastic
change in the neural signaling [40], 41]. The process of retinal degeneration starts with

photoreceptor stress that leads to outer segment truncation (Phase I) and progressive
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photoreceptor cell death (Phase II), followed by a protracted period of global cell migration
and cell death (Phase IIT). Those main changes are accompanied with the hypertrophy
of Miiller cells, the growth of abnormal neurites, and the growth and regression of

microneuromas.

2.1.2 Primary visual cortex (V1)

V1 is the first step of the cortical processing of visual information. V1 neurons can
be classified into two types depending on the structure of their receptive fields: simple
cells and complex cells [42] [43]. In the receptive field of a visual neuron, there are ON
subregions which are excited by light and inhibited by dark, and OFF subregions whose
response property is the exact opposite [44]. Simple cells have separate ON and OFF
subregions, while complex cells have superimposed ON and OFF subregions, meaning
that the same location in the receptive field could respond to light and dark.

V1 neurons exhibit various types of stimulus selectivity, including orientation selectivity
[42], spatial frequency selectivity [45], direction selectivity [46, [47], temporal frequency
selectivity [48], and color selectivity [49] 50].

V1 neuron properties may differ in different species. For example, in the mouse,
which has become an excellent model organism and is perfect for studying vision during
natural locomotion, V1 is distinctly different in the following ways [51]. Firstly, although
V1 neurons in the mouse still encode low-level visual features [52], other information
has widespread influence on V1 activity, including eye and head positions [53, 54, [55],
locomotion [34) 56] 57], arousal [58, 59], the recent history of the animal [60], and reward
[61]. Secondly, some neurons in mouse visual cortex exhibit wider tunings: they are less

selective in terms of orientation and spatial frequency [62].
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2.2 Computational models of the early visual system

2.2.1 Computational models of the retina
Modeling via direct data fitting

In the literature of modeling the retina, one approach is to directly fit a model with
the stimulus shown to the retina and the recorded activity from RGCs. The model might
loosely correspond to the general biology of the retina, but it does not include detailed
modeling of the underlying biophysical mechanisms. Researchers have traditionally used
the linear-nonlinear-Poisson (LNP) model to study the retina, and more recently, deep
learning models have become the state-of-the-art for modeling the retina.

The goal of the LNP model is to estimate the firing rate r(¢) of a neuron through a
combination of linear and nonlinear operations given the stimulus s(t), and generate the
spikes according to the estimated firing rate via an inhomogeneous Poisson process [63].

Mathematically, the linear and nonlinear operations can be summarized as
r(t) = N(ky-s(t), k- s(t), ..., kn - s(t)),

where {kq, ...,k } is a set of linear filters and N is a nonlinear function that maps the
output of the linear filters to a firing rate [64]. The stimulus vector s(t) is spatiotemporal,
and its duration in time is typically empirically determined to be the period over which
the stimulus can affect the response [65]. Tt is typically assumed that the generation of
spikes does not depend on the history of previous spikes, so a Poisson process is used to
generate the spikes according to the estimated firing rate r(t).

Despite being relatively simple, the LNP model has uncovered many mechanisms
underlying the responses of the RGCs to the visual stimulus. For example, the LNP model

can describe how blue-ON /yellow-OFF RGCs process the inputs from short wavelength
10
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sensitive cones [66]. The LNP model can also describe the contrast adaptation of the
RGCs, and the linear filters reveal the differences in adaptation in different cell types [67].
The LNP model can also be extended to incorporate more complex dynamics. With the
addition of nonlinear subunits, the LNP model can describe the light responses of RGCs
and the subunits are consistent with the structure of the retina [68], [69]. With extensions
such as post spike filters (to model the dependency on the spike history) and coupling
filters (to model the synaptic connections between neurons), the LNP is able to reveal the
properties of the neural encoding at the population level [70]. However, the LNP model
cannot accurately describe the responses of the RGCs to naturalistic stimuli [71]. This
result has led to the development of deep learning models, which are more expressive and
align with the retinal computations more closely.

The most successful deep learning model of the retina is a two-hidden layer convolu-
tional neural network (CNN), closely mimicking the feed-forward pathway of the retina
which also contains two layers of neurons before the RGCs [22] (Figure 2.1). The deep
learning model has been shown to be superior in describing the responses of the RGCs to
simple visual stimuli compared to the LNP model [72, [73]. More importantly, it is able
to describe the responses of the RGCs to naturalistic visual stimuli, the task which the
LNP model has failed at: Both the CNN [22] and the recurrent neural network (RNN)
[74] have achieved good performance. The CNN model which is fit to only the RGC
data in response to naturalistic visual stimuli exhibits known phenomena in response to
artificial stimuli, and for most of those phenomena the CNN model employs the same
computational principles established in previous literature [24, 23]. However, it predicts
the response to images, but the visual processing system does not deal with static images.
In addition, it is not clear how to adapt the CNN model to predict the retinal response

to electrical stimuli, which limits its usefulness in neuro-engineering applications.
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Figure 2.1: Diagram of the best CNN model of the retina (from [22]). It consists of
two convolutional layers each followed by a non-linearity, and a fully connected layer
for the final prediction of the RGC firing rate.

Modeling via biophysical mechanisms

The other popular method of modeling the retina is to more closely follow the
biophysical mechanisms of the retinal cells. Those models range from Hodgkin-Huxley-
type models to multi-compartmental models, with an increasing amount of detail. It
is very computationally expensive to simulate biophysical details, especially if we are
modeling a large population of retinal neurons each modeled by a Hodgkin-Huxley-type
model, or neurons with a lot of detailed compartments. Recently, this has become feasible
via the development of Python packages that allows the model to be run on GPUs [75], [76].

The membrane potential V' of a neuron can be modeled according to its electrical
properties as

av

Cm—, = —lm,

dt

where ¢, is the specific membrane capacitance, 7., is the total current per unit area
flowing across the membrane.

In a Hodgkin-Huxley-type model, 7, is modeled more realistically by considering
voltage-dependent conductances, synaptic conductances and/or Ca?*-dependent conduc-

tances. The prominent example is of course the Hodgkin-Huxley model itself [77], which

12
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models the membrane current as

im = —gu(V — EL) + gxn*(V — Ex) + gnam®h(V — Exa),

which is the sum of a leakage current, a delayed-rectified K* current, and a transient
Na™ current. Both of the ion channel conductances are voltage-dependent. Here, gk and
Jna are the maximal conductance, i.e., the conductance per unit area if all the channels of
a certain type are open. m, n and h are the gating variables that determine the fraction
of channels in the open state, and they are governed by separate differential equations to
accurately model their voltage dependency. Ex and En, are the equilibrium potentials
of potassium and sodium respectively. In summary, the ion channels modeled here tend
to move the membrane potential of the neuron toward the equilibrium potential via a
voltage-dependent conductance. The Hodgkin-Huxley model can successfully explain the
mechanism behind the generation of action potentials.

Synaptic conductances and Ca?"-dependent conductances can be modeled in a similar
way. For synaptic conductances, the fraction of channels in the open state is made to be
dependent on the concentration of transmitter while for Ca®"-dependent conductances,
the fraction of channels in the open state is made to be dependent on the concentration
of Ca’T.

In the context of accurately modeling the spiking dynamics of RGC, researchers have
determined the specific ion channels to include and the parameters of those ion channels
according to experimental data. Traditionally, the RGC model contains five ion channels
[78, [79], and recent research has suggested two more ion channels to model the RGC in
more detail [80].

The Hodgkin-Huxley-type model can be used to determine how different types of

electrical stimulation cause different responses in the retina. For example, introducing
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an interphase gap in traditional biphasic electrical stimulation can reduce the threshold
of the RGC [81]. Non-rectangular capacitive-like voltage pulses caused by photovoltaic
material result in an increase of the network-mediated activity, which implies more focal
stimulation [82]. [83] and [84] explore a novel hexagonal configuration of the electrodes
by modeling the whole RGC layer altogether, inspired by the model in [85].

A hidden assumption in the Hodgkin-Huxley-type model is that the membrane
potential of a neuron is constant across its surface. In multi-compartmental models, a
neuron can have different values of membrane potentials at different locations: The neuron
is split into an appropriate number of compartments, each compartment comes with its
own membrane current and membrane potential, and the compartments are electrically
coupled with connected compartments. Very often, each of those compartments is modeled
by a separate Hodgkin-Huxley-type model to reflect the complex conductances.

Multi-compartmental models can reproduce a lot of the experimental data. Multi-
compartmental models are able to reconstruct and predict response properties of ON and
OFF RGCs recorded experimentally [80], even when the stimulation is high-frequency
[86]. Multi-compartmental models show that the increase of electrode diameter and the
electrode-retina distance results in higher values of threshold current [87], and this applies
to different areas of the macula where the densities of the RGCs are different [88].

However, multi-compartmental models are computationally intensive and can be hard
to scale. A workaround is demonstrated in [89 90], where multi-compartmental detailed
cellular networks are duplicated and embedded into a large-scale retina space where

electrical stimulation is modeled.
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2.2.2 Computational models of the V1

Traditionally, researchers have utilized the LNP model to explain V1 simple cell
computations [91]. Similar to the LNP model that is used to model retinal neurons, the
LNP model for V1 simple cells first filter the stimulus with a single spatial filter, then
pass the result to a nonlinearity, and lastly spike trains are generated with a Poisson
process [92, 211, [93].

For V1 complex cells, however, multiple linear filters in space are needed to capture
the computation, because they have superimposed ON and OFF subregions. The energy
model are traditionally used by researchers to explain V1 complex cell computations,
which can be thought of a combination of several simple cell models [21], 04]. Different
ways to combine the simple cell models have been proposed, including hierarchical, parallel,
and recurrent [95].

More recently, researchers have started to train CNNs to predict the activity of V1
neurons, and have achieved state-of-the-art performance in both macaque V1 [26] 29| [06]
and mouse V1 [28, 25, 07, [98]. This success indicates that visual features learned by the
CNN for object recognition can well explain V1 activity. However, CNNs demonstrate
greater accuracy in predicting macaque V1 than mouse V1, suggesting that object
recognition may not be suitable for understanding mouse vision, and further modeling

efforts are required to gain a thorough understanding of mouse V1.
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Chapter 3

A biophysically detailed

computational model of the retina

3.1 Introduction

Understanding how the retina responds to light can inspire the design of computer
vision algorithms while understanding how the retina responds to electrical stimulation is
key to advancing neuroscience and neuroengineering applications such as retinal prostheses.
Computational models have been built either at the single-cell level or network level to
understand the response properties of the healthy retina (for a recent review, see Guo
et al. [99]). These include single-compartment models (“point models”) to simulate
neuronal response as a function of ionic currents flowing across the neuronal membrane
(e.g., Fohlmeister et al., [79]; Fohlmeister and Miller, [78], Wohrer and Kornprobst, [100]),
morphologically realistic models based on detailed anatomical representations of the
physical components of biological neurons (e.g., Smith, [I0I]; Greenberg et al., [102]),
and convolutional neural networks (e.g., McIntosh et al., [22]). Several studies did not
just focus on the retina’s light response but also on the response to electrical stimulation
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[T03], 180, 104, [T05], [T06], which may inform treatment options for people blinded by retinal
degenerative diseases.

However, a network-level model of the retina that can simulate thousands of cells
simultaneously while capturing the various biophysical details of the retinal neurons is
not readily accessible for utilization. The most complete network-level model of the retina
so far lays out the neurons in a three-dimensional space, models synapses between retinal
neurons realistically and provides mechanisms for simulating both light and electrical
stimulation to the retina [I03]. Unfortunately, the retinal ganglion cells (RGCs), which
compose the output layer of the retina, are modeled inadequately: They simply output a
firing rate according to the membrane potential, and the detailed spiking dynamics of
the RGCs are not included. The RGCs are known to exhibit several detailed spiking
dynamics, including spike frequency adaptation, burst firing, and rebound excitation,
and they can be modeled only with a Hodgkin-Huxley type model with specific ion
channels [79, [78, 107, 80]. Accurately modeling those spiking dynamics can provide
a detailed account of the retina under varied electrical stimuli (with different pulse
shapes, amplitudes, and frequencies) and facilitate the study of temporal changes and
the calculation of the electrical threshold [81], crucial aspects for leveraging the model in
enhancing retinal prosthesis design.

To bridge this gap, we present a biophysically inspired in silico computational model
of the cone pathway in the retina. We choose to implement this model in Python to
facilitate potential interaction with popular deep learning frameworks, and open-source
the code for the wider research community to use. Following previous research [103], the
three-dimensional model contains more than ten thousand cells from nine different types,
interconnected with excitatory and inhibitory synapses to provide both feed-forward
and lateral processing. Each neuron in the RGC population is modeled with the best

biophysical model of the single RGC in the literature, which includes seven ion channels
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with accurate parameters to reflect the different spiking dynamics in ON and OFF RGCs
[80]. To make the simultaneous simulation of thousands of neurons with biophysical
details feasible, we utilize the GPU enhanced Neuronal Networks (GeNN) backend to
run the model. [75], [76]. We simulate the network-level response to light stimulation and
verify the model reproduces seminal findings about the light response of RGCs in ON
and OFF pathways. This model lays a solid foundation for studying the retina’s response

to electrical stimulation and introducing degenerative changes to the retina.

3.2 Methods

Inspired by [103], we started by simulating a three-dimensional patch (300 pm X
300 pm x 210 um) of the cone pathway in the parafoveal retina. The network consisted
of 11,138 cells belonging to nine different cell types (4,149 cones, 537 horizontal cells,
3,508 ON/OFF bipolar cells, 779 ON/OFF wide-field amacrine cells, 723 narrow-field
amacrine cells, and 1,442 ganglion cells), connected via generally accepted [108] [109]
synaptic connections (see Fig. [3.)).

Briefly, upon photoactivation, cone photoreceptors (labeled “PR” in Fig. ) pro-
duced a photocurrent that led to hyperpolarization in OFF bipolar cells and depolarization
in ON bipolar cells (“BP”). In addition, cones excited horizontal cells (“HRZ"), which in
turn inhibited cone terminals, thus generating an inhibitory surround in the bipolar cell
response. ON and OFF bipolar cells then excited ON and OFF amacrine cells (“AMA”)
as well as ON and OFF ganglion cells (“RGC”), respectively, to generate an inhibitory
surround in the ganglion cell response. ON and OFF amacrine cells also provided lateral
inhibition to ON and OFF ganglion cells, respectively. Lastly, we included a unilateral
inhibitory connection from a special type of narrow-field ON amacrine cell to OFF ganglion

cells [110]. Rod circuitry was not implemented.
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The retina model was implemented using Brian 2 [75] and Brian2GeNN [76] in Python.
All simulations were run on a single NVIDIA RTX 3090 (24 GB of GPU memory), and
all our code is available at https://github.com/bionicvisionlab/2023-Xu-Retinal

~Degeneration.

3.2.1 Modeling individual neurons

To implement the biophysical properties of retinal neurons, we modified a leaky
integrator model [103] by adding membrane and synaptic conductances (Fig. 3.1B).
We assumed that neurons are electronically compact, so their activation levels could be
described by a single membrane potential. All 11,138 neurons had a spatially nonzero soma
with non-gated ion channels (leakage channels) modeled by a constant linear conductance

(Gy) in series with a constant single-cell battery (i.e., the cell’s resting voltage, Fyest) and
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2 Dendrite Soma
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Figure 3.1: A) Diagram of the connections between the retinal neurons. PR: pho-
toreceptor, HRZ: horizontal cell, BP: bipolar cell, AMA: amacrine cell, RGC: retinal
ganglion cell. ONL: outer nuclear layer, OPL: outer plexiform layer, INL: inner nuclear
layer, IPL: inner plexiform layer, GCL: ganglion cell layer. B) RC circuit model of a
neuron’s membrane potential. All neurons included a membrane capacitance (Cy,),
a leakage current ([jeax), an external current driven by the extracellular potential
gradient (I.), and synaptically gated ionic currents (I3, and Ig,). RGCs had addi-
tional voltage-gated and ligand-gated ionic currents [80] and photoreceptors had a
photo-sensitive current (jgnt) as described in [I03]. Dendritic trees and ganglion cell
axons were not modeled.
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an extracellular current that modeled extracellular electrical stimulation.
With the exception of RGCs, all other cell types (labeled “HRZ”, “BP”, “AMA”
in Fig. [3.1B) were modeled as leaky integrators [103], whose membrane potential (vy,)

followed the following differential equation:

dvpy,

Om% - Z isyn + Z.ext + ileak7 (31>

syn

where C,, was the cell type—specific membrane conductance, the sum was over all presynap-
tic currents isy, (see Section , lext Was the external current resulting from extracellular
electrical stimulation (see Section , and 7., Was a leakage current modeled by a
constant linear conductance (Gy,) in series with a constant single-cell battery (i.e., the

cell’s resting voltage, Eiest):
lleak = _Gm (Um - Erest)' (32)

It is worth noting that in reality these cell types contain a variety of voltage-gated and
ligand-gated ion channels. However, modeling the behavior of these neurons with multiple
ion channels would have further increased the complexity and computational cost of the
model. For the sake of practical feasibility, we therefore had to limit ourselves to a single
ion channel. [103] demonstrated that this can still lead to realistic light responses.

The light-cone interaction of photoreceptors (labeled “PR” in Fig. [3.1B) was modeled

with an additional current as a synapse, described in detail in [103] and given as:

dvpy,

Omﬁ = Z isyn + iext + ileak + ilighta (33>
syn
Ulight = — Jlight (Um — Elight) (3.4)
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where Figny = —8mV was the reversal potential and giigne was the synaptic conductance

that depended on the time-dependent light intensity () € [0, 1]:
Gright = Ghigne (1 — 1(¢)). (3.5)

As one of our main goals was to study the RGC response to electrical stimulation, which
is often delivered by short biphasic pulses, we considered it important that our simulated
RGC population exhibited detailed temporal responses. Thus, our implementation of
RGCs (labeled “RGC” in Fig. [3.1B) deviated from [103], as they were modeled as Hodgkin-
Huxley neurons with seven ion channels (Eq. that were previously shown to capture
the firing dynamics of RGCs in the rabbit retina [78], [80]:

AV

Om% - Z isyn + iext + iiom (36)

syn

where the ionic current i;,, was given as the product of the neuron’s surface area A and
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the sum of several ionic current densities:

fion = A(jNa + Joa + Jk + JKa + JKCa + Jh + JcaT + Jleak); (3.7)
JNa = —Gnam®h(vy — Ena),
joa = —Gcac®(Um — Eca),
jk = —Ggn*(vm — Ex),
jra = —Gramiha(vm — Ex),
Jkca = —GkcaMica(vm — k),
Jh = —Ghnh(vm - Eh),
jear = —Gearmiphr (vm — Eca),

,jleak = _Gm<vm - Erest)~

Here, jna was a voltage-gated sodium channel with gating variables m and h; jc, was a
voltage-gated calcium channel with gating variable ¢ and E¢, modeled with the Nernst
equation (see Guo et al. [80] for details); jk was a non-inactivating potassium channel
with gating variable n; jxa was an inactivating potassium channel with gating variables
my (called A in Guo et al. [80]) and hy; jkca was a Ca*"-activated potassium channel
gated by mkc. whose value was dependent on the internal calcium concentration (see
Guo et al. [80] for details); j, was a hyperpolarization-activated non-selective cationic
channel with gating variable ny; and jc.r was a low-threshold voltage-activated calcium
channel with gating variables mr and ht [78], 80].

The equations for the gating variables were identical to [80] (see their Tables 2-3). In
short, all gating variables, except the inactivating gating variable hr of jo.r, followed

first-order kinetics:
d
d_f =a,(1—2z)— B, (3.8)
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where x was the gating variable, a, was the opening rate and [, was the closing rate of
the channel. The inactivating gating variable At of jcar (but not mr; note the typo in

Guo et al. [80]) followed second-order dynamics:

dh

d_tT = ahT(l — hT — dT) — /BhTh’Ta (39)
d(d

<dtT> = adT(l — hT — dT) — 5deT' (310)

The initial values of the gating variables and the internal calcium concentrations of the
RGCs can be found in Appendix

Neurons were assumed to contain a spherical soma with either 26 pm diameter in
the case of RGCs [I11], 112] or 7 pm otherwise [103]. The initial values of the membrane
voltages were set according to normal distributions, whose parameters can be found in
Appendix

Ionic current densities were multiplied by the surface area A of the RGC to convert
to a current. G, Was set to a value so that the spontaneous firing rate under 0.5 light
was around 2 Hz [113]. A spike was recorded whenever the membrane potential exceeded

—10mV.

3.2.2 Modeling the retinal circuitry

Neurons were connected as shown in Fig. 3.1 using parameters given in Table [3.3] All
neurons belonging to a particular cell type were arranged in a hexagonal mosaic, where

the x and y coordinates of a neuron were given as:

by (3.11)
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PR HRZ BPoxorr AMAJEOF. RGCon RGCopr

— — — — 0.4287 0.1429
— — — — 0.008 0.1983

ON/OFF
Cw (pF) | 80.0 210.0 50.0 50.0 50.0 50.0
Gm mS)| 40 25 2.0 2.0 — -
G (mScm™?) — — — — 0.3 0.274
Glight (DS) 0.9 — — — — —
Frest(mV) | -50.0 -65.0 -45.0 -50.0 —66.5 —70.5
Fxa(mV) | —  — — — 350 35.0
Bx(mV)| — — 720 —68.0
EamV)| — - 458 —268
Gna (mSem™2) | —  — — 10720 249.0
Gk (mScm™2) — — — — 40.5 68.85
Gxa (mScm™2) — — — — 94.5 18.9
Gca (mScm™2) — — — — 2.1 1.6
Grea mSem™2) | — - 004 0.0474
( )
)

Table 3.1: Neuronal membrane parameters. Gy, for RGCs was set such that the
spontaneous firing rate was around 2 Hz. All other values for Gy, and Cy, were adopted
from [103]. All others were adopted from [80].
where 4, j = 0,41, £2... and X\ was cell-type specific (Table . The x and y coordinates
were further jittered by Gaussian noise: A/(0,1pm). Neurons were confined to different z
locations depending on their cell type (Table . Within each band, the z coordinate
was assigned by sampling from a random uniform distribution.
Synapses were assumed to lie at the center of a neuron’s dendritic field (excitatory if
Esyn > Eyest and inhibitory if Egy, < Eest). The synaptic connection from presynaptic

neurons of the same type to a postsynaptic neuron was modeled with a current is,, (see

Equations , , and in the postsynaptic neuron via:

isyn - _gsyn(vm - Esyn); (312>

where Eg,, was different for each synaptic type (see Table . Jsyn Was computed as a
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spatially weighted sum over the conductances of all the channels from the presynaptic

neurons:

Gsyn = % ngyn,p exp < - D(pTO?p)>7 (313)
1Y
W — Zexp ( _ D(P;P))j
p

where D(pg, p) was the Euclidean distance between the center of the postsynaptic neuron
Po and the center of a presynaptic neuron p, and o was a decay constant that determined
how the presynpatic currents were weighted. o was different for each synaptic type (see
Table . Note that the choice of ¢ led to a configuration where each bipolar cell received
input from a single cone [114], T03].

Following [103], we modeled the individual channel conductance g p as either a
monotonically increasing (type “I”) or monotonically decreasing (type “D”) function of

the membrane potential of the presynaptic neuron with the following equation:

Gmin + (Gmax — Gmin) X (1 = (1 + exp (M)) 1) if type is “I”,
Gsyn(t) = »
Gmin + (Gmax — Gmin) X (1 + exp (W)) if type is “D”,
(3.14)

where G, and Gy were the lower and upper bound of values for the synaptic conduc-
tance, vpre was the membrane potential of the presynaptic neuron, 7 was the synaptic delay,
V5o determined the function’s center operating point and S determined the function’s
steepness (see Table [3.3)).

Synaptic delays (7 in Table were set such that ON RGCs fired their first spikes
roughly 20 ms after stimulus onset and OFF RGCs fired roughly 50 ms after stimulus onset

[115]. To achieve these response times, we assumed a constant transmission speed and
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calculated the average distance between each connected pair of cells to set 7 accordingly.

PR HRZ BPonjorr AMAS opr  AMAGK  RGConjorr

A(pm) | 25 7.0 3.85 8.0 6.0 6.0

Zmin (1m) | 170 100 100 80 80 25
Zmax (m) | 205 128 128 101 101 39
Gext (nS) | 40 25 2.0 2.0 2.0 2.0

Table 3.2: Spatial layout parameters for the different cell types [103]. PR: photoreceptor,
HRZ: horizontal cell, BP: bipolar cell, AMA: amacrine cell, RGC: retinal ganglion cell,
WF: widefield, NF: nonwide-field.

T (ms) Egyn (MV) Guin (0S) Guax (nS) Vi (mV) S (mV) type o (nm)

PR—HRZ 7 0.0 0.0 7.0 -43.0 2.0 I 10.5
HRZ—PR 7 -67.0 0.0 3.0 -29.5 7.4 I 2.5
PR—BPoy 5 0.0 0.1 1.1 -47.0 1.7 D 3.85
PR—BPopr 13 0.0 0.0 3.75 -41.5 1.2 I 3.85
BPon—AMAJY 5 0.0 0.0 1.0 -33.5 3.0 I 24.0
BPox—AMARK 5 0.0 0.0 0.2 -35.0 3.0 I 6.0
BPopr—AMAS: 11 0.0 0.0 1.8 -44.0 3.0 I 24.0
BPox—RGCon 5 0.0 0.0 2.5 -33.5 3.0 I 6.0
AMAYY -RGCox 5 -70.0 0.0 2.0 -42.5 2.5 I 6.0
BPorr—RGCopr 13 0.0 0.0 2.5 -44.0 3.0 I 6.0
AMASR—RGCorpr 12 -70.0 0.0 2.5 -34.4 2.5 I 6.0
AMAJK—RGCorr 12 -80.0 0.0 2.0 -47.5 2.0 I 6.0

Table 3.3: Synaptic parameters. The synaptic delays were set such that the latency of
ON RGCs were around 20 ms and the latency of OFF RGCs were around 50 ms. All
other values are from [103].

3.2.3 Estimating spatiotemporal receptive fields

To measure the spatiotemporal receptive field of an RGC, we fit a generalized linear
model to its spiking response to a spatially correlated “cloud” stimulus [116]. The stimulus

consisted of spatiotemporal Gaussian white noise (pixel size = 6.25 um, mean brightness
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= 0.5, standard deviation of brightness = 0.175, refresh rate = 20 Hz) filtered with a
two-dimensional spatial Gaussian filter (standard deviation = 12.5pm). The resulting
spikes were binned at the refresh rate of the stimulus.

The generalized linear model predicted the firing rate of a RGC as:

r(t) = f(Zkisi(t)>a (3.15)

where s;(t) denoted the relevant stimulus frames before and at time ¢, k; denoted the
spatial filter for the stimulus frame s;(¢), and f was a nonlinear function. We trained a
generalized linear model in PyTorch with a spatiotemporal filter spanning five time steps
and a rectified linear unit (ReLU) as the nonlinear function. The generalized linear model
was regularized with a Laplacian square penalty on the spatial filters [I16]. We used the
mean squared error as loss function. The generalized linear model was trained for 3000
epochs with the Adam optimizer and a learning rate of 0.000001 decayed by 10 % every
2000 epochs.

3.3 Results

3.3.1 Light response of RGC population

Fig. shows the response of the retina to a bright disk stimulus (40 pm in radius,
with light intensity 1.0) presented against a gray background (300 pm by 300 pm, with
light intensity 0.5). Fig. breaks down the retinal response to the disk stimulus
layer by layer. Upon stimulus onset, photoreceptors in the center of the mosaic became
hyperpolarized and were surrounded by a thin ring of depolarized cells due to reduced
lateral inhibition provided by the horizontal cells. This activity spread through both

ON and OFF pathways, leading to depolarized ON bipolar cells and spiking ON RGCs,
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Figure 3.2: The light response of the retinal network, presented both in 3D and by cell
type. Abbreviations same as in Fig. A) The light response presented separately
for the ON pathway (left) and the OFF pathway (right) in 3D. The light stimulus that
was used to elicit the response was a bright disk (40 pm in radius with light intensity 1)
placed at the center of a gray background (300 pm by 300 pm with light intensity 0.5)
(illustrated by the bottom left inset of B). The light response shown occured 110 ms
after stimulus onset. Each circle represents the (x,y, z) location of a neuron, and the
color of each circle indicates the membrane potential of each neuron, with the color
bars in B. Enlarged circles with black border indicate neuronal spikes. The plot of the
ON pathway includes cone photoreceptors, horizontal cells and all the cells belonging
to the ON pathway, and the plot of the OFF pathway includes cone photoreceptors,
horizontal cells and all the cells belonging to the OFF pathway. B) The light response
presented by cell type, corresponding to each layer in A. Each circle represents the x-y
location of a neuron, and the color of each circle indicates the membrane potential
of each neuron. Enlarged circles with black border indicate neuronal spikes. For an
animated version of this figure, see Supplemental Video 1.
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whereas corresponding cells in the OFF pathway were hyperpolarized.

The spatiotemporal evolution of RGC activity in response to the above mentioned
stimulus is shown in Fig. [3.3, which was modeled after Fig. 5 in [I03]. The stimulus
mentioned above was modulated in time by a square wave signal (200 ms phase duration)
at four contrast levels: 100 %, 50 %, —50 %, —100 %. Consistent with conduction delays in
the rabbit retina [I15], ON RGCs first fired roughly 20 ms after stimulus onset, whereas
OFF RGCs took 50ms to respond (Fig. [3.3]A-B). RGC unaffected by the stimulus
exhibited at a 2 Hz spontaneous firing rate, which was achieved by setting the conductance
of the leakage current (see Section . Synchronization of firing increased with stimulus
strength for both ON and OFF populations. The center-surround structure of RGC

receptive fields is evident in Fig. 3.3[C-D.
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Figure 3.3: The spatiotemporal response of RGCs to a temporally varying light
stimulus (inspired by Cottaris and Elfar, [I03]). The light stimulus (illustrated in
the bottom-left inset) was a disk (40 pm in radius) placed at the center of a gray
background (300 pm x 300 pm with light intensity 0.5), varying in intensity over time.
A—-B) Spatiotemporal profile of RGC firing rate for neurons located at x = 0pm,
visualized both as a heatmap (smoothed with a 50 ms Gaussian sliding window) and
raster plot. The vertical dotted lines indicate the time of change in light intensity of
the disk stimulus. C—D) Spatial activity profiles of RGC firing rate taken at different
points in time.
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Figure 3.4: Generalized linear model fit for ON cells (top) and OFF cells (bottom).
The colorbar represents the range of values of the linear filters k; (see at each
spatial and temporal location, where green indicates excitatory values and purple
indicates inhibitory values.

3.3.2 Receptive field of single RGCs

To ensure RGCs in the model have expected spatiotemporal receptive field profiles,
we fit a generalized linear model to the spiking response of RGCs to a “cloud” stimulus
consisting of spatiotemporal Gaussian white noise filtered with a two-dimensional spatial
Gaussian filter (Shi et al., [I16]; for details see Section [3.2.3)).

The fitted spatiotemporal receptive field of two example cells located at the center of
the simulated retinal patch is shown in Fig. [4.3] As expected, the receptive field profile of
the healthy ON cell showed a clear excitatory center and an inhibitory surround at the
time of a spike (¢ = 0ms), with reversed polarity at ¢ = —100 ms.

The receptive field profile of the OFF cell also exhibited a center-surround structure,
though the excitatory surround was most pronounced at ¢t = —50 ms due to the longer
synaptic delay of the OFF pathway (see Section . This also led to a prolonged

response at the center of the receptive field profile.
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3.4 Discussion

In this work, we present a biophysically-detailed computational model of the cone
pathway in the retina. Our model represents retinal neurons across distinct layers in
a three-dimensional space, faithfully replicates the feed-forward and lateral circuitry in
the retina, and incorporates essential ion channels in each RGC neuron to accurately
reflect spiking dynamics. We make the simultaneous simulation of thousands of neurons
feasible by using GeNN. We show that our model can reproduce seminal findings about
the light response of RGCs in ON and OFF pathways, at the single-neuron level and at
the population level.

Compared to descriptive models produced by direct data fitting such as linear-nonlinear-
Poisson (LNP) and convolutional neural network (CNN), our model has several advantages.
First, it contains intermediate model neurons that mirror real-life counterparts, thus
enabling future investigations into network responses under local or global changes in
network connections. Second, the spatially accurate arrangement of neurons in the
model permits the simulation of electrical stimuli delivered by electrodes, with flexibility
in location, size and shape, which are crucial free parameters in neuro-engineering
applications. Last but not least, our model outputs spikes with realistic temporal
dynamics, facilitating studies in both rate coding and temporal coding.

In conclusion, our model provides a solid framework for studying the retina’s response
to electrical stimulation and introducing degenerative changes to the retina, critical
elements in modeling for developing neuro-engineering devices. Those aspects will be

examined in depth in Chapter [4
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Chapter 4

A computational model of retinal

degeneration

4.1 Introduction

Understanding how the retina responds to light and electrical stimulation is a key
issue for neuroscience and neuroengineering applications such as retinal prostheses. The
retinal network undergoes drastic neuroanatomical alterations during retinal degeneration
[40), [4T] such as retinitis pigmentosa, which are of clinical importance to rehabilitative
strategies such as retinal prostheses [I17, 118, 119]. These alterations are complex
and multi-stage [40], starting with photoreceptor stress that leads to outer segment
truncation (Phase I) and progressive photoreceptor cell death (Phase II), followed by a
protracted period of global cell migration and cell death (Phase III). The consequences
of these alterations on retinal ganglion cell (RGC) firing are manifold, which include
hyperactivity [120, 121], 122, [123], emergence of oscillations [124] [125], and increased
electrical stimulation thresholds [126, 127, 128 129, [130]. Oscillations are thought to
arise from the network of electrically-coupled AIl amacrine cells and ON cone bipolar
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cell [I31), 132] 125]. Previous research has also identified retinoic acid as a trigger for
hyperactivity [123].

Previous computational work modeled retinal degeneration, but often stopped short
of simulating the global retinal remodeling typified by the progressive nature of these
diseases. For instance, [I03] built a model of the healthy retina and removed the cone
population without addressing biophysical changes to the inner retina. [133] simulated
degeneration by removing a fraction of simulated neurons, increasing connectivity among
the surviving neurons, and increasing the noise level, but did not address the progressive
nature of these diseases. Other models stopped at reducing the thickness of different
retinal layers [106, 134] or hard-coded known physiological changes, such as increased
spontaneous activity, into their model [I35]. To the best of our knowledge, a comprehensive
computational model of retinal degeneration is still lacking.

To address this, we systematically introduced anatomical and neurophysiological
changes to a biophysically detailed network-level model of the retina (detailed in Chapter
and studied their effect on network activity. In early phases of this simulated cone-
mediated retinal degeneration, we found that reduced light sensitivity and subsequent
death of cones differentially affected ON and OFF RGC firing: whereas the light response
of ON RGCs diminished more quickly than that of OFF RGCs, the spontaneous firing
rate of OFF RGCs steadily increased. In late phases of degeneration, we found that
migration and progressive death of inner retinal neurons led to a steady increase in
electrical activation thresholds of both ON and OFF RGCs, especially for epiretinal
stimulation.

Our findings demonstrate how biophysical changes associated with cone-mediated
retinal degeneration affect retinal responses to both light and electrical stimulation.
A detailed model of the retina in health and disease has the potential to further our

understanding of visual processing in the retina. It may also inform the design of retinal
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prostheses, for the effective treatment of inherited retinal degenerative diseases such as

retinitis pigmentosa and age-related macular degeneration.

4.2 Methods

4.2.1 Modeling retinal degeneration

Inherited retinal degenerative diseases, specifically photoreceptor-initiated ones, are

commonly described in the literature as progressing in three phases [40, [41]:

e Phase I starts with either cone or rod stress, which leads to the truncation of the
outer segments. The population of the affected photoreceptors starts to decrease

and their neurites start to extend.

e In Phase II, the other class of photoreceptors also start to die and extend their
neurite. Cones continue to truncate. Muller cells move to the outer nuclear layer
and start to seal off the retina from the choroid. This process is called subretinal
fibrosis, which will later evolve to a glial seal. Horizontal cells begin to hypertrophy

and extend their neurites, while rod and cone bipolar cells retract their dendrites.

e Phase III is a protracted period of cell death and leads to global retinal remodeling.
In early Phase III, Muller cells hypertrophy and form the glial seal. Neurons start
to die, while microneuromas start to form. They often contain active synapses
despite lacking normal signaling abilities. In middle Phase III, progressive neuronal
death and microneuroma formation continue, while the remaining neurons start to
migrate. Specifically, amacrine and bipolar cells move to the inner plexiform and
the ganglion cell layer, and amacrine cells and RGCs move to the glial seal. In late

Phase III, the microneuromas regress with continued cell death, accompanied with
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the hypertrophy of Muller cells and vessels.

To make the modeling of such a complex process feasible, we limited ourselves to
the major neuroanatomical changes that may have an impact on RGC signaling, and

introduced them in a systematic step-wise manner. These changes are summarized in

Table E.11
Changes in the retina Changes in the model
Phase I/II | cone truncation gradual decrease of Gigny (Eq.
cone cell death gradual decrease of cone population
Phase III | neuronal cell death retain 0 % cones and horizontal cells

gradual decrease of the population of bipolar and
amacrine cells
retinal remodeling migration of bipolar, amacrine, ganglion cells

Table 4.1: Phases of retinal degeneration [40)], with corresponding changes in the retina
and in our model.

Phase I/11

Because our model retina was intended to simulate the parafoveal retinal region and
thus did not include rods, we combined Phases I and II into Phase I/II, where we gradually
reduced the cone population and shortened the outer segments of the surviving cones,
the latter of which was modeled by a gradual reduction in the ceiling of a cone’s light
response, Glight (Eq. . To model disease progression over time (Fig. ), we assumed
a linear reduction in cone segment length and cone population over time.

In inherited retinal degeneration, most cones die by the end of Phase I/II [41], and
the few that remain lose the ability to communicate with the inner retina. Muller cells
play an important role in this phase of retinal degeneration, as they tend to move around
and start to seal off the retina from the choroid. Although we did not explicitly model the

movement and hyperproliferation of Muller cells, we modeled their functional consequence
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on the cones, which is to isolate them from the other retinal cells. To model this combined
effect, we removed all photoreceptors and horizontal cells, which marked the end of Phase

I/11.

Phase II1

To simulate global retinal remodeling in Phase III, we restricted ourselves to simulating
cell death and migration.

First, we gradually reduced the population of bipolar and amacrine cells (but not
RGCs). Second, according to the literature, a fraction of the surviving amacrine and
bipolar cells tend to migrate to the inner plexiform layer and the ganglion cell layer,
whereas amacrine cells and RGCs tend to migrate to the glial seal [40]. We simulated this
by migrating a randomly chosen subset of cells to different layers. A subset of amacrine
cells was moved to the horizontal cell layer (z € [100 pm, 128 pm], close to the hypothetical
glial seal), the inner plexiform layer (z € [40 pm, 80 pm]), and the ganglion cell layer
(z € [25 pm, 39 um]) in equal proportions. Half of the migrating bipolar cells were moved
to the inner plexiform layer and the other half to the ganglion cell layer. The migrating
RGCs were moved to the horizontal cell layer. The z coordinates of the migrating cells
were sampled from a random uniform distribution in the respective range of z values
that make up the different retinal layers (Table , whereas x, y coordinates remained
unchanged. Synaptic weights and delays were unaffected by these coordinate changes.

To model disease progression over time (Fig. [{.1E), we assumed a linear reduction in
cell survival rate (from 100 % at the beginning of Phase III to 0 at the end of Phase III)
and a linear increase in cell migration rate (from 0 to 50 %).

Our model did not include Muller cells or microneuromas. However, some of the
modeled changes may be indirectly due to Muller cell activity, such as the progressive

death of inner retinal neurons.
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4.2.2 Modeling extracellular electrical stimulation

Extracellular electrical stimulation was assumed to be generated by a disk electrode
with diameter a pm placed at (x., e, z.). The extracellular electrical potential vey at

location (z,y, z) was given by:

2V . 2a0
ve(z,y, 2) = — arcsin : (4.1)
™ VIr+a)2+d+/(r—a)?+d

where Vj was the electrical potential of the disk, r = \/(x — )2+ (y — ye)? , and
d =z — z [136]. v. was converted to a current, i, (see Equations [3.1] .3} and [3.6)), as
follows:

] 1
le = §Gext (Ve), (4.2)

where Gey was a conductance (see Table and (v.) was the average of the absolute
voltage differences between 500 uniformly sampled, diametrically opposing points on the
neuron’s spherical soma [137].

Although epiretinal electrodes are known to activate passing axon fibers [138, 139 140],
we did not include RGC axons in our simulations.

The epiretinal electrode was centered at (z,y,z) = (0pm,0pm, —2pm). The sub-
retinal electrode was centered at (z,y,z) = (0pum, 0 pm, 135 um). Both electrodes had a

diameter of o = 80 pm.
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BPoxjorr  AMAGU Sk RGConorr

healthy (2zmin, Zmax) | (100, 128) (80,101) (25,39)
degenerated (Zmin, Zmax) (25,39) (25,39) (100, 128)
(40, 80) (40, 80) ;

-~ (100,128) .

Table 4.2: The range of z coordinates (Zmin, Zmax) Where bipolars, amacrines and RGCs
could be found during degeneration, given in pm. The bipolar cells migrated to the
inner plexiform layer and the ganglion cell layer. The amacrine cells migrated to the
horizontal cell layer, the inner plexiform layer and the ganglion cell layer. The RGCs
migrated to the horizontal cell layer.

4.3 Results

4.3.1 Retinal degeneration differentially affects the spontaneous

firing of ON and OFF cells

After verifying the light response of the healthy retina model, we gradually introduced
neuroanatomical and neurophysiological changes to the network in order to model retinal
degeneration (Fig. . Retinal degenerative diseases are commonly described in the
literature as progressing in three phases [40], 41], starting with photoreceptor stress that
leads to outer segment truncation (Phase I) and progressive photoreceptor cell death
(Phase II), followed by a protracted period of global cell migration and cell death (Phase
IIT). To make the modeling of such a complex process feasible, we limited ourselves to
the major changes that may have an impact on RGC signaling as outlined below (see
Section for details). Because our model did not include rods, we combined Phases I
and IT into Phase I/II, where we gradually reduced the cone population and shortened the
outer segments of the surviving cones (Fig. [£.1]A). The complete loss of photoreceptors
and horizontal cells marked the end of Phase I/II (Fig. [4.1B). To simulate global retinal
remodeling in Phase III, we gradually reduced the population of bipolar and amacrine

cells while migrating a randomly chosen fraction of inner retinal neurons to different
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retinal layers (Fig. [1.1/C). To model disease progression over time (Fig. [L.1E), we assumed
a linear reduction in cone segment length and cone population during Phase 1/1I, and
a linear reduction in cell survival rate as well as a linear increase in cell migration rate
during Phase III.

Although we did not alter the inherent excitability of RGCs, the network-level changes
described above had a profound impact on RGC activity. Fig. shows the spontaneous
firing rate of RGCs as a function of disease progression, measured over 2500 milliseconds
and averaged across all RGCs. Whereas most ON RGCs were silenced as soon as the
cone population and outer segment length dropped below 80 % of their initial values,
OFF RGCs experienced a gradual increase in spontaneous firing rate throughout Phase
I/I1, which peaked at roughly 300 % of its initial value at the beginning of Phase III.
After that, the average spontaneous firing rate of the OFF RGC population gradually
dropped to zero, although individual cells differed greatly in their activation profiles.
Despite the increased variability in mean activity, no bursting or oscillatory activity
emerged, as evidenced by Poissonian inter-spike interval distributions (see Fig. in the
Appendix). This could be attributed to the fact that our model did not incorporate direct
electrical coupling between cells, which is believed to be responsible for the development
of oscillatory behavior in retinal degeneration [I31), 132} 125].

We identified the underlying mechanistic causes of the change in spontaneous firing
rate and found that they differed for ON and OFF RGCs. Whereas ON cells increased
their spontaneous firing mainly as a function of cone outer segment truncation (Fig. ),
OFF cells were mainly affected by the size of the surviving cone population (Fig. [1.1G).

The full range of light responses as a function of outer segment truncation and cone

population size is given in Fig.
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Figure 4.1: Simulating retinal degeneration. Abbreviations same as in Fig. A)
To simulate Phase I/II of retinal degeneration, we gradually shortened the cone outer
segment length while simultaneously reducing the cone population. B) The complete
loss of the cone population marks the beginning of Phase III. C) During Phase III, we
gradually reduced the population of bipolar and amacrine cells. In addition, a fraction
of surviving cells migrated to different layers: amacrine cells started to migrate to
the horizontal cell layer, the inner plexiform layer, and the ganglion cell layer; bipolar
cells started to migrate to the inner plexiform layer and the ganglion cell layer; RGCs
started to migrate to the horizontal cell layer. At the end of Phase III, all inner retinal
neurons have degenerated. D) Spontaneous firing rate of ON and OFF RGCs as a
function of disease progression. Input was a full-field stimulus of L(¢) = 0.5 light
intensity (Eq. . Values indicate the spontaneous firing rate measured over 2500
milliseconds and averaged across all RGCs, with vertical bars indicating the standard
deviation. E) To simulate disease progression over time, we assumed a constant rate of
change for PR segment length and neuron survival. F) RGC spontaneous firing rate as
a function of cone outer segment truncation (simulated as a reduction in the cone-light
conductance Giignt, see Eq. , averaged across RGCs, while the cone population size
was held constant. G) RGC spontaneous firing rate as a function of the size of the
cone population, averaged across the population of surviving RGCs, while Giign; was
held constant.
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4.3.2 Light response of ON cells decreases more quickly than

that of OFF cells during degeneration

To investigate how the light response of RGCs changed as a function of disease
progression, we presented a constant stimulus in all stages of the disease (Fig. . The
stimulus was a bright disk (40 pm in radius with maximal light intensity, [(t) = 1, Eq.
surrounded by a dark ring (40 pm in inner radius and 80 pm in outer radius with light
intensity 0) placed on a gray background simulated with light intensity 0.5 (Fig. 4.2B,
left). The stimulus was presented for 1000 milliseconds, during which the mean firing rate
of each RGC was calculated.

Whereas both ON and OFF cells initially responded with similar firing rates, ON cells
saw a much quicker reduction in firing rate during Phase I/II than OFF cells, remaining
silent for the second half of Phase I/II and all throughout Phase IIT (Fig. [£.2]A).

The spatial response profile at different time steps (where the center of the image
is aligned with the corresponding time of disease progression on the z axis) is shown
Fig. [£.2B. Whereas the center-surround structure of the retinal response is preserved
during early stages of Phase I/II, spatial specificity is quickly lost during later stages of
Phase I/II. During Phase III, it is not uncommon for the most active OFF cells to be

found far away from the site of stimulation.

4.3.3 Ganglion cells quickly lose spatial selectivity during Phase
I/11

To further illustrate the change in spatiotemporal receptive field profiles, we fit a
generalized linear model to the spiking response of RGCs to a “cloud” stimulus consisting

of spatiotemporal Gaussian white noise filtered with a two-dimensional spatial Gaussian

filter (Shi et al., [116]; for details see Section [3.2.3)).
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Figure 4.2: RGC firing rate (in response to light stimulation) decreases with the
progression of degeneration. The stimulus was a bright disk (40 pm in radius with
light intensity 1) surrounded by a dark ring (40 pm in inner radius and 80 pm in outer
radius with light intensity 0) placed on a gray background (300 pm by 300 pm with
light intensity 0.5). A) Firing rate of ON and OFF RGCs, measured over the 1000 ms
stimulus presentation, plotted against time. The mean and standard deviation were
calculated from the ON RGCs under the bright disk and the OFF RGCs under the
dark ring. B) The spatial activity of ON RGCs (top row) and OFF RGCs (bottom
row) plotted at different time points of degeneration. The borders of the bright center
and dark surround are outlined in black.

The fitted spatiotemporal receptive field of two example cells located at the center of
the simulated retinal patch is shown in Fig. [£.3] As expected, the receptive field profile
of the healthy ON cell showed a clear excitatory center and an inhibitory surround at
the time of a spike (t = 0ms), with reversed polarity at ¢ = —100ms. In early Phase I/II
(where cone population and outer segment length were at 80 % of their healthy values),
inhibitory subregions at times ¢ < 0 were much broader and much more pronounced, and
were followed by an enlarged excitatory center that had lost its circular shape. In later
stages of Phase I/II (where cone population and outer segment length were at 40 % of

their healthy values), the ON cell was no longer sufficiently responsive to light stimulation
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Figure 4.3: Generalized linear model fit for ON cells (left) and OFF cells (right) for
a healthy retina (top row), early Phase I/II (middle row; 100 % cones surviving and
Glight = 0.75 for ON, 60 % cones surviving and Giigne = 0.6 for OFF), and late Phase
I/1I (bottom row; 80 % cones surviving and Giighy = 0.75 for ON, 40 % cones surviving
and Giight = 0.45). The colorbar represents the range of values of the linear filters
E; (see|3.2.3)) at each spatial and temporal location, where green indicates excitatory
values and purple indicates inhibitory values.

and its spatial response profile was lost.

The receptive field profile of the OFF cell also exhibited a center-surround structure,
though the excitatory surround was most pronounced at ¢ = —50 ms due to the longer
synaptic delay of the OFF pathway (see Section [3.2.2]). This also led to a prolonged
response at the center of the receptive field profile. In early Phase I/I1, the spatial response
profile of the OFF cell seemed to be largely preserved, although the overall response as
weakened. In late Phase I/II, the OFF cell was no longer sufficiently responsive to light

stimulation and its spatial response profile was lost.

4.3.4 Electrical thresholds increase throughout retinal degener-
ation
Understanding how the degenerated retina responds to electrical stimulation is crucial

for treatment options such as retinal prostheses. We thus placed a simulated disk electrode
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(80 um) either epiretinally (i.e., 2 pm above the ganglion cell layer; Cottaris and Elfar
[T03]) or subretinally (i.e., at z = 135 pm, close to horizontal and bipolar cells) and
measured the RGC response to a 20 Hz cathodic-first biphasic pulse train of 1s duration
with 0.45ms phase duration (Fig. [£.4).

Consistent with the literature [126] 127, 128, [129] 130], electrical thresholds in later
stages of degeneration rose to 200 %—400 % of those in the healthy retina (Fig. . Here,
threshold was defined as the smallest stimulus amplitude that elicited a spike on at least
half of 20 trials [141], 1], and the resulting thresholds were averaged across the population
of surviving RGCs.

Interestingly, our model predicted that degeneration should affect the electrical thresh-
olds of ON and OFF RGCs differently: whereas thresholds for ON cells tended to rise
rapidly in Phase I/1I, OFF cell thresholds decreased throughout Phase I/1I to a point
where the threshold was effectively zero, due to increased spontaneous firing. As cells
started to migrate in Phase III, thresholds rose again. Notably, epiretinal stimulation
thresholds kept rising (Fig. [£.4A, reaching thresholds up to 400 % of those found in a
healthy retina, whereas subretinal thresholds were more stable during Phase III and
plateaued at around 200 % of the healthy thresholds (Fig. . The standard deviations
in Phase III were significantly larger than those in Phase I/II because of the cell migration
in Phase III.

In addition, the spatial response profiles were strongly affected by degeneration (heat
maps in Fig. , here shown for a 20 Hz biphasic pulse train with 60 mA amplitude). A
ring-like structure is noticeable in both ON and OFF cell responses due to the influence of
the extracellular potential being highest along the edge of the electrode, allowing activity
to spread far beyond the size of the electrode. Epiretinal stimulation was able to elicit
solid OFF cell responses throughout Phase I/I1, whereas ON cell responses lasted only

halfway through. After that, cell migration started to disrupt spatial response profiles in
44



A computational model of retinal degeneration Chapter 4

Phase III. The story was similar for subretinal stimulation, though a few differences were
noticeable. First, ON cell responses vanished almost immediately in Phase I/II, only to
come back in late stages of Phase III as more and more ganglion cells started to migrate
closer to the subretinal electrode. Second, the spatial activation profile of OFF cells was
more confined early in Phase I/II, but began to widen due to increased spontaneous RGC
later in Phase I/II. Third, cell migration disrupted the spatial response profiles more
quickly and more thoroughly, but continued to elicit responses all the way to the end of

Phase I11.

4.3.5 Cell death and migration affect ON and OFF cells differ-

ently

To isolate the network changes responsible for the altered electrical response properties
of RGCs, we simulated frequency-current (F-I) curves at different stages of degeneration
for three different stimulation modes: current injection, epiretinal electrical stimulation,
and subretinal electrical stimulation (Fig. [4.5). During Phase I/IL, cone death reduced
the response of ON cells for all three stimulation modes (Fig. [.5, top row), but left OFF
cells unaffected. This is consistent with the retina’s light response in Fig. {.IF. During
Phase III, bipolar and amacrine cell death reduced the response of OFF cells for all
three stimulation modes, but left the ON cells mostly unaffected (Fig. top row); the
one exception being subretinally stimulated ON cells, which saw the greatest reduction
in activity. Finally, cell migration affected the response of both ON and OFF cells for
both epiretinal and subretinal stimulation, increasing response variability across the RGC
population.

Overall, these results demonstrate how network-level changes may affect RGC firing

at different stages of retinal degeneration.

45



A computational model of retinal degeneration Chapter 4

|
700 Phase I/ll | Phase lll
600 |
500

eplretlnal stim.

measu re

e

Vet &N

Threshold (%)
8

i
0 1
|| || I
60 O
= o T
g molelelel ol LLL LI LI LI M
w  poEEEDECEEREEEE
60 o * . > e B
I
jrossire I — ONRGCs
Sl | — OFF RGCs
= 3001 I
/Y\ % 200 //——1*5-’\)\———
Q 8 |
D 100
= |
—— £ o T~ /
subretinal stim.
100 o - %
5 EIIIIIIII-HH
’ ..EIE
00 ® | 0
I
PR segment length: ™ !
PR survival: '%7 :
]
BP/AMA survival: 100/"I !
BP/AMA/RGC migration: **% | ]
| >

time

Figure 4.4: RGC response to electrical stimulation with a 20 Hz biphasic cathodic-pulse
train (0.45 ms phase duration, 1s stimulus duration). Mean values were calculated over
1000 ms (stimulus presentation) and averaged across neurons located directly below
the electrode; vertical bars the SD. A) Epiretinal stimulation. Electrical stimulation
thresholds during retinal degeneration reported relative to healthy thresholds (100 %,
horizontal dotted line). The spatial response profile of ON and OFF RGCs is given
below for a pulse train of 60 pA amplitude. The borders of the electrode are outlined
in black. B) Subretinal stimulation. Electrical stimulation thresholds during retinal
degeneration reported relative to healthy thresholds (100 %, horizontal dotted line).
The spatial response profile of ON and OFF RGCs is given below for a pulse train of
60 nA amplitude. The borders of the electrode are outlined in black.
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Figure 4.5: Frequency-current (F-I) curves for three modes of neuronal stimulation:
current injection (two leftmost columns), epiretinal electrical stimulation (two center
columns) and subretinal electrical stimulation (two rightmost columns). F-1 curves
are shown for RGCs at different stages of retinal degeneration: as a function of cone
death during Phase I/II (top row), as a function of bipolar and amacrine cell death
during Phase IIT (middle row), and as a function of bipolar, amacrine, and ganglion
cell migration during Phase III (bottom row). Values averaged across RGCs; vertical
bars are the standard deviation.
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4.4 Discussion

We have developed a biophysically inspired in silico model of the cone pathway
in the retina that simulates the network-level response to both light and electrical
stimulation, and found that simulated cone-mediated retinal degeneration differentially
affects ON and OFF RGCs. Existing computational models of retinal degeneration largely
focus on RGC activity in the absence of photoreceptor input (e.g., Cottaris and Elfar,
[103]; Golden et al., [133]), but do not consider the global retinal remodeling that may
impact the responsiveness of RGCs. To this end, our simulations do not just reproduce
commonly reported findings about the changes in RGC activity encountered during
retinal degeneration (e.g., hyperactivity, increased electrical thresholds) but also offer
testable predictions about the neuroanatomical mechanisms that may underlie altered
RGC activity as a function of disease progression.

Consistent with the literature [120, 1211 142, 122 123], we found that RGCs exhibited
elevated spontaneous firing rates during retinal degeneration (Fig. . In our model
this was mainly restricted to the OFF RGC population, which became more active over
time (Fig. [4.1D, G). Similar observations have been made in degenerated retinas of mouse
models [120, 121 [142], which are dominated by OFF cell activity. However, we identified
photoreceptor cell death in Phase I/II as the main driving force behind this hyperactivity,
as opposed to an intrinsic change to RGC excitability [123]. Moreover, the complete loss
of cones did not drive RGCs into an oscillatory state (Fig. . However, this may be due
to the fact that our simulations did not include gap junctions (see below). On the other
hand, ON cells showed increased activity in response to cone outer segment truncation
(Fig. ), which may occur only early in degeneration before most photoreceptors are
lost, after which their spontaneous activity is expected to quickly vanish.

As the light response of the RGC population slowly subsided (Fig. , ON cells saw a
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much quicker reduction in firing rate than OFF cells, remaining silent for the second half
of Phase I/II and all throughout Phase III (Fig. [£.2). A generalized linear model revealed
a brief broadening of the spatiotemporal receptive field for ON RGCs early in Phase I/11
while these cells were losing their inhibitory surround, before the spatial properties of
both ON and OFF receptive field were lost (Fig. [£.3). This is consistent with studies that
have documented cell type—specific functional changes in RGCs across animal models
[120, 42| 143], where spatial receptive fields often lose their circular shape and appear
spotty before they vanish [143].

As degeneration progressed, electrical thresholds tended to increase for both subretinal
and epiretinal stimulation (Fig. 4.5)), which is consistent with most literature on the
subject [126], 127 128, [129] 130]—though see [141]. Mirroring the changes in the light
response, ON cells also displayed diminished responses to electrical stimulation (Fig. [4.5)).
This resulted in higher activation thresholds for ON cells as compared to OFF cells
(Fig. [4.4), which is a phenomenon previously documented in the degenerated mouse retina
[144]. Interestingly, our model also predicts a brief period of degeneration during which
OFF cells are so active that their electrical threshold is effectively zero. Furthermore, our
model offers testable predictions of how cone death (Phase I/IT), bipolar and amacrine
cell death (Phase III), and cell migration (Phase III) affect the responsiveness of RGCs
(Fig. [4.5)).

Overall, our findings demonstrate how biophysical changes associated with retinal
degeneration affect retinal responses to both light and electrical stimulation, which may
have important implications for the design and application of retinal prostheses. In
specific, our results suggest that spatially confined responses might be more easily elicited
with subretinal stimulation in Phase I/II and with epiretinal stimulation in Phase III
(Fig. 4.4). This implies a role for subretinal prostheses in early stages of the disease,

whereas epiretinal prostheses may be more effective in later stages. However, cell migration
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might strongly affect both stimulation modes (Fig. , leading to spotty activation of
the RGC population that may obscure the perceptual interpretation of these electrical
stimuli.

Moreover, both subretinal and epiretinal stimulation are expected to more easily
activate OFF cells, as they remain active through most of Phase III. This suggests that
OFF cell activity may play a greater role in prosthetic vision than previously assumed
[145], which could have important implications for the differential activation of RGC
subtypes [146], [144] 147, [14§].

Although our model captures a range of biophysical changes common to cone-mediated
retinal degeneration, we were forced to make some simplifying assumptions due to
the complex nature of the degeneration process. Most notably, our model did not
include rod circuitry and gap junctions. This may explain why we did not observe
oscillations in our model, since rod bipolar cells are thought to participate in an oscillatory
network in the outer retina [I31} [149] that may arise from electrically coupled networks
[150, 131, 149, 132, 151, 125]. In addition, we did not consider it feasible to model the
hyperproliferation of Muller cells, the formation of microneuromas, or other morphological
changes commonly observed during inherited retinal degeneration [40].

Nevertheless, as we did not modify the intrinsic properties of the RGC population,
our results suggest that commonly documented physiological changes such as RGC
hyperactivity and increased electrical thresholds [152], 153, 123] may have additional
network-mediate causes that are presynaptic to RGCs. This work thus offers testable
predictions to further our understanding of retinal processing in health and disease.
Future work could focus on adding additional morphological and topological detail to the
simulation in order to obtain a more complete picture of the changes in RGC response

properties associated with inherited retinal degeneration.
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Chapter 5

Retinal scene statistics for freely

moving mice

5.1 Introduction

Most computational models of early vision are trained on static stimuli (i.e., images)
from a fixed dataset. However, the neural circuits of an organism are thought to adapt to
the natural environment it inhabits due to evolutionary pressure. According to the efficient
coding hypothesis, information processing in the visual system should be optimized for
the statistics of the visual scenes from the natural environment [I54]. Therefore, an
accurate characterization of the visual stimuli encountered in the natural environment is
imperative for a complete understanding of the visual system [155], 156, 157].

The mouse has become a prominent model organism in neuroscience due to its
unparalleled experimental access to the mammalian cerebral cortex [I58, [51], but most
studies focus on using sparse artificial stimuli to probe the visual processing of head-fixed
mice. Studying visual processing in mice in a more ecologically relevant setting is still
in its nascent stages [159) 160, 161]. Even so, several studies have already highlighted

o1



Retinal scene statistics for freely moving mice Chapter 5

the importance of using more naturalistic stimuli and revealed findings such as enhanced
spatial frequency tuning in primary visual cortex (V1) neurons and respective sensitivity
to green and UV in the dorsal and ventral retina [162] [163, [164]. However, few previous
studies have considered the effect of head and eye movement on natural scene statistics;
the mouse was either head-fixed or the footage analyzed was collected with a camera
mimicking the animal’s location in the natural environment.

To understand how the mouse uses head and eye movement to sample the natural scene,
it is crucial to record the visual input from freely moving mice that exhibit naturalistic
head-eye coordination. Mice explore their visual surroundings through a combination
of head and eye movements, which can be classified into two types: gaze-shifting eye
movements, where the eyes move in conjunction with the head, and compensatory eye
movements, where the eyes move counter to the head’s motion [165] 166, 167]. Through
an analysis of the visual footage recorded from freely moving mice, we might be able to
uncover visual scene characteristics resulting from eye, body, and head movements during
natural locomotion, similar to studies conducted in humans [16§].

We combined high-density silicon probe recordings with miniature head-mounted
cameras, including one camera aimed outwards to capture the visual scene from the
mouse’s perspective and the other one aimed at the eye to measure the pupil position,
as well as an inertial measurement unit (IMU) to quantify head orientation. Three mice
equipped with this state-of-the-art recording system freely explored an arena for around 1
hour. To estimate the retinal input during free exploration, we followed previous work
[15], 169, [55] to train a shifter network that learns an affine transformation to correct the
footage for eye movements. The shifter network was trained end-to-end with a neural
activity prediction model such that the shifts were optimized to produce the best fit in
predicting the firing rates of the recorded V1 neurons. This allowed us to transform each

frame of the recorded visual input into an eye-centered coordinate frame. Following [170],
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we characterized each frame of the head-centered and eye-centered video based on various
spatiotemporal features (e.g., luminance, contrast, edge density). To determine the visual
cues influencing gaze-shifting eye movements, we fine-tuned EfficientNet-B0 to predict
the horizontal angle of the endpoint of each gaze-shifting eye movement. We then used
saliency map analysis to demonstrate which pixels were most predictive of gaze-shifting

eye movements.

5.2 Methods

5.2.1 Data acquisition and preprocessing

In this subsection, we provide a brief overview of the data collection and preprocessing.
For a more complete and detailed description of the procedure, see [55].

The data from three adult mice was used in this study. Equipped with the state-of-
the-art recording system designed for the freely-moving condition, each mouse was free to
explore an approximately 48 cm long x 37 cm wide x 30 cm high arena for about 1 hour.
The head-centric visual input, neural activity in V1, and various behavioral variables
were available as simultaneous data streams for further analysis (Figure [5.1}A).

The recording system was composed of two head-mounted miniature cameras, a head-
mounted IMU, and high-density silicon probes implanted into V1. One of the cameras
(about 120° wide) was forward-facing and pointed towards the direction of the right eye,
and it recorded the head-centric visual input at 16 ms per frame. The other miniature
camera was pointed at the right eye, and it recorded a video of the right eye at 30 Hz. The
IMU collected the gyroscope and accelerometer information at 30 kHz. The high-density
silicon probe (11 pm x 15pum, 128 channels), implanted in the left V1 center, acquired

electrophysiology data at 30 kHz. An additional top-down camera recorded a video of the
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mouse moving around in the arena at 60 Hz.

The arena was composed of four walls and one floor. The floor of the arena was gray
and scattered with black and white Lego blocks. One wall of the arena was a monitor,
displaying a moving black and white dot stimulus. The other three walls presented static
stimuli, including white noise and black and white gratings with high and low spatial
frequency.

After data collection, the following data preprocessing procedure was performed. The
head-centric visual input was downsampled to 60 x 80 pixels. DeepLabCut [I71] was used
to extract the horizontal eye position @, vertical eye position ¢, and pupil radius o from
the video of the right eye, and estimate the locomotion speed s from the top-down video.
The pitch (p) and roll (w) of the mouse’s head were gathered from the IMU. Raw data
traces from the electrophysiological recording were bandpass-filtered between 0.01 Hz and
7.5kHz, and spike-sorted with Kilosort 2.5 [I72]. Phy2 was used to select single units
([167]), and further processing was performed to remove inactive units (mean firing rate
< 3Hz). In the end, there were respectively 68, 32, and 49 active units for the three mice.
All data streams were resampled at 20.83 Hz (48 ms per frame), and then were used to
train a shifter network and a multimodal deep learning network end-to-end to predict the

neural activity for each mouse.

5.2.2 Shifter network

To accurately analyze the scene statistics of the retinocentric visual input for freely
moving mice, transformations need to be applied to the camera feed from the head-mounted
camera so that the visual input is in retinal coordinates before analysis.

To solve this problem, we followed previous work in the field [I5] 169, 55] and trained

a shifter network to predict the correct transformation parameters based on recorded
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Figure 5.1: A) Schematic of the head-mounted recording system for freely moving mice
(adapted from [55]). Left: Three mice freely explored a 48 cm long x 37 cm wide X
30 cm high arena. Middle: Preparation included a silicon probe for electrophysiological
recording in V1 (yellow), miniature cameras for recording the mouse’s eye position and
pupil size (0, ¢, and o; magenta), and visual scene (blue), and inertial measurement
unit for measuring head orientation (p and w; green). Right: Sample data from a
9.6 s period during free movement showing (from top) visual scene, horizontal and
vertical eye position, pupil size, head pitch and roll, locomotor speed, and a raster
plot of 64 units. B) The worldcam video was gaze-corrected based on measured eye
movements and head movements with an affine transformation learned by a shifter
network. The shifter network was trained end-to-end with a neural activity prediction
model to maximize the accuracy of neural activity prediction. The neural activity
prediction model will be explained in more detail in Chapter [6]

behavioral variables. Specifically, the shifter network consisted of three fully-connected
layers which each were followed by a Tanh layer and a BatchNorm layer. The input
to the shifter network included the horizontal eye position 6, the vertical eye position
¢, the pitch of the head p, and the roll of the head w. The shifter network predicted

a rotation and a shift for each frame to convert it from head-centric to retinocentric

coordinates. The rotation was bounded by £36°, and the shift was bounded by 416
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pixels horizontally and +12 pixels vertically. The shifter network was trained end-to-end
with a state-of-the-art multimodal deep learning network to determine the transformation
parameters that enabled the best prediction of activity in V1 for each mice [173] (Figure
51B).

The multimodal deep learning network predicts V1 activity jointly for all recorded
neurons per frame in a continuous fashion by extracting visual features with a 3-layer
convolutional neural network (CNN) from the transformed stimulus frame and behavioral
features from a novel behavioral encoder, fusing those two features, and then feeding the
fused features into a gated recurrent unit (GRU) unit. Chapter [f] explains this model in
more detail. This architectural design allowed for flexible inclusion of visual, behavioral
and temporal dynamics for accurate neural activity prediction. Different lengths of history
for the GRU were experimented with, and the shifter trained with the best-performing
network was extracted for each session and used to obtain the eye-shifted videos, which

were used for subsequent analysis.

5.2.3 Types of eye movements

Mice sample the visual scene by moving their head and eyes. Their eye movements
can be categorized into gaze-shifting eye movements where the eyes move with the head
or compensatory eye movements where the eyes move against the head [165, 166], [167].
Since different eye movements may result in different scene statistics of the visual scenes
in retinal coordinates, we followed previous work to classify eye movements based on gaze
velocity, which is defined as the sum of horizontal eye movement and head movement
velocities [167]. Eye movements accompanying high head velocities (greater than 60 °/s)
and high gaze velocities (greater than 120°/s) were considered gaze-shifting, while those

accompanying high head velocities (greater than 60 °/s) and low gaze velocities (less than
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120°/s) were considered compensatory.

5.2.4 Computation of scene statistics

To analyze the mouse’s strategy of sampling the visual scene during free movement,
we extracted the spatiotemporal features from each frame in the head-centered and eye-
centered videos and compared those scene statistics from the corresponding head-centered
frame and eye-centered frame. The spatiotemporal features included luminance, contrast,
edge density, and Difference of Gaussian (DoG) entropy [170]. Prior to the computation
of spatiotemporal features, we normalized the pixel values in both the head-centered video
and the eye-centered video to the range [0, 1]. For the eye-centered video, we masked the
pixels that became out of the camera’s field of view after the transformation predicted by
the shifter network was applied to exclude those invalid pixels from further analysis. In
addition, we computed those scene statistics separately for the set of pixels belonging to
the whole frame, the top half frame, and the bottom half frame. The respective analysis
of the top and bottom visual field was inspired by the fact that the mouse retina might
have specialized circuitries for the top and bottom half, speculated to have evolved in

response to the visual features of its natural habitat due to survival pressure [163] [164].

Luminance For each set of pixels in a given frame, we calculated the average luminance,

which was simply the mean of the pixel grayscale values.

Contrast For each set of pixels in a given frame, we calculated the average contrast,
which was defined as the standard deviation of the pixel grayscale values divided by the

mean of the pixel values.
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Edge density For each set of pixels in a given frame, we extracted the edges from the
frame with a Canny edge detector with the cv2 python package and then computed the
edge density, which was defined as the number of nonzero pixels in the output of the edge

detection divided by the total number of pixels.

DoG entropy For each set of pixels in a given frame, we computed its DoG entropy
[T70]. Firstly, DoG was computed by filtering the image with two different Gaussian
kernels with the size of 11 pixels and standard deviations of 1 and 1.61 pixels respectively
using the cv2 python package, and taking the difference between the two filtered images.
Then, the Shannon entropy was computed with the difference image using the scikit-image

python package. DoG can indicate the presence of texture [170].

5.2.5 Eye position prediction

In order to understand what visual features drove gaze-shifting eye movements, we
trained a deep convolutional network to predict the horizontal endpoint of each gaze shift
based on the video frames preceding the gaze shift and then used different attribution
methods to visualize the visual features that contributed to the prediction.

We replaced the last linear layer of the pretrained EfficientNet-BO and finetuned the
model with a mean-squared error loss so that the model could predict the horizontal
eye position according to the three video frames preceding the gaze shift. The three
video frames were used as separate channels in the input image to the network. The
dataset was randomly split so that 80%, 10%, and 10% of the data were used as the train,
validation, and test set respectively. The model was optimized with Adam (batch size: 64,
learning rate: .0002) for a maximum of 100 epochs with early stopping on the validation
set (patience: 10 epochs), and the model that achieved the best validation loss was saved

for attribution analysis.
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Figure 5.2: Most of the eye movements of all three mice can be classified into either

compensatory or gaze-shifting eye movements. Each dot represents an eye movement

during the recording. Red dots represent gaze-shifting eye movements, and blue dots

represent compensatory eye movements.

We used a variety of attribution algorithms including the saliency map [174], Guided
Grad-CAM [I75], deconvolution [176], and guided backpropagation [I77] to visualize

which pixels contributed to the prediction of the horizontal landing position of gaze shifts.

Those visualizations were computed with the whole dataset using the Captum package

78,

5.3 Results

5.3.1 Eye movements in freely moving mice can be categorized

into compensatory and gaze-shifting types

Following previous work, we categorized the mouse’s eye-head movements into com-
pensatory eye movements and gaze-shifting eye movements (see Section . Figure
[5.2] shows that for each mouse, most of the eye movements can be classified as either
compensatory eye movements or gaze-shifting eye movements. This suggests that although
the mice were equipped with head-mounted recording devices, our experimental setup
was natural enough for the mice to make head and eye movements to sample the visual

scene effectively.
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5.3.2 The shifter network enables accurate prediction of neural
activity

Whether the shifter network improves the prediction of neural activity is an important
indicator of its correctness in transforming the video frames from head-centered coordinates
to retina-centered coordinates [55]. Therefore, we compared the predictive performance
of the model with the shifter and that of the model without the shifter. To determine the
best model for each mouse, we tried different lengths of history (from 48 ms to 384 ms)

for the GRU unit inside the model.

Mouse 1 Mouse 2 Mouse 3
History cct MSE | cet MSE cct MSE |
48ms | .626 +.145  .0574 , 487+ .180  .0931 , .580 £ .133  .0849
06ms 1 631 +.149 0560 1 474+ .184  .0981 1 592+ .132  .0840
144ms ' .625 +.154  .0597 ' 505+ .174  .0897 ' .591 4+ .133  .0839

1
|
|
|
|
|
:
|
192ms | .625+.153  .0581 , 482+ .174  .0965 | .588 £ .129  .0853
|
|
|
|
|
|
|
|
|

240ms 1 .630 +.152 0556 | 4844 .179  .0990 | 5764+ .136  .0851
288ms ' .625+.156  .0564 ' 508 +£.179  .0908 ' 575 +.137  .0865
336ms |, .622+.155  .0586 | .469 +.192  .0981 , .5794.137  .0860
384ms 1 628 £.151 0569 1 .517+.182 0886 1 .580 +.143 0866

Table 5.1: The model trained with different lengths of history and without the shifter
network. ce: cross-correlation, mean + standard deviation (1: the higher the better),
MSE: mean-squared error ({: the lower the better).

The predictive performance of the model without the shifter and with the shifter
is shown in Table and Table [5.2] respectively. The shifter network improved the
prediction of the neural activity in all three mice under different lengths of temporal history
in terms of both cross-correlation and mean-squared error, suggesting that the shifter

network successfully predicted the transformation parameters to convert head-centered

60



Retinal scene statistics for freely moving mice Chapter 5

Mouse 1 Mouse 2 Mouse 3
History cct MSE | ! cct MSE | ! cct MSE |
48ms | 637+ .143 0536 | 494+ .161  .0901 ' .603-+.131  .0804
96ms | 647+ .139 0551 | .553+.168  .0850 | .605-+.134 0824
144ms | 647+ .137 0555 523+ .174 0875 ' .6064.136  .0791

}
|
|
|
|
|
1
|
192ms | .648 +.138  .0553 , .5414+.173 .0830, .5994.133  .0796
|
|
|
|
|
|
|
|
|

240ms 1+ .653 + .142 0525 1 534+ 172 0881 + .606 £ .137  .0787
288ms ' 6561 £.139  .0530 i 549 £ 171 0857 ' .597 £ .141 .0800
336ms , .650+.139  .0538 , .543+.167  .0857 , .613+.136 .0781
384 ms 1 .657 +.140 .0513 : H31+£.174 0868 + 603 £.134  .0799

Table 5.2: The model trained with different lengths of history and with the shifter
network. Best performing networks are indicated in bold. cc: cross-correlation, mean
+ standard deviation (1: the higher the better), MSE: mean-squared error (|: the
lower the better).

frames to retina-centered frames based on the eye positions and head positions.

The amount of temporal information needed for the model to reach the best per-
formance in terms of cross-correlation was 384 ms, 96 ms, 336 ms for Mouse 1, Mouse 2
and Mouse 3, respectively. We extracted the shifter network from the best model for
each mice, and then used the shifter network to transform each frame collected from

the head-mounted camera (referred to as “head-centered” in subsequent sections) to an

retina-centered coordinate frame (referred to as “eye-centered” in subsequent sections).

5.3.3 Average luminance and contrast are unaffected by eye

movements

To understand the difference between the head-centered frames and the eye-centered
frames, we started out by analyzing the low-level features including the average luminance

and the average contrast of each frame. We calculated and compared the average
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Figure 5.3: A comparison of luminance (top) and contrast (bottom) between head—
centered frames and eye-centered frames. Each scatterplot shows a random subset of
1000 pairs of frames. Each dot in the scatterplot represents a pair of head-centered
and eye-centered frames. The distribution of the values in the scatterplot is visualized
in the accompanying histograms.
luminance value and the average contrast value for each pair of the head-centered frame
and the eye-centered frame (Figure |5.3). There was no noticeable difference between the
head-centered frames and the eye-centered frames in terms of either luminance or contrast

across the three mice. This suggests that the mouse does not make preferential choices

regarding luminance and contrast when sampling the visual scene.
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5.3.4 Edge density and DoG entropy are increased by eye move-

ments

Next, we wondered whether the mouse would make eye movements that are preferential
for higher-order features including edge density and DoG entropy, and whether those
higher-order features would differ in the top and the bottom half of the visual field. To
do this, we calculated and compared edge density and DoG entropy for each pair of the
head-centered frame and the eye-centered frame. To delineate the difference between the
top and the bottom half of the visual field, we not only compared edge density and DoG
entropy between the whole head-centered frame and the whole eye-centered frame, but
also respectively contrasted the top half of the head-centered frame and the top half of
the eye-centered frame, and the bottom half of the head-centered frame and the bottom
half of the eye-centered frame.

The result of edge density comparison is shown in Figure [5.4. The edge density values
in the eye-centered frames are higher than those in the head-centered frames across the
three mice, indicating that the mouse makes eye movements that are preferential for the
presence of edges. In addition, in the lower half, the difference in edge density between
head-centered frames and eye-centered frames is more pronounced than that in the upper
half across the three mice. This result might indicate that the mouse’s lower visual field
is more devoted to processing edges compared to its upper visual field.

The result of DoG entropy comparison is shown in Figure [5.5l The DoG entropy
values in the eye-centered frames are higher than those in the head-centered frames. This
result suggests that the mouse makes eye movements are preferential for the presence of
texture. However, there is no prominent difference between the upper visual field and the

lower visual field in terms of DoG entropy.
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Figure 5.4: A comparison of edge density between head-centered frames and eye-cen-
tered frames in terms of the whole frame (top), the upper half frame only (middle)
and the bottom half frame only (bottom). Each scatterplot shows a random subset of
1000 pairs of frames. Each dot in the scatterplot represents a pair of head-centered
and eye-centered frames. The distribution of the values in the scatterplot is visualized
in the accompanying histograms.

5.3.5 Upper peripheral visual field drives gaze-shifting eye move-

ments

We fine-tuned a pretrained EfficientNet-B0 model to predict the horizontal eye position

after each gaze-shifting eye movement at time ¢ based on the video frames at time ¢ — 3

(144 ms before the gaze shift), ¢ — 2 (96 ms before the gaze shift) and ¢t — 1 (48 ms before

the gaze shift). We trained the model for the eye position prediction task with the data

from each mouse separately and all the data from all three mice together, and the R?

score is summarized in Table [5.3] When the model was trained separately for each mouse,

it severely overfit the training data. When the model was trained with all the data, the

R? score was similar across the training, validation, and testing data, and the R? score of
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Figure 5.5: A comparison of DoG entropy between head-centered frames and eye-cen-
tered frames in terms of the whole frame (top), the upper half frame only (middle)
and the bottom half frame only (bottom). Each scatterplot shows a random subset of
1000 pairs of frames. Each dot in the scatterplot represents a pair of head-centered
and eye-centered frames. The distribution of the values in the scatterplot is visualized

in the accompanying histograms.

the test set was the highest. Therefore, we used the model trained with all the data to

perform the subsequent attribution analysis.

We computed the saliency map of the three video frames preceding each gaze-shifting

eye movement, and computed the mean of all the saliency maps (Figure [5.6)).

The

Table 5.3: R? score of eye position prediction from training separately for each mouse

Training R* l Validation R? l Testing R?

Mouse 1
Mouse 2
Mouse 3

990 ! 305 ! 397

990 518 541

985 | 512, 511
****** 6810 5081 544

and training together for the data from all mice.
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Figure 5.6: Saliency maps generated from the eye position prediction model trained
from all data. A) Three example pairs of the original video frame and its corresponding
saliency map. B) The mean of all the saliency maps, computed separately for the
frames 144 ms, 96 ms and 48 ms before gaze shifts. The borders of the saliency maps
were cropped by 6 pixels (indicated by the red box) to avoid border artifacts.
brightness value of a pixel in the saliency map indicates how strong the pixel contributed
to the prediction of the landing position of the gaze-shifting eye movements. In Figure
[b.6l A, three example pairs of the original video frame and its corresponding saliency map
are shown, and in those examples the top parts of the saliency maps were consistently
highlighted. Indeed, an inspection of the mean of all the saliency maps (Figure [5.6/B)
reveals that the video frame 96 ms before the gaze shift contributed the most to the
eye position prediction, and in particular the upper peripheral visual field was the most
important region. The highlighted region appeared slightly slanted, which may be as a
result of the data collection from one eye exclusively. Other attribution methods (Guided
Grad-CAM [I75], deconvolution [I76], and guided backpropagation [177]) produced
similar visualization (Appendix [A.2.1)). This result suggests that a major part of the

gaze-shifting eye movements in mice might be devoted to detecting salient regions in the

upper peripheral visual field.
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5.4 Discussion

In this work, we have proposed to analyze the statistics of the visual scenes during the
natural locomotion of the mouse by utilizing a state-of-the-art recording system allowing
for simultaneous recording of visual, behavioral, and neural data and training a shifter
network to estimate the retinal input by predicting a correcting transformation based on
the head and eye positions. Consistent with previous studies, we found that the mouse
made two distinct types of eye-head movements and that the shifter network enabled
more accurate prediction of neural activity. A frame-based analysis of the head-centered
video and the eye-centered video revealed that eye movements did not affect luminance
or contrast, but interestingly increased edge density and DoG entropy. Via an attribution
analysis of the deep learning network that predicted the horizontal landing endpoint
of gaze-shifting eye movements, we discovered that the upper peripheral visual field
contributed the most to gaze-shifting eye movements. In conclusion, our work not only
confirms previous results on the mouse’s head-eye movement coordination but also offers
new insights into the visual processing of freely moving mice.

Similar to prior research, we observed that mice made two different types of eye-head
movements (compensatory and gaze-shifting) while they explored freely in the arena
while wearing miniature recording devices. This indicates that our experimental setup
facilitated natural eye and head movements in mice, enabling them to effectively sample
the visual environment. It underscores the significance of employing a freely moving
experimental paradigm.

Like previous research, we employed a shifter network to correct the recording captured
by the head-mounted camera and transform the frames to retina-centric and found that
the shifter network improved the accuracy of the prediction of neural activity. This

result validates the correctness of our approach and furthermore demonstrates that the
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shifter network is a versatile tool that works with a variety of predictive models including
the generalized linear model (GLM) [55], CNN [I5], @7], and, in our case, a multimodal
temporally-recurrent artificial neural network. The shifter network proves to be an
important tool for analyzing the retinal input of mice since mice can’t be trained to fixate.

A comparison between the head-centered frames and the eye-centered frames showed
that eye movements did not change the luminance or contrast, but preferred more edges
and more texture. This indicates that higher-level features such as edges and textures
might be more important for visual processing in mice during natural locomotion compared
to low-level ones. In addition, we found that eye movements increased the edge density
more noticeably in the lower half of the visual field compared to the upper half of the
visual field. This aligns with the efficient coding hypothesis: In the natural habitat of
mice, the bottom half of the visual field mostly consists of grass, and during evolution, the
bottom half of the visual field becomes more efficient for processing edge-related features.
This could explain why mice like to focus on edges with the bottom half of their visual
field during the exploration of the arena. However, we did not find a similar trend in
terms of DoG. A possible explanation is that DoG indicates the presence of texture, but
does not differentiate different types of textures. In the future, a more detailed texture
analysis and a more realistic arena with various natural elements such as grass and tree
bark could be beneficial in disentangling how eye movements affect textures with greater
precision.

We found that the upper peripheral visual field 96 ms before the gaze-shifting eye
movement was most predictive of the horizontal endpoint of the eye movement. This
indicates that a large part of visual processing in mice during natural locomotion might
be devoted to predator detection on a fast time scale. We did not observe that the pixels
belonging to the lower part of the visual field contributed much to the prediction of the

gaze-shifting position. Future work on eye movement analysis during tasks with ecological
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relevance, such as prey capture, could reveal different results [166].
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Chapter 6

A multimodal deep learning model of

V1 in freely moving mice

6.1 Introduction

Computational models have been crucial in providing insight into the underlying
mechanisms by which neurons in the visual cortex respond to external stimuli. Deep
convolutional neural networks (CNNs) have had immense success as predictive models
of the primate ventral stream, in cases where the animal was passively viewing stimuli
or simply maintaining fixation [31], 19} 179, 26| 27]. Despite their success, these CNNs
are poor predictors of neural responses in mouse visual cortex [I80], which is thought to
be shallower and more parallel than that of primates [I81], [I82]. According to the best
models in the literature [28], 25, 97, 08, [183], [184], the mouse visual system is more broadly
tuned and operates on relatively low-resolution inputs to support a variety of behaviors
[158]. However, these models were limited to predicting neural responses to controlled
(and potentially ethologically irrelevant) stimuli that were passively viewed by head-fixed
animals.
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Movement is a critical element of natural behavior. In the visual system, eye and head
movements during locomotion and orienting transform the visual scene in potentially
both beneficial (e.g., by providing additional visual cues) and detrimental ways (e.g., by
introducing confounds due to self-movement) [32] [I85] 57]. Movement-related activity is
widespread in mouse cortex [I86) [33] and prevalent in primary visual cortex (V1) [34] 56].
For instance, V1 neurons of freely moving mice show robust responses to head and eye
position [53], (54], which may contribute a multiplicative gain to the visual response [55]
that cannot be replicated under head fixation. V1 activity may be further modulated by
variables that depend on the state of the animal and its behavioral goals [60], 56, [33] [58].
However, how these behavioral variables may integrate to modulate visual responses in
V1 is unknown. Furthermore, a comprehensive predictive model of V1 activity in freely
moving animals is still lacking.

To address these challenges, we make the following contributions:

e We introduce a multimodal recurrent neural network that integrates gaze-contingent
visual input with behavioral and temporal dynamics to explain V1 activity during

natural vision in freely moving mice.

e We show that the model achieves state-of-the-art predictions of V1 activity during
free exploration based on visual input and behavior, demonstrating the ability to
accurately model neural responses in the dynamic regime of movement through the

visual scene.

e We uncover new insights into cortical neural coding by analyzing our model with
maximally activating stimuli and saliency maps, and demonstrate that mixed

selectivity of visual and behavioral variables is prevalent in mouse V1.
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6.2 Related Work

The mouse, as a model organism, offers unparalleled experimental access to the mam-
malian cerebral cortex [51]. Computational models of mouse V1, including generalized
linear models (GLMs) [55], [187] and customized models mimicking the mouse visual hier-
archy [I88], have been crucial in providing deeper insights into the range of computations
performed by visual cortex. More recently, deep CNNs have also been used to model
mouse V1 [28] 25 07, 08, 183, 189, 20, 190} [191].

Despite their success in predicting neural activity in the macaque visual cortex
[96], deep CNNs trained on ImageNet have had limited success in predicting mouse
visual cortical activity [I80]. This is perhaps not surprising, as most ImageNet stimuli
belong to static images of human-relevant semantic categories and may thus be of low
ethological relevance for rodents. More importantly, these deep CNNs may not be the
ideal architecture to model mouse visual cortex, which is known to be shallower and more
parallel than primate visual cortex [192] 193]. In addition, mice are known to have lower
visual acuity than that of primates [I81], 182], and much of their visual processing may
be devoted to active, movement-based behavior rather than passive analysis of the visual
scene [166], 194, 56]. Although the majority of V1 neurons is believed to encode low-level
visual features [52], their activity is often strongly modulated by behavioral variables
related to eye and head position [53, 54, [55], locomotion [34] [56] 57], arousal [58| [59], and
the recent history of the animal [60]. Furthermore, mouse V1 is highly interconnected with
both cortical and subcortical brain areas, which contrasts with feedforward, hierarchical
models of visual processing [56].

A common architectural approach that has proved quite successful is to split the

network into different components (first introduced by [97]):

e a “core” network, which typically consist of a CNN used to extract convolutional
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features from the visual stimulus [97, 15, O8] [55], sometimes in combination with a

recurrent network [97];

e a “shifter” network, which mimics gaze shifts by learning a (typically affine) trans-
formation from head- to eye-centered coordinates, either applied to the pixel input

[97, 55] or a CNN layer [98];

e a “readout” network, which learns a mapping from artificial to biological neurons

[97, (17, O8],

Owing to the difficulty of developing a predictive model of mouse cortex, Willeke et
al. [184] recently invited submissions to the Sensorium competition held at NeurIPS ’22.
The competition introduced a benchmark dataset of V1 neural activity recorded from
head-fixed mice on a treadmill viewing static images, with simultaneous measurements of
running speed, pupil size, and eye position. A baseline model was provided as well, which
consisted of a 4-layer CNN core in combination with a shifter and readout network [9§].
Even though 26 teams submitted 194 different models, the overall improvement to the
baseline performance was modest, raising the single trial correlation from .287 to .325
in the Sensorium and from .384 to .453 in the Sensorium+ competition. Architectural
innovations (e.g., Transformers, Normalizing Flows, YOLO, and knowledge distillation),
were unable to make an impact, as most improvements were gained from ensemble methods.
A promising direction was taken by the winning model, which attempted to learn a latent
representation of the “brain state” from the various behavioral variables, inspired by [33].
However, the model utilized the timestamps of the test set to estimate recent neuronal
activities, which the other competitors did not have access to.

Taken together, we identified three main limitations of previous work that this study

aims to address:
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e Head-fixed preparations. Most previous models operated on data from animals
in head-fixed conditions with static stimuli, which do not mirror natural behavior
and thus provide limited insight into visual processing in real-world environments. In
contrast, the present work is applied to state-of-the-art neurophysiological recordings
of V1 activity in freely moving mice. This represents a dramatic shift in the
“parameter space” of visual input, from static images to dynamic, real-world visual
input. One could imagine that this will make the modeling process more difficult,
because the stimulus set is more complex, or easier, because it is more matched to

the computational challenge the brain evolved for.

e Limited influence of behavioral state. Previous models often limited the
influence of behavioral state to eye measurements and treadmill running speed,
which were either concatenated with the visual features [59, [184], utilized in the
shifter network to determine the gaze-contingent retinal input [97, [184], or used to

predict a multiplicative gain factor [97].

e Missing temporal dynamics. Most previous modeling works ignored the temporal
factors that might influence V1 activity and overlooked the dynamic nature of visual
processing (but see [97]). We overcome this limitation by utilizing approximately
1-hour-long recordings of three mice freely exploring an arena, and our model is

capable of handling continuous data streams of any length.

6.3 Methods

Head-mounted recording system We had access to data from three adult mice who
were freely exploring 48 cm long x 37cm wide x 30 cm high arena (Fig. [6.1]A), collected

with a state-of-the-art recording system [55] that combined high-density silicon probes
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with miniature head-mounted cameras (Fig. [6.1B). One camera was aimed outwards to
capture the visual scene from the mouse’s perspective (“worldcam”) at 16 ms per frame
(downsampled to 60 x 80 pixels). A second camera, aimed at the eye, was used to extract
eye position (0, ¢) and pupil radius (o) at 30 Hz using DeepLabCut [I7I]. Pitch (p)
and roll (w) of the mouse’s head position were extracted at 30kHz from the inertial
measurement unit (IMU). 6, ¢, p, and w allowed for the worldcam video to be corrected
for eye movements: A 3-layer fully-connected shifter network (where each linear layer
was accompanied by Tanh and BatchNorm) was trained to predict a rotation (bounded
by +36°) and a shift (bounded by +16 pixels horizontally and +12 pixels vertically)
based on 0, ¢, p, and w to convert each frame to head- to eye-centered coordinates.
Locomotion speed (s) was estimated from the top-down camera feed using DeepLabCut
[T71]. Electrophysiology data was acquired at 30 kHz using a 11 pm x 15 pum multi-shank
linear silicon probe (128 channels) implanted in the center of the left monocular V1,
then bandpass-filtered between 0.01 Hz and 7.5 kHz, and spike-sorted with Kilosort 2.5
[T72]. Single units were selected using Phy2 (see [167]) and inactive units (mean firing
rate < 3Hz) were removed. This yielded 68, 32, and 49 active units for Mouse 1-3,
respectively. To prepare the data for machine learning, all data streams were deinterlaced
and resampled at 20.83 Hz (48 ms per frame; Fig. ) For a more detailed description
of the dataset, see Appendix and Ref. [55].

Model architecture We used a 3-layer CNN (kernel size 7, 128 x 64 x 32 channels)
to encode the visual stimulus. Each convolutional layer was followed by a BatchNorm
layer, a ReLLU, and a Dropout layer (0.5 rate). A fully-connected layer transformed the
learned visual features into a visual feature vector, v (Fig. [6.2] top-right). In a purely
visual version of the model, v was fed into a fully-connected layer, followed by a softplus

layer, to yield a neuronal response prediction.
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Figure 6.1: Schematic of the head-mounted recording system for freely moving mice
(adapted from [55]). A) Three mice freely explored a 48 cm long x 37 cm wide x 30 cm
high arena. B) Preparation included a silicon probe for electrophysiological recording
in V1 (yellow), miniature cameras for recording the mouse’s eye position and pupil
size (0, ¢, and o; magenta), and visual scene (blue), and inertial measurement unit
for measuring head orientation (p and w; green). C) Sample data from a 9.6s period
during free movement showing (from top) visual scene, horizontal and vertical eye
position, pupil size, head pitch and roll, locomotor speed, and a raster plot of 64 units.
To encode behavioral state, we constructed an input vector from different sets of

behavioral variables:

e S: all behavioral variables used in the Sensorium+ competition [184], consisting of

running speed (s), pupil size (¢), and its temporal derivative (¢);

e 3: all behavioral variables used in [55], consisting of eye position (0, ¢), head

position (p, w), pupil size (o), and running speed (s);
e D: the first-order derivatives of the variables in B, namely 0, qz'ﬁ, W, p, 0, and s.

To test for interactions between behavioral variables, these sets could also include the

pairwise multiplication of their elements; e.g., Bx = {bb; V (b;,b;) € B}. The input
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Figure 6.2: Model architecture diagram. The vision-only network (top-right) was a
CNN network, predicting the neural activity at time ¢ given the visual input at time
t — 1 (48 ms bins). The full model combined the CNN with a behavioral encoder and
a gated recurrent unit (GRU), predicting the neural activity at time ¢ given the visual
and behavioral inputs from time ¢t — 1 to ¢t — n.
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vector was then passed through a batch normalization layer and a fully connected layer
(subjected to a strong L1 norm for feature selection) to produce a behavioral vector, b.
We then concatenated the vectors v, b, and their element-wise product v ® b (all
calculated for each individual input frame), fed them through a batch normalization
layer, and input them to a 1-layer gated recurrent unit (GRU) (hidden size of 512). To
incorporate temporal dynamics, we constructed different versions (GRUy) of the model
that had access to k previous frames. A fully-connected layer and a softplus activation

function were applied to yield the neuronal response prediction.

Training and model evaluation Since the visual input depended on the movement
of the mouse and the mouse could be in very different behavioral states over the length
of the recording, the data was highly inhomogeneous across time. To deal with the

continuous and dynamic nature of the data, we therefore split the ~ 1 h-long recording
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into 10 consecutive segments. The first 70 % of each segment were then reserved for
training (including an 80-20 validation split) and the remaining 30 % for testing.

Note that it is unlikely for data to “leak” from the train segment into the test segment.
While it is possible that the mouse could have been exploring the same part of the arena
at different segments of the recording, it was free to move its head, eyes, and body as it
saw fit. Thus two duplicate data points could only be produced by the animal exactly
duplicating the time courses of its eye, head, and body movement in the exact same
location of the arena.

Models were separately trained on the data from each mouse. Model parameters were
optimized with Adam (batch size: 256, CNN learning rate: .0001, full model: .0002) to
minimize the Poisson loss between predicted neuronal response (7)) and ground truth (r) :
~ SV (7 — 7 log ), where N denotes the number of recorded neurons for each mouse.
We used early stopping on the validation set (patience: 5 epochs), which led all models
to converge in less than 50 epochs. Due to the large number of hyper-parameters, the
specific network and training settings were determined using a combination of grid search
and manual exploration on a validation set (see Appendix [A.3.2).

To evaluate model performance, we calculated the cross-correlation (cc) between a
smoothed version (2s boxcar filter) of the predicted and ground-truth response for each
recorded neuron [55].

All models were implemented in PyTorch and trained on an NVIDIA RTX 3090 with
24GB memory. All code, data used to train the models, and weights of the trained model
can be found at https://github.com/bionicvisionlab/2023-Xu-Multimodal-Mouse

V1.

Maximally activating stimuli We used gradient ascent [15] to discover the visual

stimuli that most strongly activate a particular model neuron in our network. The
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visual input was initialized with noise sampled in N'(.5,2). The behavioral variables were
initialized to a vector of all ones, and updated in the loop with the visual stimuli. We
used the Adam optimizer to repeatedly add the gradient of the target neuron’s activity
with respect to its inputs. We also applied L2 regularization (weight of .02) and Laplacian
regularization (weight of 0.01) [I4] on the image. This procedure was repeated 6400 times.
The resulting, maximally activating visual stimuli were smoothed with a Butterworth

filter (low-pass, .05 cutoff frequency ratio) to reduce the impact of high-frequency noise.

Saliency map We computed a saliency map [I74] of the behavioral vector for each
neuron to discover which behavioral variables contributed most strongly to each model
neuron’s activity. We iterated through the test dataset, recorded the gradient of each
behavioral input with respect to each neuron’s prediction, and then averaged the gradients

per neuron to obtain the saliency map.

6.4 Results

Mouse V1 activity is best predicted with a 3-layer CNIN To determine the
purely visual contribution to V1 responses, we experimented with a large number of vision
architectures (see Appendix [A.3.2). In the end, a vanilla 3-layer CNN (kernel size 7,
128 x 64 x 32 channels) yielded the best cross-correlation between predicted and ground-
truth responses (Table , outperforming the best autoencoder architecture (kernel size:
7, encoder: 64 x 128 x 256 channels, decoder: 256 x 128 x 64 channels), ResNet-18 [195]
(a 20-layer CNN with the first input channel being replaced by 1), EfficientNet-B0 [196]
(a 65-layer CNN with the first input channel being replaced by 1), and the Sensorium
baseline [98] (a 4-layer CNN with a readout network). The greatest improvement in

cross-correlation was achieved for Mouse 1.
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Behavioral variables improve most neuronal predictions Once we identified the
3-layer CNN as the best visual encoder, we added the different sets of behavioral variables
to the network. To allow for a fair comparison with the Sensorium+ baseline [184], we first
limited ourselves to S = {0, d, s}, but then gradually added more behavioral variables

(B) [55] as well the derivatives of these variables (D) and multiplicative pairs (By and

Mouse 1 Mouse 2 Mouse 3
Model cctT MSE | | cctT MSE | | cctT MSE |
CNN 596 +.134 .0626 : 424 + 141 .100 : 552 4+ .138 .0908

ResNet-18 [195] DI7T+.159  .0782 1 .366 +.171 1070 511 +.138 0944
542 +.153 0694 , .393 £ .165 103 | 510 £.127  .0965

Sensorium [98] | 519 £+ .149 0754+ 381 £+ .128 119 497 £ 136 100

|
|
l
Autoencoder . 5554+ .140 0710 1 .370 4 .145 1121 521+ .144 0974
| | |
|
|
|
|

Table 6.1: Best-performing vision models, compared to the Sensorium baseline [9§]
(see Appendix for more). Best-performing networks are indicated in bold. cc:
cross-correlation, mean + standard deviation across neurons (1: the higher the better),
MSE: mean-squared error (/: the lower the better).

Mouse 1 Mouse 2 Mouse 3
Feature Set : ccT MSE | : ccT MSE | : ccT MSE |
{BUD}, | .646+.136 .0543 508+ .166 .0917 , 607 +.132  .0801
BUD i 644 + 141  .0543 i 4674180  .0966 i 5994+ 134 .0797
6394 .141 0555, 4844 .165  .0925 , .593 +.132  .0812
|
|
|
|
|

CNN+GRU,
‘S

641 + 136 .0555 : 450 £ .158  .0962 : 583 £ .136 0825
| |
623 £ .142 0551 ! 498 +£.154  .0911 | .579 £ .135 0828

Sensorium-+ | 540 £ 138 0696 + .441 £+ 181 101+ 487 £ .146 .0975

Table 6.2: CNN+GRU; model, compared to the Sensorium+ baseline [9§], trained
on different behavioral feature sets. S = {o,6,s}: the set of variables used in the
Sensorium+ competition [I84]. B = {0, ¢,w, p,0,s}: the set of variables from [55].
D= {0, b,w, p, o, s}: the derivatives of B. Ay = {a;a; ¥V (a;,a;) € A} denotes the set
of all multiplicative pairs. U denotes the union operator. Best performing networks
are indicated in bold. cc: cross-correlation, mean + standard deviation across neurons
(1: the higher the better), MSE: mean-squared error (}: the lower the better).
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Figure 6.3: The integration of behavioral variables improved the cross-correlation (cc)
for the majority of neurons. Each dot represents a neuron. A dot above the dashed
diagonal indicates a higher cc with the inclusion of behavioral variables. Histograms
(small insets) illustrate the distribution of the improvement in cc across the neuronal
population.

{BUD}).

The results are shown in Table All models were able to outperform the Sensorium+
baseline, and the addition of behavioral variables and their interactions further improved
model performance. Note that although the full model used a GRU to combine visual and
behavioral features, the input sequence length was always 1 (i.e., GRU;). That being said,
it is possible that the GRU learned long-term correlations that the Sensorium+ baseline
model did not have access to. Nevertheless, the biggest performance improvements were
gained through the addition of behavioral variables related to head and eye position
(which are present in B but not in §), their derivatives (D), and multiplicative interactions
between these variables ({BUD}).

We also wondered whether the prediction of only some V1 neurons would benefit
from the addition of these behavioral variables. To our surprise, the cross-correlation

between predicted and ground-truth responses improved for almost all recorded V1 neurons

(Fig. [6.3).
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Access to longer series of data in time further improves predictive performance
After we identified the full behavioral feature set ({8 U D}«) as the one yielding the
best model performance, we extended the GRU’s temporal dependence by allowing the
input to vary from one frame (48 ms) to a total of eight frames (384 ms), and assessed the
model’s performance.

The results are shown in Table The amount of temporal information needed by the
model to reach peak predictive performance was similar across mice (288 ms, 192 ms, and
192 ms in terms of cross-correlation, 192 ms, 192 ms, and 192 ms in terms of mean-squared
error, respectively). This indicates that temporal information is important for predicting
dynamic neural activity. However, the dependence on temporal information has a limit,

and different neurons in V1 might possess different temporal capacities.

Well-defined visual receptive fields emerge To assess whether the CNN+GRU;
model learned meaningful visual receptive fields, we used gradient ascent (see Methods)

to find the maximally activating stimulus for each neuron. Receptive fields for the 32

Mouse 1 Mouse 2 Mouse 3
cct MSE | cct MSE | cct MSE |
646 +.136  .0543 , 5084 .166  .0917 , .6074.132  .0801
CNN+GRU, 96ms 1 649+ .130 0528 1 506+ .174 0898 1 .607+.133  .0811
CNN+GRU3  144ms ' .653 +.139  .0528 3 528 +.160  .0843 3 604 +.134  .0790

Model History :
|
|
|
|
:
|

CNN+GRU,; 192ms |, .6504+.142 .0525, .566 +.169 .0799 |, 614+ .136 .0773
|
|
|
|
|
|
|
|
|

CNN+GRU; 48 ms

CNN+CRU; 240ms 1 .645+.144 0556 1+ .5194.177  .0933 1 .598+.134  .0807
CNN+CRU;  288ms ' .654 + .142 .05263 549+ 175 .08233 508 +.138  .0798
CNN+CGRU, 336ms | .644+.148 .0534 | .5334.160 .0931 | .5964.133  .0806
CNN+GRUs  384ms | 646+ .146 0547 | .546+.179 0840 1 .504+.141 0825

Table 6.3: CNN+GRU; model trained with input from k timesteps on the full feature
set ({BUD}x). Best performing networks are indicated in bold. ce: cross-correlation,
mean + standard deviation (1: the higher the better), MSE: mean-squared error (J:
the lower the better).
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best-predicted neurons are shown in Fig. [6.4l Interestingly, most of them had well-defined
excitatory and inhibitory subregions, often resembling receptive fields of orientation-
selective neurons. Most excitatory and inhibitory subregions spanned approximately 30°
of visual angle (the full width of the frame, 80 pixels, roughly corresponding to 120° of
visual angle), which is roughly on the same order of magnitude compared to receptive
field sizes typically observed in mouse V1, varying from 10° to 30° [182, 197, 55].
Receptive fields were noticeably different across mice. Whereas Mouse 1 and 3 had
visual receptive fields with strongly excitatory subregions, most model neurons for Mouse
2 appeared to be inhibited by visual signals (same colorbar across panels). In addition,
several model neurons lacked pronounced visual receptive fields, indicating that they were
more strongly driven by behavioral variables. Even though model fits were repeated with
different initial values for the behavioral variables, the resulting visual receptive fields
looked qualitatively the same (see Appendix , thus demonstrating the validity of
the generated receptive fields. In addition, even some of the best-predicted neurons lack
a pronounced or spatially structured receptive field, implying that these neurons could be

primarily driven by behavioral variables.

Analysis of behavioral saliency maps reveals different types of neurons In-
trigued by the fact that some neurons lacked pronounced visual receptive fields, we
aimed to analyze the influence of behavioral state on the predicted neuronal response by
performing a saliency map analysis on the behavioral inputs (see Methods). Since different
behavioral variables operate on different input ranges, we first standardized the saliency
map activities for each behavioral variable across the model neuron population. Saliency
map activities further than 1 standard deviation from the mean were then interpreted

as “driving” the neuron, allowing us to categorize each neuron as being driven by one or

multiple behavioral variables (Fig. [6.5)).
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Figure 6.4: The maximally activating stimuli learned in CNN+GRU}, generated via
gradient ascent. The 32 neurons with the highest cross-correlation (cc) from each
mouse are shown, sorted by cc.

We first asked which neurons in our model were driven by which behavioral variables
(Fig.[6.5] top). Consistent with [55], we found a large fraction of model neurons driven by
eye and head position, and smaller fractions driven by locomotion speed and pupil size.
Approximately 20-30% of neurons were not driven by any of these behavioral variables,
rendering their responses purely visual.

However, a particular neuron could be driven by multiple behavioral variables. Re-
peating the above analysis, we found that most model neurons showed mixed selectivity
(i.e., responding to different categories of information, such as visual and motor signals,
or stimulus and reward signals), with only a minority of cells responding exclusively to
a single behavioral variable, (Fig. [6.5 middle). Adding the interaction terms between
behavioral variables (Fig.[6.5] bottom) did not change the fact that most model V1 neurons
encoded combinations of multiple behavioral variables, often relating information about

the animal’s eye position to head position and locomotor speed.
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Figure 6.5: Effect of behavioral variables on model neuron activity, inferred by the
saliency analysis. A) Fraction of neurons that are “driven by” (i.e., their saliency map
activation is further than 1 standard deviation from the mean) different behavioral
variables (similar to [55]). A neuron that responds to (e.g.) both position and speed
may be counted twice. Neurons without a strong behavioral drive are categorized as
“vision only”. B) Fraction of neurons that are uniquely driven by a specific behavioral
variable. Still, a large fraction of neurons are driven by multiple behavioral variables.
C) Same as B), but split with interaction terms.

6.5 Discussion

In this paper, we propose a deep recurrent neural network that achieves state-of-the-art
predictions of V1 activity in freely moving mice. We discovered that our model outperforms
previous models under these more naturalistic conditions, which could be attributed to
the better alignment of this data with the computations performed by the mouse visual

system, based on its natural visual environment and behavioral characteristics. Similar
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to previous models, we found that a simple CNN architecture is sufficient to predict the
visual response properties of cells in mouse V1.

In addition, mouse V1 is known to be strongly modulated by signals related to the
movement of the animal’s eyes, head, and body [34, 56, [55], which are severely restricted
in head-fixed preparations. Models trained on head-fixed preparations may thus be limited
in their predictive power. In contrast, our model was able to predict V1 activity on a
1-hour continuous data stream, during which the animal freely explored a real-world arena.
Our analyses demonstrate the impact of the animal’s behavioral state on V1 activity
and reveal that most model V1 neurons exhibit mixed selectivity to multiple behavioral

variables.

Accurate predictions of mouse V1 activity under natural conditions Our brains
did not evolve to view stationary stimuli on a computer screen. However, most research
on neural coding in vision has been conducted under head-fixed conditions, which do
not mirror natural behavior and thus provide limited insight into visual processing in
real-world environments. Some visual functions mediated by the ventral stream, such as
identifying faces and objects, resemble this condition, but the real visual environment is
constantly shifting due to self-motion, leading to dynamic activities such as navigation
or object reaching, typically mediated by the dorsal stream. To truly understand visual
perception in natural environments, we need to capture the computational principles
when the subjects are in motion.

In this research, we take the initial steps towards this by modeling a novel data type
encompassing neural activity coupled with a visual scene captured from a freely moving
animal’s perspective. This represents a dramatic (but, in our opinion, crucial) shift in the
“parameter space” of visual input, from static images projected on a screen to dynamic,

real-world visual input.
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Surprisingly, visual responses were best predicted with a standard three-layer (“vanilla™)
CNN (Table[6.1)), as compared to a multitude of more sophisticated models that included
autoencoders, variational autoencoders, filter bank models, and pre-trained ResNet and
EfficientNet architectures. One possible explanation might be that the neurons in our
dataset were selective for other behavioral inputs that we did not have access to, and that
the vanilla CNN architecture imposed the fewest assumptions about how visual input
contributed to the neural activity. In addition, visual receptive fields for Mouse 2 were
noticeably different from the other two mice, exhibiting pronounced inhibitory subregions
(Fig.[6.4] center). This is consistent with the fact that the cortical probes of Mouse 2
were more superficial compared to the other two mice [55], so the recorded neurons may

have both different anatomical inputs and different visual responses.

Mixed selectivity of behavioral variables Our experiments demonstrated that the
models incorporating behavioral variables and their interactions performed substantially
better than the models relying exclusively on visual inputs. Moreover, our saliency map
analysis showed that only around 25% of model neurons could be considered purely visual,
with the majority of model neurons driven by multiple behavioral variables.

This widespread mixed selectivity is consistent with previous literature suggesting
that V1 neurons may be modulated by a high-dimensional latent representation of several
behavioral variables related to the animal’s movement, recent experiences, and behavioral
goals [33]. It is also consistent with the idea of a basis function representation [198], [199],
which allows a population of neurons to conjunctively represent multiple behaviorally
relevant variables. Such representations are often employed by higher-order visual areas in
primate cortex to implement sensorimotor transformations [200] [185] [198]. It is intriguing
to find computational evidence for such a representation as early as V1 in the mouse.

Future computational studies should therefore aim to study the mechanisms by which V1
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neurons might construct a nonlinear combination of behavioral signals.

Limitations and future work. While our study opens a new perspective on modeling
neural activity during natural conditions, there are a few limitations that need to be
acknowledged. First, our data was relatively limited (around 50 neurons per animal,
for 3 animals). The development of a Sensorium-style standardized dataset [I84] for
freely-moving mice would significantly benefit future research in this area, enabling more
robust comparisons between different modeling approaches. Second, it would be beneficial
to integrate other modalities that are known to be encoded in mouse V1 into the model.
One such example is reward signals [61], which could provide additional information about

the animal’s decision-making processes and motivations during exploration.
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Conclusion and future work

This dissertation outlines our efforts in closing gaps and proposing new directions for
predictive modeling of the biological visual system, which can have implications for both
artificial intelligence (AI) and neuroscience research. First, noticing that comprehensive
modeling for the retina and its degeneration was missing, we proposed a computational
model of the healthy retina and retinal degeneration that was able to reproduce experi-
mental findings and generate new testable hypotheses to advance the understanding of
the degenerated retina. Second, we analyzed the retinal input in freely-moving mice,
demonstrated the difference in visual input during active exploration, and thus called
for more emphasis on freely moving experimental paradigms. Third, we designed a
novel data-driven deep-learning-based model designed for neural and behavioral data
collected continuously during free movement which achieved state-of-the-art performance
by combining visual, behavioral, and temporal dynamics, and showed that the model
revealed novel computational principles of primary visual cortex (V1). To this end, we
have moved from a computational and static modeling approach to a data-driven and
active one.

Despite these advancements, there are still important directions awaiting exploration
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in future research.

Training large foundation models Nowadays, large models trained with a huge
amount of data have proved to become game changers in language modeling and vision-
language modeling. Exciting development intersecting large model training and neu-
roscience has emerged more recently, employing techniques including pre-training with
a large amount of data, fine-tuning for downstream tasks, and aligning multiple data
modalities [201} 202] 203]. It will be particularly interesting to integrate those techniques
into solving the modeling problem for neural data collected from freely moving animals.
The neural data collected from freely moving animals usually contain fewer active units
and can be subject to more noise due to the nature of single trial, so casting this problem
as a downstream task for a certain large foundation model has the potential of drastically
improving the accuracy in neural activity prediction, and thus revealing more computa-
tional principles underlying visual processing in animals during free movement. However,
some open questions remain. In each trial, data from different neurons with different
reliability from different animals can be collected, and it is not yet clear what is the best

and most consistent method to handle this heterogeneous characteristic of neural data.

Moving beyond supervised learning The deep-learning modeling approach in this
dissertation is limited to supervised training. However, there is evidence that mouse visual
system could be better modeled with approaches beyond supervised learning, including
unsupervised learning and reinforcement learning [204) [20]. Utilizing unsupervised learning
and reinforcement learning might prove valuable in comparing representational similarity
of the artificial neural network and the mouse brain [190], modeling the reward signal
effectively [61], and aligning models more closely with naturalistic tasks such as prey

capture and navigation [166].
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Taken together, this dissertation addresses some key gaps in the modeling of the
biological visual system and lays the groundwork for deep-learning modeling using neural

data obtained from animals in free motion.
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Appendix

A.1 Appendix to Chapter

A.1.1 Inter-spike intervals

Fig. shows the inter-spike interval distribution for ON and OFF retinal ganglion
cells (RGCs) as a function of disease progression. Fig. highlights the histograms of
the inter-spike interval distributions presented in Panel A during Phase I/II. Note that
both the mean firing rate (see Fig. and the mean inter-spike interval of ON cells
(Fig. , left) decreased as degeneration progressed. This is because most ON cells
did not spike at all and therefore did not contribute any finite inter-spike interval values.
However, a select few did spike a lot, therefore contributing many short inter-spike interval
values. As a result, mean inter-spike interval decreased while mean firing rate decreased
as well. Furthermore, we did not observe any bursting behavior in the spontaneous firing

of retinal ganglion cells (RGCs).
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Figure A.1: Inter-spike interval distributions as a function of disease progression. A)
Box plots of inter-spike interval during Phase I/II and Phase III. B) Histograms for

the data from Phase I/II that is presented in Panel A.

A.1.2 Phase I/II: Light response

Fig. shows the firing rate of ON and OFF retinal ganglion cells (RGCs) in response

to full-field stimuli of a given light intensity I(f) = const. (Eq. [3.5]), averaged across

the population of surviving cells, as a function of both cone outer segment truncation

(simulated by a reduction in Gjg and cone survival rate. As light intensity varied

between 0 (black) and 1 (white), the RGC response to 0.5 intensity was interpreted as

the spontaneous firing rate.

At high light intensities (I(¢) > 0.5), both ON and OFF RGC activity was mainly a
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Figure A.2: Light response of RGCs as a function of cone outer segment truncation

and cone survival rate. The values encapsulated by the green dashed box are the same

as the mean values presented in Fig. [.TF. The values encapsulated by the blue dotted

box are the same as the mean values presented in Fig. [L.IG.
function of the size of the surviving cone population. At low light intensities (I(¢) < 0.5),
both cone outer segment truncation and cone population size had an effect on RGC firing,
with ON firing dominated by outer segment truncation and OFF firing dominated by

cone population. The linear time axis of disease progression corresponded to the diagonal

in each heatmap (top-left corner: healthy, bottom-right corner: end of Phase I/II).

A.1.3 Ganglion cell response to electrical stimulation

Fig. shows the RGC response to a constant electrical stimulus delivered either
epiretinally (Fig. [A.3/A) or subretinally (Fig.[A.3)). The stimulus was the same as for
the spatial profiles in Fig. [£.4} that is, a 20 Hz cathodic-first biphasic pulse train of 1

duration, with pulse duration 0.45ms and 60 pA amplitude. Electrode dimesnions are

given in Section [4.2.2]
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Figure A.3: RGC firing rate in response to epiretinal (A) and subretinal (B) stimulation.
The mean and standard deviation were calculated from the ON and OFF RGCs that
were located directly under the electrode.

A.1.4 Initial values

Table shows the initial values for the gating variables in the Hodgkin-Huxley
model of the RGCs (Eq. [3.7). The gating variables are in units of Hz. The internal

calcium concentration are in units of nM (nanomolar).

m h c n A hy y mp hp dp [Ca®t]
05 05 05 05 O 1 0.5 0 1 1 0.0001

Table A.1: Initial values for the Hodgkin-Huxley model.

Table shows the initial values of the membrane potential for the different cell
types. Initial values for each cell type followed a normal distribution with a mean p and

a standard deviation o.
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Cell type p(mV) o (mV)
cone photoreceptors —46.8 3
horizontal cells —47.7 3
ON bipolar cells —35 3
OFF bipolar cells —44 3
ON wide-field amacrine cells —42 3
OFF wide-field amacrine cells —34.5 3
ON narrow-field amacrine cells —47.6 3
ON RGCs —66.5 3
OFF RGCs —70.5 3

Table A.2: Initial values for the membrane potential of the different cell types.

A.2 Appendix to Chapter

A.2.1 Other attribution methods

We applied other attribution methods (Guided Grad-CAM [175], deconvolution [176],
and guided backpropagation [I77]) to the eye position prediction model to uncover which
pixels most strongly contributed to the prediction. The result (Figure [A.4]) appeared

similar to the mean saliency maps (Figure .

A.3 Appendix to Chapter [6]

A.3.1 Data Acquisition

The full procedure of data collection and data preprocessing is described in detail in
Ref. [55], but are briefly described below for the reader’s convenience.

Visual scenes from the mouse’s perspective, neural activity in V1, and various be-
havioral variables were simultaneously recorded from three adult mice who were freely
exploring an arena with a state-of-the-art head-mounted recording system [55]. The

recording system consisted of high-density silicon probes, two miniature cameras and
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Guided Grad-CAM
pixel value (a.u.)

Guided Backprop
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Figure A.4: The visualization results from Guided Grad-CAM (top), guided backprop-

agation (middle) and deconvolution (bottom).
an inertial measurement unit (IMU). Electrophysiology data was acquired at 30kHz
using a 11 pm x 15 pm multi-shank linear silicon probe (128 channels) implanted in the
center of the left monocular V1. One wide-angled camera (around 120°) was aimed
outwards to capture the visual scene available to the right eye of the mouse at 16 ms per
frame (“worldcam”). A second camera was aimed at the right eye (illuminated by an
infrared-LED) to record a video feed of the right eye at 30 Hz. The inertial measurement
unit (IMU) acquired three-axis gyroscope and accelerometer data at 30 kHz. In addition,
a top-down camera recorded the mouse in the arena at 60 Hz.

During experiments, mice were placed in an arena where they could move around
freely for about 1 hour. The arena was approximately 48 cm long x 37 cm wide x 30 cm
high. The gray floor was covered with black-and-white Legos to provide visual contrast.
One wall of the arena was a monitor displaying a moving black-and-white spots stimulus,

and the other three walls were covered with wallpaper with static stimuli including white
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noise, black-and-white high-spatial-frequency gratings, and black-and-white low-spatial-
frequency gratings. In order to encourage foraging behavior during the recording sessions,
small fragments of tortilla chips were sparsely distributed across the arena.

The worldcam video was downsampled to 60 x 80 pixels. DeepLabCut [I71] was
used to extract extract eye position (6, ¢) and pupil radius (o). Pitch (p) and roll (w)
of the mouse’s head position were extracted from the IMU. Locomotion speed (s) was
estimated from the top-down camera feed using DeepLabCut [I71]. Electrophysiology
data bandpass-filtered between 0.01 Hz and 7.5 kHz, and spike-sorted with Kilosort 2.5
[T72]. Single units were selected using Phy2 (see [167]) and inactive units (mean firing
rate < 3Hz) were removed. This yielded 68, 32, and 49 active units for Mouse 1-3,
respectively. To prepare the data for machine learning, all data streams were deinterlaced

and resampled at 20.83 Hz (48 ms per frame; Fig. [6.1C).

A.3.2 Vision-Only Models

Hyperparameter Tuning

We performed a grid search to find the optimal CNN kernel size (3, 5, 7, 9), number
of channels (32, 64, 128, 256, 512; in various combinations), and dropout rate (0, 0.25,
0.5). While other models often rely on kernel size 3 for their convolutional neural network
(CNN), we found these small kernels to lead to worse performance, perhaps due to the
mouse’s low-resolution vision. Kernel size 7 performed best.

We repeated the grid search for CNNs with different number of convolutional layers.
The resulting 3-layer CNN with 0.5 dropout rate outperformed many differently sized
networks, such as a 1-layer CNN with 1024 channels (i.e., a shallow but wide network), a
2-layer CNN, or a 4-layer CNN. Choice of learning rates and optimizers had no notable

effect on the final performance of the networks.
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Autoencoder

We initially hypothesized that an autoencoder could provide regularization benefits
over a “vanilla” CNN, because the reconstruction loss might encourage the model to learn
visual features that are useful for decoding. We used an encoder ¢ to map the original
frame F to a vector V in the latent space, which was present at the bottleneck, while the

decoder v then mapped the vector V from the latent space to the output.

p: F—=V, (A1)
vV —F, (A.2)
o, = argmind),wH}" — (- ¢)-7:HQ' (A.3)

After hyperparameter search, we settled on size 256 for the latent space vector, and
the weight of the reconstruction loss relative to the Poisson loss was fixed at 0.5. Both
the encoder and the decoder were 3-layer CNNs, and their numbers of channels were
symmetric. However, after testing a number of autoencoders with different configurations

(Table [A.3]), we found that a simple 3-layer CNN outperformed any and all of them.

A.3.3 Visual Receptive Fields

To test whether the recovered visual receptive fields are sensitive to the choice of
initial values for the behavioral variables, we repeated our experiments by initializing the
behavioral variables with noise sampled from the uniform distribution [—1,1). The values
remained the same throughout the process of gradient ascent.

We found that different values of behavioral variables resulted in similar visual receptive
fields. A representative example is shown in Fig. [A.5] Although some of the absolute

values changed, receptive field structure stayed qualitatively the same, with identical
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Mouse 1 Mouse 2 Mouse 3
Kernel size, encoder #channels ' cct MSE | cct MSE | cct MSE |
3,16 x 32 x 64 | 5394 .149 0728 ) .3894+.128 107, .5024+.129  .0996
5,16 x 32 x 64 | 5504 .147 0728 1 .363+.116  .109 1 .508+£.135  .0983
7,16 x 32 x 64 i 5254152 .0732 i 353+£.121 117 i 509+ .131  .0980
9,16 x 32 x 64 | 5184.147 0752 315+.101 119 ' 492+ .135  .0997
3,32 x 64 x 128 | 5434+ .144 0737, .3674.128  .109, .503 +.131 100
5,32 x 64 x 128 i 5514.149 0723 i 361+£.109 119 i 5144132 .0984
7,32 x 64 x 128 | 539+.145 0739 ' .390+.118 109 | 492+ .129  .100
9,32 x 64 x 128 . 510+.155 0758 , .331+.119 112 .500 +.134 101
3,64 x 128 x 256 | 5414146 0758 1 3744123 1101 514+ .127  .0990
5,64 x 128 x 256 i 5524145 0777 i 362+£.119 110 i 508+£.134 104
7,64 x 128 x 256 | 553+.134 .0688 | .360+.104  .111|.530+.136  .0992
9, 64 x 128 x 256 l 5374146 0811 l 355+£.109 119 l 500£.128  .105

Table A.3: Performance of different autoencoders. The numbers of channels in the
decoder were symmetric with those of the encoder. Best performing networks are
indicated in bold. cc: cross-correlation, mean + standard deviation across neurons (1:
the higher the better), MSE: mean-squared error (J: the lower the better).

excitatory and inhibitory subregions to the ones reported in Fig. [6.4
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Figure A.5: The maximally activating stimuli learned in CNN4+GRU1, generated via
gradient ascent with a fixed and randomly initialized behavioral variable. The 32
neurons with the highest cross-correlation (cc) from each mouse are shown, sorted by

CC.
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