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ABSTRACT OF THE DISSERTATION

Performance Analysis and Enhancements for In-Band Full-Duplex Wireless Networks
By
Murad Rida Q Murad
Doctor of Philosophy in Electrical Engineering
University of California, Irvine, 2019

Professor Ahmed M. Eltawil, Chair

Traditional solutions based on Modulation and Coding Schemes (MCSs) have been exhaus-
tively used to improve the performance of wireless systems, striving to reach close to the
maximum theoretical limits for channel capacity. In-Band Full-Duplex (IBFD) is an emerg-
ing technique that enables a wireless node to transmit and receive at the same time and
on the same assigned frequency. Consequently, IBFD wireless communications can poten-
tially double the channel capacity compared to contemporary Half-Duplex (HD) wireless
systems. Therefore, IBFD techniques provide new insights into how available resources can

be exploited.

In this dissertation, a novel IBFD Medium Access Control (MAC) protocol is presented
for Wireless Local Area Networks (WLANSs) using IEEE 802.11 Distributed Coordination
Function (DCF). The concept of IBFD communications is examined from an unconventional
perspective to propose a mechanism that increases the symmetry between uplink (UL) and
downlink (DL) traffic loads in order to maximize the utilization of the channel. This disser-
tation also provides matching analytical and simulation results to show how frame collisions
are reduced and how throughput increases when IBFD schemes are implemented for WLANS.

Additionally, a collision-free mode enabled by IBFD communications is presented.

In order to study the feasibility and benefits of IBFD networks, this dissertation presents an

xiil



accurate analytical model based on Discrete-Time Markov Chain (DTMC) analysis for IEEE
802.11 DCF with IBFD capabilities. The model captures all parameters necessary to cal-
culate important performance metrics including latency and link utilization, which quantify
enhancements introduced as a result of IBFD solutions. Moreover, two frame aggregation
schemes for WLANs with IBFD features are proposed to increase the efficiency of data
transmission. The dissertation also presents an analytical model for power consumption in
IBFD-WLANSs. Energy-efficiency is compared for both HD and IBFD networks. The results

via the presented analytical model closely match the results generated by simulation.

Generated results show an increase in the aggregate throughput of the system. While a
simple IBFD MAC protocol alone improves the aggregate throughput by an average increase
of ~85% compared to standard IEEE 802.11 DCF, introducing the proposed IBFD-MAC
scheme to increase traffic symmetry in the system improves the aggregate throughput by
an additional average factor of up to ~20%. When using both the analyses presented in
this dissertation and the simulator constructed to study the performance in IBFD systems,
matching analytical and simulation results with less than 1% average errors confirm that the
proposed frame aggregation schemes further improve the overall throughput by up to 24%
and reduce latency by up to 47% in practical IBFD-WLANs. The results assert that IBFD
transmission can only reduce latency to a suboptimal point in WLANSs, but frame aggregation
is necessary to minimize it. Power and energy analyses show that IBFD-WLANs consume
more power but also have higher energy-efficiency in terms of transmitted data compared to

contemporary HD WLANSs.
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Chapter 1

Introduction

Wireless systems have traditionally been Half-Duplex (HD) in that resources are divided be-
tween uplink (UL) and downlink (DL) transmission directions. An HD system can either use
Frequency Division Duplexing (FDD) or Time Division Duplexing (TDD). In FDD systems,
a frequency band is divided into sub-bands, then the sub-bands are assigned to both UL and
DL for concurrent transmission (see Fig. 1.1 for an illustration). In TDD systems, UL and

DL transmissions alternate in time to occupy a frequency band as shown in Fig. 1.2.

Deviating from FDD and TDD was discouraged even beyond mid 2000’s. For example, it
is common for advanced wireless communications textbooks to include statements like “it
is generally not possible for radios to receive and transmit on the same frequency band
because of the interference that results” [1]. Another example is mentioned in [2] where it
is stated that “full duplex radio [is] capable of transmitting and receiving at the same time,
an approach that would increase the cost significantly.” Ultimately, those statements and
many similar ones have been challenged by introducing the concept of In-Band Full-Duplex

(IBFD) communications.
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Time

Figure 1.1: Frequency Division Duplexing (FDD).

Downlink Uplink
Time

Figure 1.2: Time Division Duplexing (TDD).
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Figure 1.3: In-Band Full-Duplex (IBFD).

1.1 In-Band Full-Duplex (IBFD) Communications

IBFD (frequently referenced to as simply FD in technical literature) is a powerful technique to
make an efficient use of the wireless channel. IBFD communications can theoretically double
channel capacity by allowing each wireless node to transmit and receive at the same time
and over the same frequency band (see Fig. 1.3). Historically, IBFD has been implemented
since the 1940s, but its use was limited to radar systems [3]. IBFD was disqualified in the
past due to high self-interference at the terminal’s own receiving antenna. However, recent
advancements in Self-Interference Cancellation (SIC) solutions enabled the implementation
of IBFD systems. A comprehensive coverage of IBFD communications can be found in

3, 4, 5, 6].



1.2 Self-Interference Cancellation (SIC) Solutions

Prior advancements in SIC affirm that IBFD is possible, and the legacy assumption of a
single transmission over a frequency is no longer a necessity. SIC can be implemented at
different levels and in numerous ways as detailed in [7]. A possible SIC solution can purely
take place in the analog domain at both the transmitter and receiver sides [8]. On the other
hand, SIC can be treated in the digital domain at the transceiver like in [9]. An innovative
method can extract the Self-Interference (SI) signal from the analog domain and cancel it
at the digital domain like in [10]. Alternatively, the SI signal can be extracted from the
digital domain and cancelled at the analog domain to enable proper reception for the Signal
of Interest (SOI) [11]. A combination of SIC techniques at various levels is often necessary
to reduce SI below the noise floor in order to make the received SOI decodable (a recent
collection of comprehensive SIC methods can be found in [12]). SIC is possible for WiFi
signals due to the lower transmit power, which makes WiFi under IEEE 802.11 standard a
strong candidate for IBFD techniques. As a result, IBFD platforms utilizing IEEE 802.11
standard are used to establish operational Wireless Local Area Networks (WLANS) such as
[13], [14], and [15].

1.3 IBFD Medium Access Control (M AC) Challenges

According to [15], “The most interesting possible benefits of full duplex occur above the
physical layer.” Additionally, [5] affirms that “the most interesting FD benefits may occur
at the higher layer protocols such as MAC-layer protocols.” However, Implementing IBFD
systems comes with many challenges. In the MAC sub-layer, several considerations must
be taken into account when IBFD systems are designed. Some of those challenges are

summarized in this section as follows:



Backward Compatibility: it is necessary to ensure that new IBFD MAC protocols can operate
within contemporary HD systems [4]. Implementing IBFD should not assume that existing
HD systems will all be replaced in one step. New implementations for IBFD must accom-
modate existing HD wireless nodes and operate in a hybrid mode. The novel IBFD MAC
protocol presented in this dissertation is backward-compatible with current IEEE 802.11

standard.

Handling Asymmetrical Traffic: an IBFD link becomes underutilized when the traffic is
asymmetrical, and an open research question is about the effect of transmitting multiple
short frames in order to efficiently utilize the link [5]. For example, measurements confirm
that WiFi networks typically have higher downlink traffic than uplink traffic [16, 17]. This
challenge is addressed in this dissertation from the perspective of the MAC sub-layer, and
the effects of aggregation on throughput, latency, and utilization are quantified through both

analysis and simulation results.

Performance Analysis and Limits: factors such as simultaneous transmission/reception,
packet sizes, and overhead introduce complications when MAC protocols are examined in
IBFD networks [18]. This dissertation provides a thorough and accurate analytical model

that characterizes throughput and latency in IBFD-WLANSs.

Reducing Energy Consumption: energy-efficiency is a crucial factor in designing MAC pro-
tocols in order to ensure longer battery life and proper mobility wherever needed for wireless
nodes [5]. IBFD systems are expected to consume more power for simultaneous operations of
transmitters and receivers. In this dissertation, an analytical model is provided to compute
power consumption and energy-efficiency. The model is used to show that IBFD-WLANSs
are energy-efficient in terms of transmitting more bits per unit of energy compared to con-

temporary HD systems.

Fairness: when IBFD takes place between two nodes, both transmitters use the same chan-



nel. The quality of the channel at each transmitter must be taken into consideration in order
to ensure proper utilization and fair allocation of resources [18]. In addition, when designing
MAC protocols in hybrid systems, IBFD nodes should not be given a higher priority than HD
nodes even though they increase the overall utilization, which can create unfair distribution

of resources if this issue is not addressed properly [5].

1.4 Dissertation Contributions

Clearly, many open questions exist in the MAC-sublayer for IBFD systems. Unless MAC
challenges are properly resolved, IBFD implementations will not be practical. This disser-
tation examines IBFD-WLANs at the MAC-sublayer. The contributions of the dissertation

are summarized as follows:

Proposing a novel MAC protocol for WLANS to increase the symmetry between UL

and DL traffic loads in order to maximize the utilization of an IBFD link.

e Presenting results to show how frame collisions are reduced and how throughput in-

creases when IBFD schemes are implemented for WLANS.

e Formulating an accurate analytical model based on Discrete-Time Markov Chain (DTMC)
analysis for IEEE 802.11 Distributed Coordination Function (DCF) with IBFD capa-
bilities. The model is used to calculate key performance metrics like throughput and

latency.

e Using distributed frame aggregation schemes for WLANs with IBFD features to reduce

end-to-end delay in data transmission.

e Examining energy-efficiency in IBFD-WLANs by formulating an analytical model to

calculate average power consumption per wireless node.



The benefits of IBFD in WLANs are quantified in terms of increasing throughout, reduc-
ing collisions, minimizing latency, enhancing utilization, and improving energy-efficiency.

Reported results are confirmed by closely matching simulation and analytical results.

1.5 Dissertation Organization

A novel IBFD-MAC protocol for WLANSs with asymmetrical traffic is presented to illustrate
how IBFD can provide new perspectives. In addition, a collision-free mode of operation is
introduced to show maximum throughput gain resulting from IBFD schemes. Furthermore,
mathematical analyses for throughput, latency, link utilization, power consumption, and
energy-efficiency are presented for IBFD-WLANs adopting IEEE 802.11 DCF mechanisms.
The benefits of IBED solutions are presented by comparing IBFD and HD networks. All ana-
lytical work is confirmed by matching simulation results. Exciting future work is highlighted

at the end of the dissertation.



Chapter 2

A Novel IBFD MAC Protocol for
WLANs with Asymmetrical Traffic

2.1 Motivation

IEEE 802.11 Distributed Coordination Function (DCF) [19] enables a WiFi Access Point
(AP) and associated Stations (STAs) to gain access to a channel based on Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CA). With IEEE 802.11 DCF, an AP
and each STA have equal probability of winning the contention for the channel. However,
the downlink (DL) traffic load from an AP to an STA is usually much higher than the uplink
(UL) traffic load in the reverse direction and can be up to 10 times as large [20], which
creates an inevitable traffic asymmetry between UL and DL traffic loads. Consequently, a

well-known inherited problem of contemporary WiFi systems is the underserved DL traffic

load at the AP.



2.2 Related Work

Prior work, similar to [20], [21], [22], and [23], alleviates the problem of underserved DL traffic
by giving the AP a higher priority to use the channel while keeping UL traffic demands in
mind. However, considerations for node starvation restricted classic solutions since an STA
cannot, transmit on the channel if it does not win the contention in an HD system, which
became an obsolete assumption for IBFD systems. A basic yet frequently overseen benefit
of IBFD communications is that an STA can get an opportunity to transmit over a channel
even without competing to access the channel. Whenever an AP wins the contention and
has traffic to a specific STA, the STA can make use of an IBFD communications opportunity

and transmit UL traffic.

More recent research proposed solutions to resolve asymmetric transmission using IBFD
MAC protocols. The authors of [23] proposed a new IBFD MAC protocol to serve asymmetric
transmission scenarios. However, the proposed protocol requires interrupting transmission
to alert neighboring STAs of an opportunity to use IBFD communications, and it can only
accommodate IBFD transmission for STAs with limited traffic loads. The IBFD MAC
solution proposed in [24] identifies STAs hidden from a particular STA receiving DL traffic,
which provides IBFD transmission opportunities for the hidden STAs to send UL traffic.
This solution significantly aids UL traffic but is not always useful for DL traffic as it is
noted in the reported results. Asymmetric Transmission MAC (AT-MAC) proposed as an
IBFD scheme in [25] attempts to serve STAs with mixed requirements in either UL or DL
directions, but the protocol assumes that the AP has global knowledge of the channel among

STAs, which defeats the purpose of IEEE 802.11 DCF as a distributed protocol.



2.3 Contribution

In this chapter, an IBFD-MAC protocol with busytone proposed in [15] is adopted to IEEE
802.11 DCEF. Busytone is used to alert neighboring STAs that the channel is occupied by
concurrent communications when an STA finishes its own transmission but is still engaged
in IBFD transmission with the AP. While transmitting busytone consumes time and power
resources with no contribution to sending useful data, it can provide backward compatibility
for IBFD systems with existing WiFi networks by avoiding modifications to IEEE 802.11

MAC standard.

The contribution is to introduce a Symmetry Ratio (SR) at each WiFi STA based on how
similar its UL traffic load is to the incoming DL load from the AP. SR is then used by each
STA to decide if the STA will enter the contention for the channel according to a minimum
required SR threshold (SRy,). If an STA is out of contention, it accumulates traffic until it
meets the minimum SRy,. Complete node starvation does not occur in this IBFD system
since the node has the opportunity to send its UL traffic load whenever it receives a DL
load from the AP. By mandating a minimum SRy, busytone transmissions used by STAs
are reduced. As a result, the aggregate throughput (useful transmitted data in both UL and

DL traffic directions) of the system is improved.

2.4 Proposed Symmetry Ratio (SR) Scheme

A WiFi Basic Service Set (BSS) is assumed with a single AP and n associated STAs. Without
loss of generality, a single IBF'D channel is assumed, and the channel can be used to connect
the AP to a single STA at a time. When the AP gains access to the channel and transmits
to an STA, the STA makes use of the IBFD opportunity to transmit UL traffic. Conversely,

when an STA wins the contention and transmits to the AP, the AP sends its DL traffic to
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Figure 2.1: A typical IBFD WiFi system with a single AP and multiple STAs.

the STA. UL traffic is assumed to always be smaller than DL traffic, and STAs transmit
busytone once they finish transmitting UL load until the AP finishes transmitting its load.

A typical WiF1i system employing UL/DL IBFD transmission is shown in Fig. 2.1.

The proposed scheme starts by establishing an SR value at each STA. If traffic load is

designated as (L) and transmission time as (7'), SR, at STA, can be defined as follows

SR — Lo Tun _ Ty,
" Lpr  Tpr  Tur+ Thusytone

(2.1)
IBFD

Thus, each STA can calculate its own SR in a distributed manner. A small SR value indicates
high asymmetry while a large SR value indicates high symmetry (SR of 1 indicates perfect

symmetry).

The proposed scheme sets a minimum required SRy, needed for each STA to enter IEEE
802.11 DCF contention. If SR, is greater than SRy, then STA,, is in contention mode and
can transmit its load either if it wins the contention or if the AP wins the contention and
transmits DL traffic to the STA. If an STA does not meet the required SRy, value, then it is

in partial starvation mode and can transmit if the AP is transmitting DL traffic to the STA.

11



|| STA,, accumulates

R,>SRy?
load SR> SRy,
STA, enters
contention
STA,, sends load STA, wins
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STA, sends load with

Figure 2.2: Flow chart for the proposed SR scheme.

While an STA is in a partial starvation mode, it accumulates traffic at a rate of A Mbps.
Once accumulated traffic becomes high enough to meet the minimum SRy, the STA can

exit partial starvation mode and enter contention mode.

When STA, transmits on the channel by gaining access through contention mode, it trans-
mits its traffic with its SR, > SR¢,. On the other hand, if the AP gains access to the channel
and is connected to STA,,, then STA,, sends traffic based on its original SR,, value. Fig. 2.2

shows a flow chart for the proposed SR mechanism.

There are several anticipated benefits which can be realized by implementing the SR scheme.
When there are STAs in partial starvation mode, the number of STAs contending for the

channel is reduced, and the AP has a higher probability to access the channel to serve the

12



Table 2.1: Simulation parameters

Parameter Value
MPDU ax 11,454 bytes
MAC header size 36 bytes
ACK size 14 bytes
Slot time 9 us
SIFS time 16 us
DIFS time 34 s
PLCP time 40 ps
CWiiin 15
CW ax 1,023
Data rate (UL and DL) 100 Mbps
Simulated run time 5 minutes/run

larger DL traffic load. Moreover, dictating a larger payload size to compete for the channel
not only reduces signaling overhead but also reduces busytone used in IBFD communications.
Consequently, the combined UL /DL aggregate throughput is expected to increase by setting
a minimum SRyg,. Such benefits are realized while preventing total node starvation and

ensuring backward compatibility with current IEEE 802.11 WiFi networks.

2.5 System Model

IEEE 802.11 DCF without RTS/CTS is simulated. Each STA can only communicate with
the AP, and transmission always occurs as IBFD communications using IBFD-MAC with
busytone. Collisions can occur if more than a single WiFi device (either the AP or an
associated STA) wins the contention for the channel. Furthermore, complete frame loss is
assumed in case of a collision (i.e., no capture effect). No transmission errors are assumed,
and all STAs are close enough to one another to detect channel occupancy and busytone
transmission (i.e., no hidden terminals). The values of MAC Protocol Data Unit (MPDU),
overhead, and Inter Frame Spacing (IFS) durations are based on IEEE 802.11ac standard

[26]. Table 2.1 shows the parameters used in the simulation and corresponding values.
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Every time either the AP or an STA gets an opportunity to use the channel, it transmits a
single MPDU without fragmentation or aggregation. The AP and STAs always have MPDUs
to transmit, and the AP has MPDUp = MPDU,,... Each STA has a fixed SR throughout

each simulation run. Consequently, the MPDU size at STA,, is

MPDUsra, = SRy x MPDU sp. (2.2)

SRy, is globally set by the network administrator and kept fixed throughout each simulation
run. When an STA is in partial starvation mode, it accumulates traffic at an assumed rate
of A = 10 Mbps. This value is constant as long as the STA is accumulating traffic regardless

of its SR, value.

2.6 Results and Evaluation

A simulator was constructed using MATLAB. An HD system based on standard TEEE
802.11 DCF is simulated to establish a solid reference for comparison. The SR scheme
is then introduced, and the aggregate throughput and average Busytone per Transmission
(BT/TX)ayg are analyzed in terms of how they are affected by dictating an SRy, policy. Since
each STA has a different MPDU size, there is no need to compare how channel occupancy per
STA is affected when the SR scheme is implemented. Instead, Access Opportunity (AcOp)
is introduced as the percentage of times each STA has the opportunity to transmit on the
channel, which can occur either by winning the contention or while receiving transmission
from the AP. AcOp per STA is analyzed as the SRy, value increases. AcOp is only analyzed
for UL transmission since the AP has 100% AcOp in IBFD communications. The behavior
of the system is studied at minimum SRy, values of 0, 0.2, 0.4, 0.6, and 0.8. When SRy, =

0, this case corresponds to IBFD-MAC with busytone but with no SRy, policy in place.
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To explain the results clearly, 3 scenarios are simulated: predefined deterministic SR,, values,

random SR, values, and varying values for number of STAs with random SR,, values.

2.6.1 Deterministic SR, values

In this first scenario, 5 STAs (STA; through STAj) are assumed with deterministic SR values
of SR; = 0.1, SRy, = 0.3, SR3 = 0.5, SRy = 0.7, and SR; = 0.9. Fig. 2.3 shows how the
aggregate throughput of the system changes when an SRy, policy is enforced. The case of HD
IEEE 802.11 DCF simulation is shown for comparison. Additionally, the case of SRy, = 0 is
taken as the baseline case, which represents a 78% gain in aggregate throughput compared
to IEEE 802.11 DCF. As SRy, increases, the aggregate throughput increases since STAs
with lower SR values leave the contention for the AP and other STAs with higher payloads.
When SRy, = 0.8, the aggregate throughput experiences an 18% increase compared to the
case when SRy, = 0. In addition to the apparent benefit the proposed SR scheme adds in
terms of requiring each STA to have a higher load of useful data and giving the AP more
opportunities to transmit, requiring a larger payload decreases the overall signaling overhead,
which allows more transmission opportunities for useful data. Moreover, increasing SRyy
decreases the number of STAs in contention for the channel, which decreases the number of
collisions. Nevertheless, when collisions actually happen while transmitting large loads, the
number of wasted time slots due to each collision is high, which limits observed improvements

in aggregate throughput.

Fig. 2.4 shows (BT /TX)ay, versus SRy,. When SRy, = 0, all STAs equally contribute to the
overall busytone regardless of individual SR values. In this case, the simulated (BT /TX),y,

value of 50.08% coincides with the theoretical value of

—_

(BT/TX)avg - Z (1 — SRy;) = 50%. (2.3)

"5

n=»>5
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Figure 2.3: Aggregate throughput vs. SRy, (deterministic SR,,, n = 5).

It is noted that (BT /TX),y, decreases as stricter SRy, values are required to enter contention.

(BT /TX)ayg decreases to 26% when SRy, is increased to 0.8.

Fig. 2.5 shows how each STA is affected in terms of AcOp by implementing the minimum
SR, policy. When SRy, = 0, all STAs have very close AcOp values to transmit on the
channel. This value coincides with the shown theoretical value of AcOp for UL traffic using
IEEE 802.11 DCF, which is + = 20% per STA (approximately 20% per STA is also the
simulated but not shown results for AcOp under IEEE 802.11 DCF). As the system becomes
more conservative in admitting STAs to compete for the channel, STAs with lower SR values
than SRy, lose opportunities to transmit. The further away from SRy, an STA is, the more
opportunities it loses. Also, the closer to SRy, an STA is, the higher AcOp it has because it
needs less time to accumulate traffic in partial starvation mode. STAs with SR values above

SR, get approximately an equal increase per STA in AcOp. It is worth noting that even

though an STA may be out of contention initially, no drastic decrease in AcOp occurs since
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Figure 2.4: Average busytone/transmission vs. SRy, (deterministic SR, n = 5).

the STA gets IBFD opportunities when the AP is communicating with it. Based on delay

requirements of each STA, degradation in AcOp may or may not be tolerable.

2.6.2 Random SR, values

To study the scalability and usefulness of the proposed SR scheme, a scaled up simulation
scenario was implemented. The number of STAs was increased to n = 10 STAs. Each
STA was assigned a random SR value between 0.1 and 0.9, and the SR values are kept
fixed throughout each simulation run. Five independent runs constituted a Monte Carlo

simulation, and the average results of all runs were plotted.

The aggregate throughput versus varying values of SRy is shown in Fig. 2.6. The average

simulated aggregate throughput under IEEE 802.11 DCF using the random SR values of this
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Figure 2.5: Access Opportunity vs. SRy, (deterministic SR, n = 5).

scenario is plotted to show an HD system for comparison. The first case of SRy, = 0 indicates
implementing the simple IBFD-MAC with busytone in the system, which yields an 86% gain
in aggregate throughput compared to IEEE 802.11 DCF. Similar to the simulated case with
deterministic SR values, an increase in aggregate throughput as SRy, increases is observed.
An improvement of 22% in aggregate throughput is noted when SRy, increases from 0 to 0.8.
It is noted that lower throughput values are observed throughout the simulation compared
to the case with deterministic SR values, which is expected since doubling the number of

STAs has the adverse effect of increasing the number of collisions.

Fig. 2.7 shows (BT/TX),y, against varying SRy, values. In a similar fashion to equation
(2.3), the overall average of (BT/TX),, values was numerically calculated based on SR
values from the 10 STAs in all 5 simulation runs to represent the case when SRy, = 0.
Calculated (BT/TX)ay, was found to be 56.40% compared to the simulated (BT/TX)ay, of

56.24%. The increase of initial (BT /TX)aye from 50% in the case of deterministic SR values
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Figure 2.6: Aggregate throughput vs. SRy, (random SR, n = 10).

to 56% in the case of random SR values contributed to the lower throughput values observed
throughout the simulation in Fig. 2.6. When SRy, = 0.8 is enforced, (BT /TX),y, decreases
to 26%.

Since SR values were not deterministic and due to the higher number of STAs in this scenario,
studying AcOp per STA was omitted in the case of random SR values. However, no deviation

from the results obtained in the case of deterministic SR values is expected.

2.6.3 Varying values for number of STAs with random SR, values

In this scenario, aggregate throughput is analyzed in several cases with a different number
of STAs in each case. Each STA is assigned a random SR value between 0.1 and 0.9.
Fig. 2.8 shows the results of each case using 4 schemes: IEEE 802.11 DCF, IBFD-MAC with
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Figure 2.7: Average busytone/transmission vs. SRy, (random SR, n = 10).

busytone, IBFD-MAC with SRy, = 0.6, and IBFD-MAC with SRy, = 0.8. As a general trend
observed in all schemes, throughput values decrease as the number of STAs increases, which
is expected since there are more collisions with larger values for the number of STAs. IBFD-
MAC with busytone produces an average of approximately 85% improvement in throughput
compared to the case of the HD system using IEEE 802.11 DCF. When IBFD-MAC with
SR, = 0.6 is introduced, there is an average of about 8% increase in throughput over the
case of IBFD-MAC with busytone. By increasing SRy, to 0.8, the average improvement in
throughput increases to about 20% compared to the case of IBFD-MAC with busytone since

the stricter SR policy reduces the overall busytone experienced in the system.

The results in this scenario show that the proposed IBFD-MAC with SRy, is scalable to cases
with higher numbers of STAs. Consistent results appear throughout the range of simulated

values for the number of STAs with random SR,, assignments.
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2.7 Conclusion

The concept of IBFD communications is used to ensure no node starves when extreme
measures are enforced by setting a strict policy on contention to increase the performance
of a WiFi system. A simple yet backward compatible IBFD-MAC with busytone is adopted
to IEEE 802.11 DCF. Wasting resources is limited by reducing the average busytone per
transmission through inducing partial starvation in some STAs. The proposed IBFD-MAC

can be easily adopted to future WiFi standards currently under development.

This chapter represents a first look at the proposal for the SR scheme in WiFi networks with
asymmetric traffic. The realized benefits of this scheme are apparent and scalable, and this

chapter aims to validate the concept and show initial implementation for an IBFD solution.
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Chapter 3

Collision Tolerance and Throughput

Gain for IBFD WLANSs

3.1 Motivation

There are currently more than eight billion operational WiFi devices in the world, and the
production in 2017 is about three billion new devices [27]. As there is increasing reliance on
WiFi, future WiFi standards are expected to handle greater levels of traffic loads, transmis-
sion rates, and reliability. Innovative approaches are needed to cope with the demand for

peak-performance WiFi systems.

3.2 Contribution

In this chapter, a modified analytical framework to study IBFD IEEE 802.11 Distributed
Coordination Function (DCF) is introduced. Using IBFD for IEEE 802.11 reduces packet

collisions and increases throughput gain. Special cases where a collision-free transmission
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mode can be realized in a WiFi network are introduced. The proposed analytical model still

produces accurate results for random simulation scenarios.

3.3 Overview of IEEE 802.11 DCF

IEEE 802.11 DCF standardized in [19] is the basic building block for MAC in WiF1i systems.
IEEE 802.11 is based on CSMA with Collision Avoidance (CSMA/CA). Each WiFi node
randomly selects a number of time slots within its current Contention Window (CW) size
as its Backoff Counter (BC) to wait before transmitting. The node senses the medium to
check if there is an active transmission in the current time slot. If the medium is busy, the
node freezes its BC. When the node senses the medium as idle, it decrements its BC. When
the BC reaches zero, the node starts its transmission. A collision occurs when two or more
nodes start transmitting in the same time slot. The collision is then detected by the absence
of an acknowledgement (ACK) frame from the receiving node. By adopting the Binary
Exponential Backoff (BEB) mechanism, a node experiencing a collision doubles its CW (i.e.
increments its backoff stage) and randomly selects a new BC value in order to retransmit
its current traffic load. If the node continues to experience collisions, the node continues to
double its CW value until it reaches a CW ., value (i.e. maximum backoff stage) set by
the standard. Once the node successfully transmits its load, it resets its CW value back to

CWuin and resumes contending for the medium whenever it has data to transmit. Further

details about IEEE 802.11 MAC are clarified in [28].

3.4 Overview of the Bianchi Model

The Bianchi Model published in [29] provides a widely celebrated analytical model for IEEE

802.11 DCF. The significance of the model is rooted in providing closed-form expressions for
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both the probability of collision and maximum throughput. The size of the CW at each node
is modeled as a two-dimensional Discrete-Time Markov Chain based on the current values
of both BC and backoff stage. Assuming that each node always has a load to transmit
(i.e. saturated traffic), the probability of transmitting (7) is given by (see [29] for complete

derivation)

_ 2(1 —2p)
T U2 WD)+ pW (- (2p)m) (3.1)

where W is the initial CW ,;,, m is the maximum backoff stage, and p is the conditional
collision probability which occurs when at least one other node also transmits and is expressed

p=1—(1-7)"" (3.2)

where n is the total number of nodes. Equations (3.1) and (3.2) can be solved numerically

to calculate the values of 7 and p for each node.

Accordingly, the probability of a successful transmission (Ps) is the conditional probability

there is exactly one transmission given there is at least one transmission, which simplifies to

P nt(1l— T)"_l‘
1—(1—7)"

(3.3)
In the case of the basic access mode of DCF (i.e. no RTS/CTS), the amount of time used to
successfully transmit useful data (i.e. without overhead) is given by the normalized system
throughput (S) as

P,P, E[P]

S =
(1 - Ptr>a + PtrPsTs + Ptr(l - Ps)Tc

(3.4)
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where P, is the probability that there is at least a transmission, and it is given by

Py=1-(1—1)" (35)
T, is the expected time needed for a successful transmission which is expressed as

T, = H+ E[P] + SIFS + ACK + DIFS + 26 (3.6)
and T, is the expected time spent during a collision which is expressed as

T.=H+ E[P*] + DIFS + ¢ (3.7)

where E[P] is the expected payload time, E[P*] is the expected collision time, and H is the
total time for both PHY and MAC headers. Values for headers, SIFS, ACK, DIFS, time slot

duration (o), and propagation delay (9) are set by IEEE 802.11 standard.

3.5 CSMA with Collision Tolerance (CSMA /CT)

Both IEEE 802.11 and the Bianchi Model [29] are based on HD assumptions. This section
shows how some quantities used in the Bianchi Model change when IBFD methods are

assumed.

3.5.1 Conditional Collision Probability in IBFD WiFi

The concept of IBFD communications can be used to propose a scheme where certain colli-
sions are tolerable. Namely, unlike contemporary HD WiFi systems, collision-free transmis-

sion in IBFD-enabled WiFi networks does not only happen when one node transmits while
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all other nodes are silent. Two additional cases leading to successful transmission exist and

are as follows:

1. The transmitting node is the Access Point (AP) and the corresponding client station
(STA) is also transmitting back to the AP.
2. The transmitting node is a client STA and the AP is also transmitting back to it.

Therefore, by extending the analysis provided in [29], the expression for the conditional

collision probability at each node under an IBFD assumption can be rewritten as

1 1 n—1 1
IBFD:1_ 1 — n—1 - . 1 — n—2 no- . 1 — n—2
v =7y (L= e (1 )
(1 — 1) 2 3.8
:1_[(1_7)n—1+¥]. (3-8)
——— n—1
HD term
IBFD term

IBFD __ 0

The addition of an IBFD term decreases the probability of collision. When n = 2, p
leading to totally collision-free communications. When n — oo, the IBFD term approaches

IBFD

zero reducing the impact of IBFD term on p as the number of nodes increases.

3.5.2 Probability of Successful Transmission in IBFD WiFi

When IBFD techniques are used, a successful transmission is no longer restricted to the
case defined as the probability of exactly one transmission given that there is at least a

transmission. Two additional cases exist and are as follows:

1. The probability of two transmissions, one is by the AP and the other is by the corre-

sponding client STA back to the AP given that there is at least a transmission.

2. The probability of two transmissions, one is by a client STA and the other is by the

AP back to the STA given that there is at least a transmission.
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Therefore, the expression for the probability of a successful transmission under an IBFD

assumption is

pisrp _ nt(l—7)" ! 1 21— 1) 2 L= 11 72(1 — )2
B I-1-=7) n n—-1 1—-(1-—7)" n n—1 1—(1-7)
onr(l—7)" ! 21— 7)" 2 (3.9)
7\1—(1—7’)”1 (=D —(1—7)]"
HD term IBFD term

The addition of an IBFD term increases the probability of successful transmission. When
n = 2, P/ =1 (all transmissions are successful). When n — oo, the IBFD term approaches

zero reducing the impact of the IBFD term on P;”"” as the number of nodes increases.

3.6 IBFD Throughput Gain Due to Full-Duplex Factor
(FDF)
The concept of Symmetry Ratio (SR) defined in [30] is used here as the ratio of the UL load

over the DL load. The UL load is assumed to be smaller than the DL load. If the traffic

load is designated as (L) and transmission time as (1), SR; at STA; is

Ly  Tyr
SRj=—=—"> < 1. 3.10
Lpr, Tpyp ( )

Full-Duplex Factor (FDF) is defined here as the average of all SR values of the client STAs

in the network which can be calculated as

n—1
FDF = M < 1. (3.11)
n—1
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Therefore, the normalized system throughput under an IBFD assumption is modified as

IBFD Gain

——
g _ P.***P, E[P] - (1 + FDF) (3.12)
- (1= P,)o + Py P5roT, + P, (1 — PB)T, '

The throughput gain due to the bidirectional IBFD transmission is represented by the FDF
term. In the next section, E[P] and E[P*] values (which directly affect T, and T, quantities)

are considered in both HD and IBFD cases.

3.7 Average Transmission Durations for Payload and

Collision

3.7.1 E[P] and E[P"] in HD IEEE 802.11

An analytical expression for the average time to successfully transmit a payload is given by

n—1

(E[P])" = — - E[Pxp] +

- E|Psral. (3.13)

S|

The AP is assumed to always have a load of maximum MAC Protocol Data Unit (MPDU )

bytes as Lpr,. Therefore,

MPDU,, .«
Transmission rate

E[Psp] = (3.14)

As an assumption, Lyp, € {0.1 x MPDUax, 0.2 X MPDU ax, -.., 0.9 X MPDU 0 }. Therefore,

the average payload duration when an STA transmits is

0.5 x MPDU,,ax
Transmission rate

E[Psma] = (3.15)
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An expression for the average collision duration is

(E[P)™ = (P)ipE[Pap] + [100% — (F) 7] E[(Psra)] (3.16)

where (P.)%% is the percentage of time the AP is involved in collisions and E[Pip,] is the
average collision duration when only STAs are involved in collisions without the AP. Follow-
ing a similar analysis in [29] to express (P.)"?, the conditional probability that both the AP

AP)

and at least one other STA are transmitting given that there are least two transmissions is

(1 —(1—7)" 1)
1—-(1—=7)"—nr(l—7)1

(P)"™ = x 100. (3.17)

When n = 2, (P.)12 = 100% (the AP is involved whenever there is a collision) as expected.

To calculate E[Pgry], let X be a discrete random variable defined as

X =10 x maz(SR; in a collision). (3.18)

The probability mass function is

(%)k for =1
Prob(X =x) = Z?Zl (f)(%)ﬂ(‘%l)kﬁ for 2<2<9 (3.19)
0 otherwise

where k is the number of colliding STAs. If k = 2, expression (3.19) simplifies to

2z—1
a1 for 1<z<9

Prob(X =x) = (3.20)

0 otherwise
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As a result,

9 :
. N ] MPDU ax 0.6481 x MPDU,jax
E[Pira] = E Prob(X =j) - = ~ . (3.21)
J=1

10 Transmission rate Transmission rate

3.7.2 E[P] and E[P"] in IBFD IEEE 802.11

A saturated traffic condition is assumed. Since the transmission always occurs as IBFD
between the AP and an STA, the AP is always transmitting. Consequently, when there
is a collision, the AP is always involved. It follows that the duration of both a successful

transmission and a collision is always equal to an AP transmission. Hence,

MPDU ax

Transmission rate

(E[P)™ = (B[PT])™" = E[Pap] = (3.22)

3.8 System Model

A WiFi network is assumed as shown in Fig. 3.1 with an AP and n—1 client STAs using IEEE
802.11ac release [26] to access a single channel. The basic mode without 4-way RTS/CTS
handshake is assumed. Total packet loss occurs in case of a collision (i.e. no capture effect).
No transmission errors occur at PHY, and there are no hidden terminals in the network
(i.e. all nodes hear one another). Transmission always occurs with no fragmentation or
aggregation. It is assumed that the AP always has a load of MPDU ., and each STA; has
0.1 < SR; <0.9. STAs keep SR values constant throughout each simulation run. For IBFD
WiFi, all transmissions occur as IBFD between the AP and an STA, and each transmission
lasts until the AP finishes transmitting its traffic. Table 3.1 shows the PHY and MAC

parameters.

30



Ve

STA,

STA, STA

n-1

Figure 3.1: A collision in a typical WiFi network.

Table 3.1: IEEE 802.11ac PHY and MAC Parameters

Parameter Value
Frequency 5 GHz band
Channel bandwidth 80 MHz
Modulation scheme 16-QAM
Code rate 1/2
Spatial streams 2x2 MIMO
PHY header duration 44 us
Guard Interval (GI) 800 ns
Transmission rate 234 Mbps
Basic rate 24 Mbps
MAC header size 36 bytes
FCS size 4 bytes
ACK size 14 bytes
MPDU,,.x size 7,991 bytes
Slot duration (o) 9 us
SIFS duration 16 us
DIFS duration 34 s
CWiin 16
CW nax 1024
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3.9 Results and Evaluation

3.9.1 Modified Collision and Transmission Probabilities

Establishing the IBFD assumption into a WiFi system directly introduces a change in the
probability of collision p. Consequently, a change in transmission probability 7 is also in-
troduced. Analytical results for both p and 7 are illustrated in Fig. 3.2. When CSMA/CT
is introduced into the system, p decreases while 7 increases. Intuitively, this is due to the
fact that a node tends to transmit when its probability of collision decreases. It is also
worth noting that when the number of nodes is 2, the probability of collision is zero, and
the system is collision-free. This case is only possible due to the IBFD assumption which
introduces CSMA /CT reaching its peak performance when the number of nodes is 2. The
significance of CT on 7 and p diminishes as the number of STAs gets larger. This is due to
the fact that when there is a large number of STAs, the odds of a CT scenario happening
approaches zero. Analytically, this was previously explained by noting that the IBFD term

IBFD

in the derived expression for p in equation 3.8 becomes zero as the number of nodes

approaches infinity.

3.9.2 Modified Probability of a Successful Transmission

Fig. 3.3 shows the effect of CT on the probability of a successful transmission P;. Both
analytical and simulation results are illustrated. The case of the standard HD IEEE 802.11
DCF is shown as a reference. The significance of the CSMA/CT scheme is that every
transmission is successful when the number of nodes is 2. Similar to the results in the
previous section, the influence of IBFD on the system diminishes as the number of STAs
increases, which is explained by the same argument that when the number of STAs increases,

the chances of CT cases happening decreases, and consequently the IBFD term in the derived
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Figure 3.2: Analytical values for 7 and p versus number of nodes.

expression 3.9 for P/"*” disappears. This intuitive result is also confirmed by the matching

analytical and simulation results.

3.9.3 IBFD Throughput Gain (Deterministic SR Values)

Fig. 3.4 shows both analytical and simulation results for normalized throughput versus the
number of nodes. The case for standard IEEE 802.11 DCF is shown as a base case. The case
when FDF equals to 0.5 (each STA has an SR = 0.5) is shown. IBFD throughput gain is
due to both CT and the bidirectional flow of traffic represented by FDF. When the number
of nodes is 2, there is a 41% gain in throughput compared to 35% when the number of nodes
is 20. This is explained by the fact that when the number of nodes is 2, the gain is due to
both CT (collision-free mode) and FDF, while the throughput gain is only dominated by

FDF when the number of STAs is large. There is another reason for the lower improvement
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Figure 3.3: Probability of a successful transmission (Ps) versus number of nodes.

in throughput gain when the number of STAs increases. The high number of STAs leads to

a higher number of collisions, which consequently decreases throughput.

3.9.4 Collision Metrics (P.)ap and E[P"]

In this section, metrics related to collisions are examined. Fig. 3.5 shows both analytical and
simulation results for the percentage of time the AP is involved in collisions (P.)4p against
the number of nodes. Analytical results for the HD case is based on equation (3.17). For
the standard IEEE 802.11 case, (P.)? = 100% when the number of nodes = 2 since the
AP is always involved in every collision. (F,.)%2 decreases as the number of nodes increases
since there are more client STAs colliding by contending for the channel. For the IBFD case,
(P.)'2" = 0 when the number of nodes is 2 since this is the collision-free mode. Once there

are more than 2 nodes, (P.)'5"” = 100% since the AP is always involved in every collision.
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Fig. 3.6 shows both analytical and simulation results for E[P*] versus the number of nodes.
The average of 20 simulation runs is taken. Analytical results for the HD case are plotted.

For the standard IEEE 802.11 DCF, the value of (E[P*])"" decreases as the number of

nodes increases since there are more client STAs with smaller loads than that of the AP

being involved in collisions. For the IBFD case, (E[P*])"”"” = 0 when the number of nodes
equals 2 since this corresponds to the collision-free mode. Once the number of nodes is more
than 2, (E[P*])"™" is constant and always equal to E[Pap] since AP is always involved in
all collisions. Therefore, a drawback of introducing IBFD in IEEE 802.11 is that collisions

always take longer. However, overall IBFD gain still introduces improvement in the system

performance despite the longer collision durations.

36



1 T T T T T T T
A

0.8 f B A .
5 . A
> |\ =&/ 4§ "TT&---___
Q A A A A
=
o
S
006 1
=
|_
ke
N
TU 04 i . ]
£
—_
o
Z

0.2+ Standard IEEE 802.11 (Analytical, SRs = 0.5) .

@ Standard IEEE 802.11 (Simulation, Random SRs)
- - - - IBFD IEEE 802.11 (Analytical, FDF = 0.5)
IBFD IEEE 802.11 (Simulation, Random SRs)

0 1 1
2 4 6 8 10 12 14 16 18 20
Number of Nodes

Figure 3.7: Normalized throughput versus number of nodes (5 runs).

3.9.5 IBFD Throughput Gain (Random SR Values)

A random SR value is assigned here to each client STA according to 0.1 < SR; < 0.9. The
SR values are kept constant throughout each simulation run. The expressions of average
transmission durations for payload and collision (E[P] and E[P*]) were incorporated in the
simulation and analysis to accurately capture the effect of random SR values. The average of
only 5 runs is taken in a Monte Carlo simulation setup. The results of normalized throughput
versus number of nodes are shown in Fig. 3.7. Simulation results are scattered around the
trend of analytical results. The simulation results here lack accuracy due to the low number

of simulation runs.

Fig. 3.8 displays the results of normalized throughput when SR values are still random but
the number of independent simulation runs is increased to 200. Simulation results for both

HD and IBFD systems coincide with the analytical results. There is a 41% IBFD throughput
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gain when the number of nodes is 2. When the number of nodes is increased to 20, IBFD
throughput gain drops to 36%. The results here are in agreement with the case of fixed SR
values. Hence, the analyses for collision and throughput gain scale properly when random
metrics are introduced into the system. Therefore, the analytical expressions presented in
this chapter as an IBFD IEEE 802.11 model accurately represent the behavior of the system

as confirmed by simulations.

3.10 Conclusion
This chapter demonstrates a modified analytical model for IBFD IEEE 802.11. Expressions

for WiFi system metrics (represented by probabilities) are revised to incorporate IBFD into

a WiFi network. An accurate analysis to capture the effect of IBFD communications on
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packet collisions was shown by proposing CSMA /CT. IBFD gain in normalized throughput
is illustrated by introducing the FDF term. A special case for collision-free communications
due to IBFD is presented. Results show that the proposed analytical model for IBFD IEEE

802.11 is robust even when randomness is introduced in simulation scenarios.

The number of WiFi hotspots is expected to grow to more than 540 million by 2021 compared
to 94 million in 2016, and WiFi traffic will represent about half of the global IP traffic by
2020 [31]. Therefore, IEEE 802.11 standard needs to implement new methods to increase

WiFi system capacity, and IBFD is a strong candidate to improve performance.
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Chapter 4

Analytical Modeling and Latency
Reduction for IBFD WLANs

4.1 Motivation

The growth of video traffic led to larger data loads in the downlink (DL) direction to users
as compared to uplink (UL) data from users. While Ethernet traffic is declining, WiFi
traffic is growing [31]. Additionally, even with the prevalence of social networks, where users
frequently upload content, the degree of viewership of video has continued to outpace upload
leading to a pattern of asymmetric data traffic that is expected to continue for the upcoming
years [32]. Therefore, data traffic in Wireless Local Area Networks (WLANS) is becoming
more asymmetric, and this pattern of asymmetry is expected to continue to be the norm.
IEEE 802.11 standard defined in [19] enables client Stations (STAs) to communicate with
an Access Point (AP). IEEE 802.11 Distributed Coordination Function (DCF) constitutes
the foundation of the Medium Access Control (MAC) protocol for WLANs. By design,

IEEE 802.11 DCF does not consider the amount of traffic a node has when facilitating
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access to the wireless channel. Thus, all WLAN nodes (i.e. the AP and client STAs)
have an equal opportunity to access the channel despite the asymmetry between traffic
loads in the UL and DL directions. Consequently, traffic asymmetry coupled with equal
access to the channel leads to serving data traffic inefficiently in contemporary WLANS.
As a result, there is increasing pressure to design future wireless networks that can cope
with demands for higher data rates, lower latency, and efficient utilization of resources.
Contemporary wireless communications systems are approaching performance limits set by
classical analyses. Therefore, there is a need to innovatively design wireless systems that

revolutionize the current perception of theoretical limits.

4.2 Contribution

In this chapter, two-dimensional Discrete-Time Markov Chain (DTMC) analysis is used to
produce an accurate analytical model for IBFD-WLANs based on IEEE 802.11 DCF. In
addition, to serve data traffic even more efficiently, two distributed aggregation solutions
for IBFD-WLANSs are proposed. Each STA can make an independent decision about the
possibility and amount of aggregation based on knowing the size of the traffic it receives.
Simulation results indicate that IBFD aggregation leads to both maximizing the throughput
of the system and minimizing the average latency of frame delivery. The final contribution
of this chapter is to formalize metrics in order to study the increase in efficiency that IBFD
provides for WLANSs. Fig. 4.1 illustrates a typical IBFD-WLAN network with asymmetric

traffic and the possibility of frame aggregation.
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Figure 4.1: A typical IBFD-WLAN with asymmetric traffic loads.

4.3 Prior Work

There were several previously published research attempts to provide analytical models for
IBFD MAC protocols. In [33], a MAC protocol for wireless ad hoc networks is studied based
on a three-dimensional DTMC model, but the proposed protocol deviates from IEEE 802.11
DCF mechanism and neglects to derive IBFD-compatible expressions for the probability of
transmission. The two-dimensional DTMC model outlined in [34] does not account for start-
ing a new contention cycle after a node successfully gets an IBFD transmission opportunity,
and the model does not follow IEEE 802.11 when it comes to an unsuccessful transmission
at the maximum backoff stage. The IBFD MAC protocol in [35] focuses on simultaneous
transmitting and sensing, but the analysis does not fully exploit IBFD benefits for increas-
ing throughput and reducing latency. The authors of [36] model a new MAC protocol as a
three-dimensional DTMC to use IBFD-synchronized transmission only after a successful HD
transmission, but the model does not treat collisions accurately. While [37] addresses both

throughput and delay in the three-dimensional DTMC analysis for a proposed distributed
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MAC protocol, the work primarily focuses on multi-hop networks. The IBFD MAC proto-
col proposed in [38] limits IBFD capabilities to the AP only and substantially neglects to
show the details of the theoretical work leading to a basic expression for the probability of
transmission. An Embedded Markov Chain model is used in [39] to study a Carrier-Sense
Multiple Access with Collision Avoidance (CSMA/CA) MAC protocol, but the proposed
protocol uses a fixed contention window and does not follow IEEE 802.11 Binary Exponen-
tial Backoff in case of a collision. The reported results for throughput and delay in [40] show
major mismatch between theoretical and simulation results, and the authors state that there
was not enough space to include derived analytical expressions for delay calculations. Both
inaccuracy of results and lack of a full model for IBFD-WLANSs are resolved in this chapter.
While references [41, 42, 43, 44, 45] all address IBFD MAC solutions, none of them look into
producing an analytical expression for the probability of transmission, which is a substantial

part of this chapter’s contributions.

4.4 Background on HD IEEE 802.11 DCF Modeling

A well-celebrated analytical model for IEEE 802.11 DCF was presented in [29]. This model
was subsequently revised a number of times, especially when it comes to the the probability
of transmitting (7). To generate highly accurate results for HD IEEE 802.11 DCF, 7 is

adopted from the refined model published in [46] as

1
1—p R iroi 1=p
I+ T_pftr1 Ei:op (2 W — 1)/2 - 3

T =

(4.1)

where W is the initial Contention Window (CWy,,), R is the maximum number of re-

transmission attempts, and p is the conditional collision probability. A wireless node experi-
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ences a collision when at least one other node concurrently transmits. Therefore,

p=1—(1—-7)""! (4.2)

where n is the total number of nodes. Equations (4.1) and (4.2) can simply be solved

numerically to calculate the values of 7 and p for each node.

The probability of a successful transmission (Ps) is the conditional probability there is exactly

one transmission given there is at least one transmission, which is equal to

nt(l—7)" !
Pi=—— 4.3
(=7 (4.3)
The throughput (S) in bits per second (bps) is calculated as
P,P,.E|P
g — t _[ ] _ (4.4)
(1 - Br)a + PtrPsTs + Ptr(l - Ps)Tc
where P, is the probability that there is at least a transmission, and it is given by
Pr,=1—(1-71)" (4.5)

According to [46], an accurate characterization for the throughput is achieved if the ezpected
payload size E[P], the expected time needed for a successful transmission (T), and the

expected time spent during a collision (T,) are respectively expressed as

BIF = Py, (4.6

44



T,=T, — to (4.7)
and

T.=T.+0 (4.8)
where

T = H + payload time + SIFS + ACK + DIFS (4.9)
and

T. = H + collision time + SIFS + ACK + DIFS. (4.10)

P is the payload size. H is the time for both PHY and MAC headers. Values for headers,
SIFS, ACK, DIFS, and time slot (o) are set by IEEE 802.11 standard. Table 3.1 shows the
assumed values of PHY and MAC parameters based on the IEEE 802.11ac release [26].

Considering the system model detailed in the next section, analytical expressions for the
expected size of successfully transmitted MAC Protocol Data Unit (MPDU) and the expected

size of a collision are thoroughly derived in [47] and can respectively be simplified as

(E[P))™ = ”;;1 - MPDUpax (4.11)
and
o o n—1
(B~ | 23X TA= (=D )  61gt | MPDU . (4.12)

Tl1l-0—=71)—nr(l—7)"!
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Latency is calculated as the average time from the instant a frame becomes Head-of-Line
(HOL) until the frame is successfully delivered. The analytical expression for latency in HD
IEEE 802.11 is derived in [48] directly from the well-known Little’s Theorem (see [49] for

further explanation) as

n

Y= 5/Ep)

. (4.13)

4.5 System Model

This chapter assumes a WLAN with an AP and n — 1 client STAs using IEEE 802.11ac
standard to communicate over a single channel. The basic mode of DCF without Request
to Send/Clear to Send (RT'S/CTS) handshake is assumed. In case of a collision, total frame
loss occurs (no capture effect). Error-free PHY transmission is assumed, and all nodes can
detect one another (no hidden terminals). The AP always has a load of MPDU .. A
saturated buffer at each node is assumed (i.e. there is always traffic to transmit), and frame
aggregation is possible by combining more than one MPDU to make a larger aggregated
MPDU. Client STAs have Symmetry Ratio (SR) values where the value of SR at STA;,
indicated here as p;, is defined in [30] as the ratio of the UL load over the DL load. If the

traffic load is designated as (L) and transmission time as (7'), then p is

L T,
0 A UL _fUL (4.14)
Lpr,  Tpr

Each STA; has 0.1 < p; < 0.9. STAs keep their original p values constant throughout each

simulation run.

In IBFD-WLAN scenarios, all transmissions occur as IBFD between the AP and an STA.

The Full-Duplex Factor (FDF) defined in [47] as the average of all p values of the client
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STAs in the network can be calculated as

n—1

=i (4.15)

For an HD system, ® = 0.

4.6 Analytical Model for IBFD-WLAN

Prior work to model contemporary IEEE 802.11 DCF was based on the assumption that
all transmission takes place in a Time-Division Duplexing (TDD) fashion, which is an HD
scheme. Therefore, the prominent model originally presented in [29] is no longer valid when
the transmission is IBFD. In HD systems, two key parameters, namely the probability of
transmitting (7) and the conditional collision probability (p), determine the performance of
a WLAN at the MAC sub-layer. However, when the system is IBFD, both 7 and p must
be revised. First, unlike the HD case where AP and STAs share equal 7 and p values,

there are 7

wps Toras Pap, and pg,, values in an IBFD network. Second, in addition to the

direct transmission probability, 7, which happens when a node wins the contention for the
channel, there is potential for IBFD reply-back transmission when the node is not in direct
transmission (7). The probability of reply-back transmission (/3) for a tagged node happens
when another node is in direct transmission with the tagged node. Third, collisions are
treated differently for IBFD systems compared to a contemporary HD WLAN, which is

thoroughly explained in [47].

In this section, analytical work is carried out to construct a model for IBFD-WLAN based
on IEEE 802.11 DCF protocol. Key parameters needed to calculate important performance
metrics are defined. All parameters take into account IBFD and its effects on the behavior

of wireless nodes at MAC-level operations.
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Figure 4.2: Two-dimensional DTMC representing backoff stage and backoff counter for each
wireless node.

4.6.1 Revised Probability of Transmission

Fig. 4.2 shows the model adopted for IBFD-WLAN. The two-dimensional DTMC model
represents each state in terms of backoff stage, 7, and backoff counter, k. Unlike [40], the
model in Fig. 4.2 resets its backoff stage to zero if a frame experiences a collision while the

transmitting node is at the maximum backoff stage m.
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The transition probabilities for the DTMC model are as follows

I—p

P{O,]{?0|Z,0}:WO 1€ [O,m—l],
ko € [0, Wy — 1]
P{i,kli — 1,0} = % i€ [1,m,
ke [O,WZ — 1]
1
P{O,k0|m,0} = — ko € [0, Wy — 1]
Wo
P{i,k —1|i,k} =« i€ [0,m],
ke ll,W,—1]
PLO, koli, K} = - i e [0,m]
Y ) WD ) Y
kell,W,—1],
ko € [O, Wy — 1]

The stationary distribution of the chain is represented as

by 2 lim P{s(t) = i,b(t) = k} ie0,m],

kel0, W, —1]

(4.16)

(4.17)

(4.18)

(4.19)

(4.20)

(4.21)

where s(t) and b(t) are respectively the stochastic processes for the backoff stage and backoff

counter as in [29].

Direct transmission happens when a node is at any of the possible b,y states. Therefore, the

probability of direct transmission is
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By applying the normalization condition, the following result can be directly obtained

m W;—1 m m W;—1 m W;—1
122 bszZb¢,o+Z bzk:T+Z bi,k
i=0 k=0 ni:(i/vﬁl i=0 k=1 i=0 k=1 (4.23)
i?él—T:ZZblk
i=0 k=1

where 7 is the probability that there is potential for IBFD reply-back transmission when a

node is not in direct transmission.

The expressions for both b; o and by o are respectively as follows (see Appendix A for complete

derivations)
Do L .
bio=b i 1<i< 4.24
0 0,0(1_0). W, <i<m (4.24)
7j=1
and
S [?‘z T+l
bo.o = . 4.25
0,0 W, (4.25)
1 — (& )m+l
7=0

Thus, 7 is readily calculated as

7

1+Z(1_pa)iH1_W(j . (4.26)

T = Z bi,O = b070 + Z bi,O - b070
i=0 =1

Given that calculating o and p is treated in the next two sub-sections, the value of 7 can
be numerically calculated using (4.25) and (4.26). While 7 is the same for the AP and
STAs in contemporary HD IEEE 802.11 DCF, its value in an IBFD-WLAN is different

depending on if the transmitting node is the AP or an STA. 7,, and 7,, are calculated

A

based on the corresponding o, ., p,,, ®gr,, and p,,, values. Finally, the average probability
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of transmission in the network is calculated as

_1 n—1

Topa- (4.27)

4.6.2 Probability of reply-back IBFD transmission

In IBFD-WLAN, each node has an opportunity for indirect transmission. Whenever a node
is not in any of the states represented by 7, the node can have the opportunity to transmit

if another node is transmitting to it. There are two cases for this to happen as follows

1. When the AP is silent, it still has an opportunity to transmit whenever an STA is

transmitting. This probability can be represented as

)= (n— D)7y, (Fapd)" 2 (4.28)

BAP = (n - 1)TSTA(1 ~ Tsra STA)

2. When an STA is silent, it still has an opportunity to transmit whenever the AP is

transmitting to that particular STA. This probability is represented as

/BSTA _ TAP(l _ TSTA)n72 o TAP(?STA)TL72. (4‘29)

n—1 n—1

For the special case when n = 2, (4.28) and (4.29) respectively become §,, = 7,,, and

TA
Bera = Tap, Which is compatible with the intuition that the AP has a reply-back opportunity
whenever the STA is transmitting and vice versa. Also, based on Fig. 4.2, the following

equation can be used to calculate both «,, and ay,, according to the corresponding f3,,

STA

and f,, values

a=1-7. (4.30)
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4.6.3 Revised Conditional Collision Probability

In HD IEEE 802.11 networks, collisions are treated in the same way for the AP and all STAs.
As a result, conditional collision probability, p, is defined in [29] as previously stated (refer
to equation (4.2)). However, in IBFD scenarios, the conditional collision probability for the
AP (p,,) is different from that of an STA (py,,). For the AP, collision-free transmission

happens in either of the following two cases

1. The AP is in direct transmission while all STAs are silent.

2. The AP is in direct transmission with a tagged STA, and this tagged STA is directly

transmitting back to the AP while all other STAs are silent.

Therefore, the conditional collision probability for the AP can be expressed as

Pap = 1- (1 - TSTA)n_l + TSTA(l - TSTA)n_2]

(4.31)

=1- (?STA)n_l + Tsra (?STA)TL_QI .

For the conditional collision probability of an active STA, transmission without collision

takes place when either one of the below scenarios is true

1. The AP is silent, and so are all other STAs.

2. The AP is directly transmitting back to the active STA while all other STAs are silent.
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Consequently, the conditional collision probability of a tagged STA is

[ T, (1—T n—2
Psra = 1 - (1 _TAP>(1 _TSTA)n72+ AP( n_slTA) ]
- (4.32)
= = n—2 Tap (?STA )n_2
=1—\7, (TSTA) + ? :

Similar to how it was detailed in [47] with simplified assumptions regarding 7, (4.31) and
(4.32) indicate that a collision-free mode of IBFD transmission is achieved when n = 2 since

both equations respectively evaluate to p,, = 0 and p,,., = 0.

4.6.4 Revised Probability of Successful Transmission

The probability of successful transmission for an IBFD-WLAN, P/”*? happens during any

one of the following four conditional probabilities

1. There is exactly one direct transmission by the AP and all STAs are silent given there

is at least a direct transmission.

2. There is exactly one direct transmission by an STA while the AP and all other STAs

are silent given there is at least a direct transmission.

3. There are exactly two direct transmissions, one is by the AP and the other is by the

corresponding STA back to the AP given that there is at least a direct transmission.

4. There are exactly two direct transmissions, one is by an STA and the other is by the

AP back to the STA given that there is at least a direct transmission.

Therefore, P/”"" is expressed as (see Appendix B for complete derivation)

PIBFD — TAP (?STA )nil + (n — 1)TSTA (?AP ) (?STA)TL72 TAPTSTA <TSTA )n72
S

T [(Far) (Tora)™ ] = D= [(Fan) T 1)
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When (4.33) is evaluated at n = 2, (4.33) becomes P!*"” = 1 indicating that every trans-

S

mission is successful, which is consistent with the result assuming 7,, = 7., = 7 reported

STA

in [47].

4.7 IBFD-WLAN System Performance Metrics

In this section, IBFD-compatible metrics are outlined. The purpose of composing a portfolio
of metrics is to measure the enhancements added by IBFD to WLAN performance. The

metrics will be used to generate the results in this chapter.

4.7.1 Network Throughput

Throughput gain by IBFD was previously addressed in [47]. However, the focus there was
primarily on presenting how collisions are treated and consequently affect the performance
of normalized aggregate throughput. Therefore, the value of 7 was directly obtained from
[29]. The analysis in [47] is revisited here to include a more accurate model that considers

both 7,, and 7., derived in this chapter. Additionally, the total network throughput is

STA
calculated in the absolute sense in terms of bits per second instead of the normalized value.

Therefore, the network throughput can be expressed as

PP PR E[P)(1+ )

S = —— — (4.34)
Pt{,‘BFDO_ + PtITBFDPSIBFDTS _|_ Pt{,‘BFDPSIBFDTC
where the probability of transmitting is revised here to include both 7,, and 7,, as
PtIrBFD =1~ [(1 - TAP)(]‘ - TSTA)n_l] =1~ [(?AP)<?STA)TZ_1]' (435)
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Note that

PP — | — pjsro (4.36)

and

PIFFD = | — pIErD, (4.37)

Both T, and T, are already reported respectively as (4.9) and (4.10) in this chapter. As
explained in [47], since UL < DL, both the expected size of successfully transmitted MPDU

and the expected size of a collision are equal to the load of the AP as follows

(B[P])"™* = (E[P*])"™" = E[P,,] = MPDU,yu. (4.38)

4.7.2 Frame Aggregation

Frame aggregation at the MAC sub-layer was introduced in the legacy IEEE 802.11n release
[50] as a way to increase the efficiency of utilizing the channel by reducing the overhead.
Aggregation enables a node to concatenate several frames into a single transmission. As a
result, the overhead is reduced since there is no need to allocate transmission time for more
than a single header duration if the frames are combined into one transmission. Frame aggre-
gation can be either Aggregated MAC Service Data Unit (A-MSDU) or Aggregated MPDU
(A-MPDU). In this chapter, MPDUs are aggregated. Details about frame aggregation in
IEEE 802.11 standard can be found in [51] and [52].

The goal of frame aggregation is to increase traffic symmetry between UL and DL data
loads and consequently serve traffic more efficiently. This section introduces two aggregation

schemes which significantly improve network throughput, average latency, and link utiliza-
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Figure 4.3: Flow chart of the proposed aggregation schemes.

tion. Fig. 4.3 shows a flow chart of how aggregation is performed based on the value of
p at each STA. The frame aggregation schemes are namely Dual-Frame Aggregation and

Multi-Frame Aggregation.

Dual-Frame Aggregation

In this aggregation scheme, any STA with p < 0.5 doubles its transmission load by aggre-
gating two MPDUs. Thus,

dual

pnew =2X Peurrent- (439)

The IBFD aggregation factor (i.e. number of aggregated frames) for dual-frame aggregation

is v = 2 if aggregation takes place. In this case, it is still guaranteed that each STA can fit
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its transmission while the IBFD connection is established with the AP since UL < DL even
after frame aggregation. Dual-frame aggregation increases the utilization of the available UL

transmission time that would be otherwise not used.

Multi-Frame Aggregation

Some STAs with p < 0.5 can aggregate more than two frames in a transmission. The
following is a simple rule to calculate IBFD aggregation factor for multi-frame aggregation

in order to determine how many frames each STA can aggregate based on its current p value

, 1
~ymin 2 ] o0r (—) . (4.40)
p

In this aggregation technique,

new

pr = floor( ) X 0 purrent- (4.41)

p current

The result of multi-frame aggregation is that STAs with very small p values can aggregate

several frames, which increases both UL/DL traffic symmetry and utilization of available UL

— ,ymulti — 1)

dual

transmission time. For any STA with p > 0.5, no aggregation takes place (v

4.7.3 Average Latency

A similar analysis to the work in [48] is used to derive an analytical expression for average
latency in IBFD-WLAN. According to [49], Little’s Theorem classically states that the aver-

age number of customers in a system (V) is equal to the average arrival rate of the customers
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(A\) multiplied by the average delay per customer in the system (7). Thus,

N=)N=T= % (4.42)

Since saturated traffic is assumed in the network, the number of customers in the system
is always equal to the number of nodes n. Unlike the case of HD latency considered as
equation (4.13), the case of IBFD transmission is more involved. The expected number
of aggregated MPDUs, F[y], must be taken into consideration when calculating the frame
arrival rate, which is equal to the frame departure rate since in a saturated buffer, a new
(possibly aggregated) frame promptly arrives once the HOL frame is transmitted. Since
one frame is transmitted in the DL direction and E[y] frames are transmitted in the UL
direction, Little’s Theorem can be applied to calculate the average latency per frame in an

IBFD-WLAN as follows

n :n.E[PAP}.(l—{_q))

DIBFD — |
(1+ E[]) - SIBFD/ |:E[PAP} (14 @) (1+ E[y]) - Sterp

(4.43)

4.7.4 IBFD Link Utilization

Throughput quantifies successful transmission of data over the total time including success-
ful, collision, and sensing durations while considering added overhead. A metric that is worth
introducing is IBFD link utilization, 7, in order to quantify the efficiency of using the link
(in both UL and DL directions) for transmission of useful data loads without the overhead.
Since UL transmission is less than or equal to DL transmission, IBFD link utilization can

be defined as

él—i—fb
2

" x 100%. (4.44)
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Ideally, if the channel is fully utilized in both UL and DL directions (i.e. p = 1 at each
STA = & = 1), then n = 100% indicating a fully utilized and symmetrical link. IBFD link
utilization is particularly crucial when assessing the benefits of frame aggregation, and this

becomes clear by the numerical results reported in the next section.

4.8 Results and Evaluation

In order to confirm the validity of the analytical model detailed in this chapter for IBFD-
WLAN, results based on simulated IEEE 802.11ac standard are used as a baseline. Analytical
and simulation results for both network throughput and average latency in standard HD
IEEE 802.11, IBFD-WLAN, IBFD-WLAN with dual-frame aggregation, and IBFD-WLAN
with multi-frame aggregation are presented. In all generated results, the IBFD-WLAN
analytical model provides values that closely match the simulated results within 1% error
or less. Throughput quantifies successfully transmitted data over the total time. Latency
quantifies the average time needed to successfully deliver an MPDU frame from the time the
frame becomes HOL until an ACK frame is received. IBFD link utilization is used as a new

metric to measure the enhancements added by IBFD aggregation techniques.

Three sets of results are provided. First, both the IBFD-WLAN model proposed in this
chapter and the analytical model published in [40] are compared to simulated results. Then,
the performance of the network in terms of throughput, latency, and utilization when p
values are deterministic is evaluated in order to illustrate the aggregation schemes and their
benefits. Finally, the performance results are repeated when p values are random to show a

more practical scenario for a typical network.
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Figure 4.4: Comparison between the proposed model and a previously published model.

4.8.1 Accuracy of the proposed IBFD-WLAN model

The reported graphs in [40] show noticeable discrepancies between simulation and analytical
results for the performance of the network. Therefore, there is a need for an accurate
analytical model that realizes the impact of IBFD on WLANs. Fig. 4.4 shows simulation
results for network throughput versus number of nodes (n) in a WLAN based on IEEE
802.11 standard for three deterministic p values. The corresponding analytical results based
on the IBFD-WLAN framework proposed in this chapter are plotted. Additionally, the
corresponding cases based on the analytical work reported in [40] are plotted for comparison.
To make the comparison fair, the testing of the two analytical models was made closely similar
by primarily using different formulas from the corresponding models for 7 calculations while
keeping all other parameters identical using the latest IEEE 802.11ac release (which [40]

does not originally use). It is clear that at low n values, both analytical models match the
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simulated results. However, at higher n values, the analytical model proposed in this chapter
continues to match the simulation results while the model from [40] provides overly optimistic
results. For each curve, the average error between the simulated scenario and analytical
results based on IBFD-WLAN model is always less than 1% (matching the accuracy of the
well-studied HD IEEE 802.11 model). On the other hand, the mismatch introduced by [40]
consistently increases as the number of nodes increases until it reaches about 13% in all three
cases when n = 20. The high error at high n values cannot be justified by the fact that the
model in [40] assumes, unlike IEEE 802.11 standard, infinite re-transmission attempts at the
maximum backoff stage until the frame is successfully delivered. This difference alone can
only provide much smaller deviation between simulation and analytical cases. The inaccurate
results at high n values are also apparent in the reported plots in [40]. Latency comparison

is not performed here since no complete analytical model for latency was reported in [40].

4.8.2 Deterministic Symmetry Ratio Values

Fig. 4.5 shows both analytical and simulation results for network throughput versus the
number of nodes when each client STA always has p = 0.3 originally. The AP always
transmits a load of MPDU,,... The case for a standard HD IEEE 802.11 network is shown
as a baseline case. When IBFD mode is enabled, the improvement in throughput depends on
the number of nodes. For 2 nodes, the throughput increases by 72% compared to the case of
HD IEEE 802.11 protocol. For 20 nodes, there is a 132% improvement in throughput when
the IBFD mode is activated. The reason behind the difference in improvement is that the
amount of transmitted data during each transmission opportunity in the HD mode is either
MPDU,,x (AP transmission) or 0.3 x MPDU .« (STA transmission). Therefore, when the
number of nodes is high, there is less likelihood that the AP transmits its larger load, which
yields significantly lower throughput in the HD mode. On the other hand, each transmission

opportunity in the IBFD mode results in transmitting an MPDU,,,, in the DL direction
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Figure 4.5: Throughput versus number of nodes (p = 0.3).

and 0.3 x MPDU,.« in the UL direction. When IBFD dual-frame aggregation is enabled,
p™a becomes 0.6. In this case, an increase of 23% is consistently realized in throughput
compared to the case of IBFD without aggregation. The throughput is increased by 46% in
each simulated case of n when IBFD multi-frame aggregation is employed in the network,
which corresponds to p™* = 0.9. The superior performance of IBFD multi-frame aggregation
is expected since there is more data pushed in the UL direction. The upper limit for IBFD

mode is indicated by the case when p = 1, and the increase in throughput from the case of

IBFD without aggregation is 54%.

Fig. 4.6 displays the results for latency versus n. HD IEEE 802.11 exhibits the highest
latency since in each transmission opportunity, either a DL or a UL frame is transmitted.
Once IBFD transmission is implemented, there is reduction in latency since a DL frame and
a UL frame are delivered in each transmission. When n = 2, there is a decrease of 42% in

latency compared to HD IEEE 802.11. When n increases to 20, the reduction in latency
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Figure 4.6: Latency versus number of nodes (p = 0.3).

is only 16% since there are more frames at silent STAs experiencing delay while an IBFD
transmission takes place between the AP and an STA. The case for IBFD IEEE 802.11
with p = 1 (maximum traffic symmetry) is plotted. However, no further improvement in
latency is realized since the number of delivered frames in each transmission is still 2. When
IBFD IEEE 802.11 is augmented by dual-frame aggregation, there is a 33% improvement in
latency for each case of n compared to IBFD without aggregation. The reason is that in each
transmission, 1 DL frame and 2 UL frames are delivered. When multi-frame aggregation is
introduced, latency is reduced by 50% compared to IBFD without aggregation since 1 DL
frame and 3 UL frames are now served during each transmission. Clearly, aggregation is
necessary to improve latency in IBFD-WLAN, and original p values do not affect average

latency, which decreases as a result of increasing the number of transmitted frames.

Constant p values are assumed in this scenario, and the analytical values for n are as cal-

culated in Table 4.1. The analytical results simply match the simulated results as expected
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Table 4.1: IBFD link utilization for deterministic p values

Aggregation Mode Poriginal | V| Prew | P n
Pure IBFD (no aggregation) 03 | 1]037]0.3]65%
IBFD dual-frame aggregation 03 [2] 0.6 ]0.6 | 80%
IBFD multi-frame aggregation 0.3 3109 1]09/|95%

since deterministic p values are assumed. It is worth noting that n is not affected by the
number of nodes in the network since only the size of useful traffic is relevant here. The
results for n indicate how well the channel is utilized in the assumed IBFD-WLAN network.

IBFD link utilization becomes more sophisticated in the next section for random p values.

4.8.3 Random Symmetry Ratio Values

In this section, a p value for each client STA is randomly assigned such that p is uniformly
distributed over {0.1,0.2,...,0.9}. New p assignments are updated in each simulation run.
The average result of 200 independent runs is reported for each simulation scenario. For
IBFD dual-frame aggregation, only STAs with 0.1 < p < 0.5 double their loads while
the rest of STAs with 0.6 < p < 0.9 maintain their original frames. When IBFD multi-
frame aggregation is used, STAs with 0.6 < p < 0.9 transmit their original loads while the
rest of STAs aggregate their loads according to Table 4.2, which shows aggregation rules
for both dual-frame and multi-frame modes. Fig. 4.7 shows throughput results versus n.
When n = 2, IBFD introduces an 85% increase in throughput compared to 112% increase
when n = 20 (both comparisons are with the corresponding HD cases). The difference in
improvement between the two cases is consistent with the case of deterministic p values in
that there is much less data transmitted in the DL direction when n is high resulting in low
throughput in the HD baseline case. When dual-frame aggregation is employed, there is an
improvement of 11% in throughput for each case of n compared to the corresponding IBFD
case without aggregation. For multi-frame aggregation, the increase in throughput is 24%.

Thus, IBFD multi-frame aggregation provides superior performance as expected since more
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Table 4.2: IBFD frame aggregation rules for random p values

Dual-Frame || Multi-Frame
Pewrent T Y | Prew
0.1 2 0.2 10 1
0.2 2 0.4 5 1
0.3 2 0.6 3 0.9
0.4 2 0.8 2 0.8
0.5 2 1 2 1
0.6 1 0.6 1 0.6
0.7 1 0.7 1 0.7
0.8 1 0.8 1 0.8
0.9 1 0.9 1 0.9

UL transmission time is utilized.

Fig. 4.8 displays latency results versus n when p values are random. IBFD without aggre-
gation reduces latency by 45% compared to the HD case when n = 2, but the improvement
in latency decreases as the number of nodes increases until it reaches 33% when n = 12.
Even though increasing the number of nodes increases latency as expected, improvement
in latency due to IBFD transmission remains unaffected and stays at 33% as n increases.
This behavior is consistent with the scenario of deterministic p values in that as n continues
to increase, nodes in the HD network experience higher delays while waiting for the active
transmission to finish. Dual-frame aggregation introduces 16% of reduction in latency when
n = 2 compared to IBFD without aggregation, and the improvement saturates to 22% as
n increases. Multi-frame aggregation initially introduces 31% improvement when n = 2
compared to IBFD without aggregation, and the improvement saturates to 47% for higher
values of n. In both aggregation schemes, more reduction in latency is noted as n increases.
This behavior can be explained by the fact that as the number of nodes increases, there
are more STAs that can initially have low p values, which enable them to aggregate and
transmit more frames. Therefore, the expected total number of transmitted frames in the

UL direction increases as n increases, which further reduces the average latency.
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Figure 4.7: Throughput versus number of nodes (random p values, 200 runs).
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Table 4.3: IBFD link utilization for random p values

Aggregation Analytical Simulation
Mode ED] o n Eh] o n
None 1 0.5000 | 75.00% 1 0.5044 | 75.22%

Dual-frame 1.5556 | 0.6667 | 83.34% || 1.5608 | 0.6649 | 83.24%
Multi-frame || 2.8889 | 0.8556 | 92.78% || 2.8915 | 0.8545 | 92.72%

Since the value of p is equally likely to be one of the uniformally distributed values between
0.1 and 0.9, E[y] can be directly calculated based on the values in Table 4.2. In addition,
analytical values for 7 in the case of random p values are readily obtained based on the
calculated values of ®, and the results are summarized in Table 4.3. Average simulation
results from 200 runs are also reported for E[y], ®, and 7. It is noted that the values of n are
directly proportional to the values of ® as expected. When random p values are introduced
into the system, simulation results for IBFD performance metrics are in strong agreement

with the analytical results and still consistent with the case of deterministic p values.

4.9 Conclusion

In this chapter, an accurate model characterizing IEEE 802.11 DCF for IBFD-WLAN is pre-
sented. The model is based on a two-dimensional DTMC framework. The concepts of IBFD
transmission and frame aggregation are combined to maximize throughput and minimize la-
tency in WLANs. The proposed aggregation schemes increase the utilization of available UL
transmission time that would otherwise be unused. Each client STA uses its own traffic in-
formation to make a localized decision about the option and size of aggregation. Aggregation
is necessary to minimize latency in IBFD-WLANs. The proposed analytical model and re-
lated metrics are robust and produce values coinciding with the simulated results even when
randomness is introduced in the system. Since no changes to IEEE 802.11 protocol were

introduced in this chapter, the proposed IBFD frame aggregation schemes would be back-
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ward compatible with future IEEE 802.11 releases. Network throughput, average latency,
and link utilization are proposed as metrics to quantify potential enhancements resulting

from introducing IBFD in WLANS.
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Chapter 5

Power Consumption and

Energy-Efficiency for IBFD WLANSs

5.1 Motivation

Increasing energy-efficiency in IEEE 802.11 Wireless Local-Area Networks (WLANSs) has
become a priority due to the vast deployment of WiFi networks over recent years [53]. In
this chapter, an analytical model is presented to quantify power consumption and energy-
efficiency for In-Band Full-Duplex (IBFD) WLANs. Unlike Half-Duplex (HD) communi-
cations (i.e. Time-Division Duplexing or Frequency-Division Duplexing), IBFD techniques
allow two wireless nodes to transmit and receive simultaneously on one frequency band

(details can be found in [6]).
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5.2 Contribution

While IBFD is a promising technique to improve several metrics in wireless networks, the
effect on power consumption has not been sufficiently addressed. This chapter presents a
mathematical model for power consumption in IBFD-WLANs, and the model is confirmed by
simulation. Additionally, energy-efficiency in both HD and IBFD WLANSs are compared in
terms of successfully transmitted data per unit of energy. Finally, both power consumption

and energy-efficiency are studied under different traffic assumptions in the collision-free mode

when a WLAN consists of an AP and an STA.

5.3 System Model

This chapter assumes an infrastructure WLAN with an Access Point (AP) and n — 1 associ-
ated client stations (STAs) adopting basic IEEE 802.11 Distributed Coordination Function
(DCF) standard with one channel. Total frame loss happens when collisions occur. No er-
rors at the PHY layer take place. All wireless nodes can detect one another with no hidden
terminals. Each node always has a frame to transmit. The AP always has a load of the
maximum MAC Protocol Data Unit (MPDU,,.,). All STAs have equal Symmetry Ratio
(SR) values as defined in [30]. If the traffic load is designated as (L), then SR is the ratio of

the uplink to the downlink as follows

A Lyr
= —. 5.1
=1 (5.1)

PHY and MAC parameters are set according to the latest IEEE 802.11ac release [26] as

indicated in Table 3.1.
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5.4 HD IEEE 802.11 Power Consumption Model

Power consumption is based on the classical definition of power [54]

A Energy
r= .
ime

Powe (5.2)

As presented in [55], the energy consumed by a node in an HD WLAN depends on the
state of the node. There are six mutually exclusive states a node can be in. The energy
consumption (€) in terms of power consumption (w) and the probability for each state are

given as follows

1. Idle (d) state

(c:d = Wqo (53)

Pr(d) = (1—7)" (5.4)

2. Successful transmission (S-TX) state

Esrx = Wiy orn DATA 1y + wa(DIFS+SIFS) + Wi orn ACK (5.5)

Pr(S-TX) = 7(1 — p) (5.6)

3. Successful reception (S-RX) state

Eonx = Wixsorn DATA iy + wa (DIFS+SIFS) + way s orn ACK (5.7)

Pr(S-RX) = 7(1 —7)"! (5.8)
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4. Successful overhearing (S-RX) state

Esrx = WrxrorrL(DATARx + ACK) + wq(DIFS+SIFS) (5.9)

Pr(S-RX) = (n — 2)7(1 — 7)"! (5.10)

5. Transmitting during a collision (C-TX) state

Ecnx = Wrxsorn DATA 1y + wy (DIFS+SIFS+ACK) (5.11)

Pr(C-TX) =7p (5.12)

6. Overhearing a collision (C-RX) state

Ecnx = Wixrorn DATA iy + wq(DIFS+SIFS+ACK) (5.13)

Pr(CRX)=(1-7)1-1—-7)""—=(n—17(1 —7)"? (5.14)

where 7 is the probability of transmission, p is the conditional collision probability, and n is

the number of nodes (details are in [29]).

The expected value of consumed energy by a node can be expressed in terms of the energy

consumption and probability of each state as
6

Elenergy| = Z(energy in state i) - Pr(state 7). (5.15)

i=1
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Finally, the average power consumption of a node is given by rewriting (5.2) as

E
Power = [energy]

E[time duration]
(5.16)
_ 59 (energy in state i) - Pr(state i)

(1 - Ptr)o— + PtrpsTs + Ptr(l - PS)TC

where the probability that there is at least a transmission (F,,.), the probability of a successful
transmission (P;), the expected time of a successful transmission (7%), and the expected time

of a collision (7,) are are given in [29] and refined in [46].

5.5 Analysis for IBFD-WLAN Power Consumption

A similar approach to the HD case is adopted here for an IBFD-WLAN. Several considera-
tions must be taken into account. First, the AP properties in an IBFD system are different
from those of STAs. Second, energy consumption for Self-Interference Cancellation (SIC) to
enable IBFD communications must be added. Third, IBFD mechanisms must be factored

into the expressions for each state.

5.5.1 The AP in an infrastructure IBFD-WLAN
For the AP in an IBFD-WLAN] there are 3 mutually exclusive states as follows
1. Idle (AP-d) state

&) =wo (5.17)

Pr(AP-d) = (1 —7,,)(1 —71,,.,)"" (5.18)
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2. Successful transmission/reception (AP-S-TXRX) state

AP

E rxnx = Wrxsorr (DATA 1« + ACK) + wix sic(DATARx + ACK)
+ wq(DIFS+SIFS)

Pr(AP-S-TXRX) = 7,,(1 — 7o, )" '+ (n = D)7gp, (1 — 7)) 2

3. Transmitting/receiving a collision (AP-C-TXRX) state

SAP

C-TXRX

- WTX+CTRLDATATX + WRX-Q—SICDATARX + wd(DIFS+SIFS+ACK)

Pr(AP-C-TXRX) = 1 — Pr(AP-d) — Pr(AP-S-TXRX)

5.5.2 An STA in an infrastructure IBFD-WLAN

For each STA in an IBFD-WLAN; there are 5 mutually exclusive states as follows

1. Idle (STA-d) state

STA
&y =wqo

Pr(STA-d)=(1—-7,,)(1 =7

STA)TL_1

2. Successful transmission/reception (STA-S-TXRX) state

STA

gs.TXR,x = WTX+SIC(DATATX + ACK) + Wrx+cTRL (DATARX + ACK)

+ wq(DIFS+SIFS)

TAP

Pr(STA-S-TXRX) =74, ,(1 —=pgr,) + (1 — 7.STA)n—1m
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(5.20)

(5.21)

(5.22)

(5.23)

(5.24)

(5.25)
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3. Successful overhearing (STA-S-RX) state

STA

ET = winyornn(DATA i + ACK) + wq(DIFS+SIFS) (5.27)

Pr(STA-S-RX) = (n — 2)74,, (1 — 75,.,)" 2(1 = 7,.,,) (5.28)

A [l = T (1= 7]

4. Transmitting/receiving a collision (STA-C-TXRX) state

STA
&

C-TXRX

= Wrxssic DATA 1x 4+ wrxporre DATARx + wq(DIFS+SIFS+ACK)  (5.29)

Pr(STA-C-TXRX) = 7, ,Dura (5.30)

5. Overhearing a collision (STA-C-RX) state

STA

Eomx = Wrxsern DATA R + wq(DIFS+SIFS+ACK) (5.31)
Pr(STA-C-RX) = 1 — Pr(STA-d) — Pr(STA-S-TXRX) (5.32)

— Pr(STA-S-RX) — Pr(STA-C-TXRX)

Detailed expressions for P,., P,, T,, and T, in an IBFD-WLAN can be found in

7—AP ) 7—,S-'TA )

[56).

5.6 Results and Evaluation

Both analytical and simulation results are reported in this chapter. First, power consumption
and energy-efficiency are analyzed when the traffic is fully symmetrical (i.e. p = 1) for both
HD and IBFD systems. Then, the effect of symmetry on both power consumption and

energy efficiency is presented through the two extreme cases of low symmetry (p = 0.1) and

5



Table 5.1: Power consumption values

Power Category Value

Transmitter (wrx) 2.6883 W
Receiver (wgy) 1.5900 W
Idel State (wq) 0.9484 W
Control Circuit (wWerpy) 0.3000 W
Self-Interference Cancellation (wgc) | 0.0650 W

Table 5.2: Energy consumption of each state in an HD WLAN

State | Energy Consumption
& 8.5356 puJ
EsTx 1.0818 mJ
Es rx 0.7889 mJ
Esmx 0.7354 mJ
Eorx 1.0360 m.J
Eomx 0.6896 mJ

high symmetry (p = 0.9). Lastly, the special case of n = 2 is analyzed in 3 different traffic
scenarios. The calculated power consumption values for wry, wrx, and wy in Table 5.1 are
based on [57] (see Appendix D for details). Values of wge and werg,, are stated in [58].
While wge accounts for both active and passive cancellation circuits, the majority of SIC
is treated passively with minimal power consumption. Tables 5.2 and 5.3 respectively show

the resulting energy consumption values for all states in both HD and IBFD WLANSs.

5.6.1 Fully Symmetrical Traffic

Fig. 5.1 shows how the number of nodes affects the power consumption per node in both HD
and IBFD networks. Both analytical and simulation results are reported when the traffic
is assumed to be fully symmetrical. This is the best case scenario where the link is fully
utilized in both uplink and downlink directions. In the HD case, the AP and every STA have

identical power consumption since HD IEEE 802.11 yields the same power profile for every
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Table 5.3: Energy consumption of each state in an IBFD-WLAN

State Energy Consumption
e 8.5356 pJ
AR 1.7377 mJ
& 1.5579 mJ
et 8.5356 uJ
& 1.7377 mJ
g 0.7354 mJ
E 1.5579 mJ
e 0.6896 m.J

node. The power consumption per node in an HD WLAN stabilizes at a constant value
as the number of nodes increases since the dominant power consumption mode happens in
states S-TX and C-TX, and the associated probabilities for both transmitting states reach
a steady value quickly as the number of nodes increases. In the case of IBFD-WLAN] the
results are reported for both the AP and an STA since they have different properties here.
Power consumption is higher in IBFD-WLANSs since there is simultaneous transmission and
reception at both the AP and an STA when the channel is non-idle. The AP in an IBFD-
WLAN has high power consumption since it is always transmitting (states AP-S-TXRX and
AP-C-TXRX) regardless of how many STAs are in the network. This does not constitute an
efficiency concern since APs are typically powered by AC electricity in residential WLANS.
As the number of nodes increases, power consumption per STA gradually decreases to reach
a constant value since the probability values of transmitting states (i.e. STA-S-TXRX and
STA-C-TXRX) quickly stabilize as the number of nodes becomes high.

Fig. 5.2 shows analytical and simulation results of energy-efficiency in terms of Megabits/Joule
resulting from dividing throughput by consumed power as in [58]. The results are reported
for both HD and IBFD cases. IBFD-WLANSs always have higher energy-efficiency since more

data is transmitted. A key reason here is that only one node uses the link for data in HD

7
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Figure 5.1: Power consumption per node in HD and IBFD WLANs when p = 1.
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Figure 5.2: Energy-efficiency in HD and IBFD WLANs when p = 1.
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networks while two transmitting nodes utilize the link for data in an IBFD-WLAN.

5.6.2 High Symmetry vs. Low Symmetry

Fig. 5.3 shows the results of power consumption per node in both HD and IBFD WLANSs.
High symmetry (p = 0.9) and low symmetry (p = 0.1) are considered. Similar patterns to
the ones in Fig. 5.1 can be seen here. Power consumption is reduced when symmetry is
low since lower power consumption is needed to transmit (and receive) smaller uplink traffic
loads. For HD WLAN, the power consumption is slightly affected by the change of symmetry
mode but remains lower than the corresponding IBFD case. Power consumption increases

as symmetry increases because more power is needed to transmit a larger uplink payload.

Fig. 5.4 shows the energy-efficiency for the cases of high and low symmetry scenarios in both
HD and IBFD WLANSs. The key result in this figure is that energy-efficiency of low symmetry
IBFD-WLAN is almost equal to the energy-efficiency of high symmetry HD WLAN. The
low symmetry scenario is naturally inefficient due to the lower utilization of the uplink.
Hence, it takes an extremely inefficient assumption (i.e. low symmetry) to reduce the high
efficiency of an IBFD-WLAN to the upper limit of energy-efficiency in the HD case. This
result is intuitive since an IBFD-WLAN with low symmetry has effectively only one fully
utilized communications direction (i.e. downlink), which is equivalent to the fully utilized
communications direction (i.e. either the uplink or downlink) in the HD WLAN with high
symmetry. Even though more power is needed when there is a larger data load, both HD
and IBFD networks show increase in efficiency when the traffic is highly symmetrical. The
increase of efficiency in an IBFD-WLAN as symmetry increases shows that the increase of

transmitted data is high enough to overcome the increase in consumed power.
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Figure 5.5: Power consumption for the AP and STA in HD and IBFD WLANs with n = 2.

5.6.3 Special Case: n =2

Fig. 5.5 shows power consumption per node in both HD and IBFD WLANs when n = 2.
In the case of IBFD-WLANSs, the network becomes more efficient due to the elimination of
collisions [47]. Therefore, this interesting case is considered here with asymmetrical traffic
(p = 0.1), semi-symmetrical traffic (p = 0.5), and fully symmetrical traffic (p = 1). For the
HD WLAN, the power consumption is slightly affected by the change of symmetry mode
but remains lower than the corresponding IBFD case. In IBFD-WLANSs, power consumption
increases as symmetry increases because more power is needed to transmit (and receive) a
larger uplink payload. The STA has higher power consumption in IBFD-WLANs than the
corresponding HD case since it is simultaneously transmitting and receiving with IBFD. The
power consumption of the AP in the IBFD case increases when the uplink load increases due

to the increase in power consumption at the AP’s receiver. In the fully symmetrical traffic
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Figure 5.6: Energy-efficiency in HD and IBFD WLANs with n = 2.

scenario, the AP and the STA have the same power consumption in the IBFD case since
they have the same probabilistic properties with no collision and no overhearing from either

nodes as indicated in [47].

Fig. 5.6 shows energy-efficiency versus traffic symmetry when n = 2. In both HD and IBFD
WLANS, energy-efficiency consistently increases as the the traffic becomes more symmetrical.
The increase of energy-efficiency as the symmetry increases is due to the higher amount of

useful data transmitted over the link.

5.7 Conclusion

An analytical model for power consumption and energy-efficiency in IBFD-WLANSs is pre-

sented and confirmed by simulation. Even though power consumption is higher in IBFD-
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WLANs compared to HD WLANs, IBFD networks still have higher energy-efficiency. The

presented model is necessary to study future IBFD solutions for IEEE 802.11 networks.
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Chapter 6

Conclusions

6.1 Summary

This dissertation examines the application of IBFD in WLANs adopting IEEE 802.11 stan-
dard. A novel and backward-compatible IBFD-MAC protocol is introduced to utilize features
not realized in contemporary HD systems. Collisions are tolerated in special cases through
the proposed IBFD CSMA/CT. Accurate mathematical models, which are confirmed by
software simulation, are thoroughly derived in this dissertation for throughput gain, latency
reduction, frame aggregation, link utilization, power consumption, and energy-efficiency in
IBFD-WLANSs. The dissertation quantifies potential benefits of IBFD for future IEEE 802.11

releases.

6.2 Future Outlook

Research in the area of IBFD is gaining increasing momentum. IBFD applications are

proposed in several areas including vehicular communications, massive MIMO, millimeter
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wave communications, small cells, military communications, energy harvesting, and real-time

industrial networks [59, 60].

IBFD techniques will not be included in the forthcoming IEEE 802.11ax standard currently
under development by High Efficiency WLAN Task Group (HEW-TG) [61]. However, IEEE
802.11 Full-Duplex Technical Interest Group (FD-TIG) was formed to study the feasibility
of implementing IBFD methods in the IEEE 802.11 standard [62]. FD-TIG recently con-
firmed that implementing IBFD is beneficial in increasing throughput, enhancing latency,
and reducing collisions [63]. Those benefits had already been confirmed analytically and by
simulation throughout this dissertation. FD-TIG recently recommended that pursing IBFD
solutions should continue in the newly established IEEE 802.11 Extremely High Throughput
Study Group (EHT-SG) [64]. As a result, IBFD is officially under consideration to be a part
of a future IEEE 802.11 release.

6.3 Future Work

While this dissertation primarily focuses on the MAC sub-layer for IBFD-WLANs, many
exciting extensions for the presented work and beyond should be pursued. Possible future

work can include

e Extending the IBFD-MAC protocol with SRy, policy to include more practical assump-

tions with regards to traffic configuration.

e Developing algorithms that identify the optimal value for SRy, in the IBFD-MAC

protocol.

e Implementing distributed resource-allocation algorithms to assign channels based on

individual traffic requirements of client STAs in IBFD-WLANSs.
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e Introducing metrics for performance analysis to further study trade-offs related to

throughput, latency, energy-efficiency, and fairness.

e Modifying analytical work and simulation experiments to account for actual traffic

patterns with non-saturated buffers.

e Building and testing experimental systems with practical assumptions to emulate re-

alistic IBFD-WLANS.

e Revisiting fairness analyses like [65, 66, 67, 68] to consider the impact of IBFD on

classical work in the context of wireless networks.

e Studying the possibility of implementing IBFD relays as WiFi range extenders without

reducing the effective bandwidth as it is the case in commercial range extension devices.
e Optimizing IBFD systems using Game Theory (preliminary work is outlined in [69] ).
e Investigating the use of IBFD solutions for backhaul links (e.g. the work in [70]).

e Studying the feasibility and quantifying the benefits of IBFD applications in the emerg-

ing area of Internet of Things (IoT) (related survey was recently published in [71]).

e Utilizing IBFD methods for Ultra-Reliable and Low Latency Communications (URLLC)

as suggested in [72].

IBFD is still an emerging technique, and it has the potential to be useful for WLANs as well

as many other applications with further research investigations and contributions.
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Appendix A

Derivations of b; o and b

Start with calculating b, o in terms of by based on Fig. 4.2

b

b .
W, + 01,1 - @

bi,o = boo

b
Wy
P
Wy

= bo,o%1 +a - (byo +a-bo)

b

2
)
W, + « 1,2

= bo,o +a-bg

= bgp%(l + o+ OZZ —+ ...+ O./Wl_2> + O[WI_I . bl,W1—1
1

= b[)’()%l(l + o+ oz2 + ...+ O./Wl_2> + OZWI_I . b(),()%

b D Wi—1
_ Y00 J1
= —— a
Wi Z_
J1=0
_ b()’()'p ) 1—OZW1

W1 11—«
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based on resolving the sum of the geometric series. Similarly, calculate by and substitute

for by o from (A.1)

b b 1-— 1 — a2
62,0_ 1,0 ° pz oop o b Q
l—a Wy, 1—«
J2=0 (A.2)
_ oo p? (1—0<W1)(1—06W2)
_Wl'WQ (1-@)2
Noticing the pattern in b; ¢ and by, b; ¢ can be written as
p orrl—aW ,
bio="> ! 1<i<m. A.
= 0o = 00(1_a)]1_[1 W, yLsi1tsm (A.3)
For by, it can directly be deduced from Fig. 4.2 that
m 1 m W;—1 1 1
ba o = bio- (1 —p)- — bip B+ — +bo-pr — b
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By substituting the expression for by, from (A.3) in (A.4), by becomes
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Appendix B

Derivation of P~

Based on the four cases of the conditional probabilities given for P/*"”

PpmBED TAP(l B TSTA)n_l (TL B 1)TSTA(1 B TAP)(l B TSTA)n_Q
s - PtITBFD PtIBFD
l . 1 . TAPTSTA(l — TSTA)n_2 n—1 . 1 . TAPTSTA<1 — TSTA)TL_2
n n—1 PtIrBFD n n—1 ]DtIrBFD
— n—1 1 — — n—2 (B]')
_ Tap (TSTA> (n — )TSTA (TAP)<TSTA)
- PtITBFD PtITBFD
+ 1 . TarTsra (?STA>n_2 l . TapTsra (?STA)n_2
n(n—1) pEFD n pieFe
According to equation (4.35),
PtIrBFD =1- [(1 - TAP)(]‘ - TSTA)n_l] =1- [(?AP)<?STA)TL_1] (BQ)
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= PSIBFD —

+

7-AP (?STA)ni1 + (TL — 1)TSTA (?AP)<TSTA)

n—2

1- [(?AP ) (?STA>n_1]

TapTsTa (FSTA )n_2

(n = {1 = (7)) For)" 1}
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Appendix C

Flow Chart of IEEE 802.11 DCF

The following flow chart illustrates parts of IEEE 802.11 DCF mechanisms. It is useful to

construct a software simulator like the one used in this dissertation.

Backoff

While
simulation
time?

Channel Yes

=idle?

Backoff - -
Sensing ++

Channel Yes
= busy?

Collision 'y ‘

No | Set TX STA ID
"| channel = busy

Figure C.1: Flow Chart of IEEE 802.11 DCF - Part 1 of 3
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TX data slots - -
Used data slots ++

TX data
slots==0?
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5]
wn
Q

(a7

TX log

hei

S | DIFS ++
5 — SIFS ++
S | ACK ++

Channel = idle

New data
Reset CW
New backoff
Reset reTX

Figure C.2: Flow Chart of IEEE 802.11 DCF - Part 2 of 3
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reTX
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Collisionlog

Collision counter ++
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Update reTX
New CW
New Backoff

Figure C.3: Flow Chart of IEEE 802.11 DCF -
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Appendix D

Power Calculations for IEEE 802.11ac

Using the model presented in [57],

Wrx = B(Bthx + ﬁQNss : 1OgQB + ftx(Nss)) + /83Nt.7} + B4T + 65P1‘ + Pf
= 80(0.022 x 2 + 0.038 x 2 x log,(80) + 1.68)
+802.2 x 2+ 0.001 x 234 4+ 4.352 x 100 + 472.1

= 2.6338W

Wrx = B(&ler + a2NraU : 10g2B + frx(Nss)) + a3Nra: + oyr + Pf
— 80(0.035 X 2+ 0.48 x 2 x log,(80) + 4.4) + 82.4 x 2 + 0.47 x 234 4 472.1

= 1.5900W
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wq = 11Ny B + 99Ny + Pf
=1.978 x 2 x 804 79.9 x 2 +472.1

= 0.9484W
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