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Abstract 

As lithium-ion battery (LIB) cells degrade over time and usage, it is crucial to understand the remaining 

capacity, also known as State of Health (SoH), and inconsistencies between cells in a pack, also known as 

cell-to-cell variation (CtCV), to appropriately operate and maintain LIB packs. This study outlines efforts 

to model pack SoH and SoH CtCV of nickel-cobalt-aluminum (NCA) and lithium-iron-phosphate (LFP) 

battery packs consisting of four cells in series using pack-level voltage data. Using a small training data 

set and an under 3-minute testing procedure, partial least squares regression (PLS) models were built 

and achieved a mean absolute error of 0.38% and 1.43% pack SoH for NCA and LFP packs, respectively. 

PLS models were also built that correctly categorized packs having low, medium, and high ranked SoH 

CtCV 72.5% and 65% of the time for NCA and LFP packs, respectively. This study further investigates the 

relationships between pack SoH, SoH CtCV, and the voltage response of NCA and LFP packs. The slope of 

the discharge voltage response of the NCA packs was shown to have a strong correlation with pack 

dynamics and pack SoH, and the lowest SoH cell within NCA packs was shown to dominate the dynamic 

response of the entire pack. 
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Part I. Introduction 
Lithium-ion batteries (LIBs) have become an increasingly integral technology world-wide due to their 

vast array of applications. Many products ranging from the size of a cell phone to electric vehicles (EVs) 

and even utility-scale energy storage increasingly rely on LIB technology for their ability to store and 

provide energy and power [1], [2]. Commercially introduced in the early 1990s [3], LIBs have been a 

source of great interest for industry and researchers due to the numerous benefits they provide. Mobile 

rechargeable power sources have unlocked monumental advances in society, including the usage of 

cellular phones, laptop computers, electric and hybrid electric vehicles, and more. LIBs have been an 

important innovation in this field, increasing the lifespan of products and providing power and energy at 

a fraction of the size and weight of previous technologies [4], [5].  

Though LIB technology has matured significantly since its inception, there are still plenty of areas of 

research that need to be further developed to expand the usefulness, value, and safety of LIBs and the 

products that rely on them. One of these critical areas involves the accurate diagnosis of the state of 

degradation of a battery. Over time and usage, LIBs degrade due to a variety of mechanisms that 

negatively affect their ability to perform reliably and safely. A quantification of the state of battery 

degradation is referred to as state of health (SoH). SoH is one of the foundational parameters that 

influences and determines a myriad of battery behaviors and operational limitations. 

This dissertation seeks to respond to deficiencies in LIB research by offering novel contributions in the 

field of SoH diagnostic procedures. Firstly, this dissertation will provide important and necessary 

background regarding LIBs, including the current and prospective status of the technology. Next, 

relevant theoretical background and the current state of LIB research literature will be presented and 

critiqued. Finally, in response to these critiques, this dissertation will explicitly present the research 
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methodology and discuss the results of a study conducted to rapidly and accurately diagnose battery 

pack SoH.  

1 Background 

1.1 Lithium-ion Battery Basics 

1.1.1 Battery Operation 

At its most basic level, the main function of a LIB is to convert electrical energy to and from chemical 

energy. The chemical reactions that govern these processes are reversible, allowing LIBs to be charged 

and discharged repeatedly, classifying LIBs into the category of “secondary batteries.”  Unlike other 

common secondary batteries such Lead Acid or Nickel Cadmium batteries, charge-carrying lithium ions 

are reversibly inserted (“intercalated”) and removed (“deintercalated”) from the crystalline and layered 

structures of the battery cell’s anode and cathode. This process of lithium ions “rocking” from one 

electrode to the other is why LIBs are colloquially termed “rocking-chair batteries” [6].  

The common components of a LIB include a carbon-based anode (e.g., graphite), lithium metal oxide 

cathode, electrically insulated separator, liquid electrolyte for ion transfer, and current collectors for 

electrical interface with external circuits [7]–[9]. The charging and discharging procedures of LIBs involve 

redox reactions at the cathode and anode, where Lithium ions move from one electrode to the other, 

causing or in response to a flow of electrons through an external circuit. The basic reactions at the 

graphite anode and lithium metal (𝑀𝑒) oxide cathode during charging and discharging are illustrated in 

equations 1 and 2 [6]–[8], respectively: 
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 𝐿𝑖௫ାଵ𝐶଺ ⇆ 𝐿𝑖௫𝐶଺ + 𝑥𝐿𝑖ା + 𝑥𝑒ି (1) 

 

 𝐿𝑖௫𝑀𝑒𝑂ଶ + 𝑥𝐿𝑖ା + 𝑥𝑒ି ⇆ 𝐿𝑖௫ାଵ𝑀𝑒𝑂ଶ (2) 

 

During charging, an external power supply forces electrons to flow from the cathode to anode through 

an external circuit. This results in the deintercalation of lithium ions from the cathode. The flow of 

electrons results in a negative charge buildup on the anode side of the cell, causing positively charged 

lithium ions to diffuse through the electrolyte, pass through the separator, and then intercalate into the 

anode. Conversely, the reverse occurs during discharge when an external load is applied to the cell. The 

load allows electrons to move to the positively charged cathode through the external circuit, with 

lithium ions moving to the cathode in response to the negative charge buildup at the electrode.  

The differences in charge between the electrodes, determined by the level of lithiation in each, creates 

an electrochemical potential that is measured in volts. The capacity of a LIB is typically reported in 

ampere-hours (Ah), which refers to the magnitude of current that would completely discharge a battery 

from a fully charged state over the course of one hour. The charge or discharge rate applied to a LIB is 

often reported in terms of a unitless “C-rate,” which refers to the amperage applied to a battery relative 

to its nominal discharge capacity. Clarifying further, if a battery is rated at 4 Ah, that means that 

completely discharging the fully charged battery at 4 A will take one hour. If a 2 C rate is applied, or 8 A, 

it will take 30 minutes to fully discharge the battery. The at-present discharge capacity of a cell relative 

to its maximum capacity is referred to as state of charge (SoC), which has a positive nonlinear 

relationship to voltage and is reported as a percentage. Figure 1 illustrates the relationship between the 

electrodes’ and full-cell’s open circuit voltage (OCV) potentials with SoC for a typical Nickel-Cobalt-

Aluminum (NCA) LIB. OCV refers to a LIB’s voltage at a fully rested state. 
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Figure 1: Nickel-Cobalt-Aluminum (NCA) lithium-ion battery electrode and full-cell open circuit voltage as a function 
of state of charge (SoC). Adapted from [10]. 

LIBs are designed to operate based on voltage ranges that maintain the stability of the electrolyte, 

electrodes, and other cell components. The upper and lower voltage limits are commonly referred to as 

charge or discharge safety cutoffs. Exceeding these limits can cause permanent damage to a LIB and 

may even result in serious safety incidents. The effects of overcharging or discharging LIBs is further 

described in section 4.1.2.3.  

1.1.2 Battery Manufacturing and Assembly 

Lithium is the charge carrier of choice for these batteries due to its weight (the lightest of any elemental 

metal) and high propensity to lose an electron, as measured by its largely negative reduction potential 

of -3.01 volts, which is the lowest of all elements [7], [11]–[13]. The voltage, and therefore power and 

energy capacity of a battery, is determined by the difference in reduction potentials between the 

positive and negative electrodes. The use of lithium allows LIBs to achieve high power and energy 
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density on a weight and volume basis compared to other electrochemical energy storage and conversion 

devices [4], [5]. 

Graphite is the commonly preferred choice of anode materials due to its low cost, abundance, and its 

favorable electrochemical and structural properties which allow for relatively easy lithium ion 

(de)intercalation while maintaining acceptable structural stability and low volume changes [8], [13], 

[14]. Lithium titanium oxide (LTO) and lithium metal anodes have become topics of growing interest in 

the literature as well. LTO anodes pose advantages due to their increased structural stability and safety 

compared to graphite, though disadvantages in terms of lowered lithium kinetics and energy density 

remain a challenge for their widespread adoption [8], [14]. In contrast, lithium metal anodes show 

potential to greatly increase the energy density of LIBs, though they introduce concerns regarding poor 

stability and safety relative to graphite anodes [15].   

LIB types are often identified by their cathode materials. A varied array of lithium metal oxides are 

commonly used for LIB cathodes, which widely differ in key battery performance characteristics. 

Common elements utilized in cathodes include nickel, cobalt, aluminum, iron, and manganese [8], [13], 

[16]. These elements are used for and range in the ability to structurally or thermally stabilize cathode 

structures, provide increased electrical conductivity to produce higher power and energy density 

batteries, and increase battery safety [8], [13]. These characteristics, in addition to material cost, are 

tradeoffs considered by battery manufacturers and users when selecting cathode materials. Common 

battery chemistries and their relative attributes may be found in Table 1 and Figure 2, respectively. 
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Table 1: Common battery chemistries and their common abbreviations. 

Name  Chemical Formula Abbreviation 

Lithium Cobalt Oxide LiCoO2 LCO 
Lithium Manganese Oxide LiMn2O4 LMO 
Lithium Nickel Manganese Cobalt Oxide LiNiMnCoO2 NMC 
Lithium Iron Phosphate LiFePO4 LFP 
Lithium Nickel Cobalt Aluminum Oxide LiNiCoAlO2 NCA 
Lithium Titanate (Anode Material) Li2TiO3 LTO 

 

 

Figure 2: Relative characteristics of different lithium-ion battery types, synthesized and reproduced from [16]. 

LIBs are most commonly manufactured in the form of cylindrical, prismatic, coin, and pouch cells [8], 

[12]. Generally, cell components (e.g., anode, cathode, separator, current collector, etc.) are produced 

and stacked in many repeating sheet-like layers. These layers are then either directly encased in flexible 

pouches (pouch cells) or rigid flat cylinders (coin cells), or wound and placed in cylindrical canisters 

(cylindrical cells) or rigid rectangular containers (prismatic cells). The battery is then saturated with 

electrolyte and sealed [12]. The form factor of battery cells affects ease of manufacturing and pack 
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assembly, pack energy density, thermal management, and safety considerations of the battery cells and 

packs.  

In order to serve the proper energy and power requirements of their end use LIBs are often connected 

in series and/or parallel packs, with some applications such as EVs requiring hundreds of individual LIB 

cells within a pack [17], [18]. Figure 3 details the main types of cell connections used in LIB packs.  

 

Figure 3: Four main cell connection methods. Reproduced from [18]. 

Kirchhoff’s voltage and current laws dictate that in a series arrangement, all batteries will share the 

same current and the overall voltage of the assembly will equal the sum of individual battery voltages. 

Conversely, when batteries are placed in parallel they share equal voltages and the overall pack current 

is a summation of the individual battery currents. Depending on the application, different battery pack 

topologies may be appropriate. For instance, high current or long discharge applications may place more 

emphasis on increasing cells wired in parallel, while high voltage applications will utilize more series 

connections. The smallest unit in LIB applications is a cell, which is often wired with other cells to form 

assemblies called modules, which can be further connected to other modules to form battery strings 

and/or packs.  
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1.2 Applications and Future Outlook 

LIBs are becoming increasingly ubiquitous in today’s society due to their many applications and high 

volumetric and gravimetric power and energy density compared to other secondary battery types. LIBs 

are regularly used in a wide variety of portable electronic devices, including cell phones and laptops, as 

well as in electric and hybrid vehicles and large scale energy storage [19]–[21]. In terms of economic 

value, the global market for LIBs is expected to grow at a compounded annual growth rate of 18.5% until 

2030 [19]. This is largely driven by rapid price decreases in LIBs over the past few decades (sans 2022 

and 2023) coupled with a global increase of EV adoption, which is expected to continue [19]–[22].  

With increased adoption worldwide comes an inherent increase in the retirement and disposal of LIBs. 

In the case of EV batteries, many are retired with significant remaining energy and power capacity. Dunn 

et al. [23] estimated EV batteries will be retired globally with a cumulative remaining capacity between 

1000 and 2000 GWh in 2040. With the growth of this waste comes the opportunity for second-life LIB 

applications. The end of an EV battery’s first-life (i.e., end of life, “EOL”) is generally considered to be 

when the battery degrades to 80% of nominal energy or power capacity [24]–[29]. Batteries at this state 

of health (“SoH”, see section 4.1) are often retired due to their inability to meet range or acceleration 

demands of EV users [30]. Stationary energy storage systems (ESSs) provide an excellent opportunity to 

reuse these batteries, as many ESS applications have much less physical space and weight limitations 

and therefore energy and power density requirements compared to EVs. 

Efforts to improve the sustainability and resiliency of global energy systems is increasing the need for 

ESSs. Grid electrification is a key strategy policymakers are relying on to boost penetration of 

renewables and lower demand for fossil fuels [31]. Due to the innate intermittency of renewable energy 

sources such as solar photovoltaics and wind, battery-based energy storage systems will be 

indispensable assets to allow sporadic or diurnal energy supply to meet demand.  
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The high upfront cost of ESSs is one of the main barriers to their widespread adoption [32]. This crucial 

issue of ESS cost can potentially be addressed by the use of second-life batteries. Second-life batteries, 

specifically from EVs, present several advantages over new batteries for stationary ESSs. Their primary 

advantage is cost, with Casals et. al. [33] finding that a second-life battery pack for energy storage costs 

less than half as much as a similar pack made with new cells. An additional way in which second-life 

batteries may have a cost advantage in the future is by reducing the cost of their first life in EVs [34]. 

This could increase the sales of EVs, leading to an increased supply of second-life batteries and further 

driving down their cost [35]. Finally, the usage of second-life batteries offsets the need to produce new 

LIBs for applications like ESSs. Second-life energy storage is of increasing interest in LIB research, with 

several pilot studies already undertaken to test and prove its efficacy [36], [37]. The coinciding growth in 

ESS demand and second-life LIB supply offer an exciting opportunity to increase the sustainability of a 

renewable energy transition at reduced cost.  

1.3 Battery Pack Management and Control Strategies 

To ensure the safe, reliable, and cost-effective operation of LIBs, battery packs are often equipped with 

a number of hardware and software features that monitor and control pack operations. This network of 

features is commonly referred to as a battery management system (BMS), which ranges in complexity 

and effectiveness based on the value and nature of the LIB application. The primary purpose of a BMS is 

to monitor and ensure batteries are operating in a safe manner [38]–[41]. A BMS monitors the voltage, 

temperature, and current of a LIB pack at the cell-, module-, or pack-level. This information is compared 

against safe operating limits, and if any of these parameters indicate battery abuse or failure, the BMS 

may initiate intervention procedures (e.g., heating/cooling, electrical disconnection, (dis)charge 

stoppages, emergency service alerts, etc.). A BMS may also perform battery state or parameter 

estimations. Evaluations of SoC, SoH, power capability, and more crucially inform safe and efficient 

cycling procedures. 
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The numerous applications and substantial value of LIBs offers expanding opportunities to increase the 

sustainability of energy systems, usefulness of consumer products, and spur technological advancement. 

However, LIBs also produce substantial negative externalities over their life cycle, and the nature of 

current LIB technology contributes to inefficient and unsafe usage. The research outlined in this 

dissertation seeks to present and help address these issues. 

2 Problem Definition 

There are numerous negative impacts and challenges associated with the production and use of LIBs. 

These widely range from the financial and logistic difficulties of supplying and operating battery 

products to the societal and environmental costs of producing and disposing LIBs. Of the numerous 

issues associated with LIBs, many are critically exacerbated by poor diagnosis of battery SoH. Common 

examples of such issues will be briefly introduced in this section.   

2.1 Unsafe and Inefficient Lithium-ion Battery Utilization 

Operating LIBs while maintaining their performance and safety crucially relies on accurate diagnostics of 

constantly changing battery states and parameters. One of the most critical battery parameters that 

must be accurately identified is the SoH of a battery. Further explained in section 4.1, SoH is a key 

determining factor of battery performance, capability, and reliability. Improper accounting of SoH can 

lead to catastrophic safety failures, inefficient utilization, and decreased longevity of LIB systems. 

Many of the causes of dangerous battery failure (i.e., fire and toxic gas release resulting from thermal 

runway) are the direct result of various battery aging features [42], [43]. Therefore, the likelihood of 

failure increases as batteries degrade over time. Quantifying the state of degradation is therefore 

essential to mitigate the risk of battery failure. Once battery SoH degrades below acceptable safety 

standards, a battery may be retired to avoid safety incidents. Furthermore, LIB failure modes that result 



11 
 

from electrical abuse (e.g., over charging and discharging) can be mitigated by accurate SoH 

quantification. Over charging or discharging may occur when the SoC of a battery is inaccurately 

calculated. The SoC of a battery is quantified in relation to battery capacity, therefore accounting for 

changes in battery capacity with aging is necessary for safe battery operation. Moreover, over charging 

and discharging increase battery degradation rates [44], which not only exacerbates safety risks, but also 

reduces the lifespan and utility of LIBs. 

Beyond safety considerations, LIB product performance and reliability also relies heavily on accurate 

SoH calculation. The SoH of a battery will determine the remaining useful life (RUL) [45], power 

capability (i.e., “State of Power”, SoP) [46], SoC, and remaining energy (i.e., “State of Energy”, SoE) [45] 

of LIB products. RUL informs users and manufacturers the amount of time and the way in which a LIB 

may be operated before it will need to be retired. Overestimation of this may cause costly unanticipated 

battery performance losses or failure, while underestimated RUL could cause premature retirement of 

batteries. SoP, SoC, and SoE inform users of the power or energy capabilities of LIB products at a given 

time. Strategic battery charging and discharging procedures for products such as an ESS or hybrid 

electric vehicle (HEV) are severely hampered by imprecise estimations of these metrics. As a common 

example, in the case of an EV, SoH affects the vehicle’s anticipated lifetime (i.e., RUL), acceleration 

capability (i.e., SoP), range (i.e., SoC, SoE), and more. The problems arising from SoH estimation errors 

are numerous, and could cause users significant travel delays, reduced investment value, and overall 

product dissatisfaction. 

With the consequences of improper SoH estimation in mind, the current state of LIB health monitoring 

in research and practice is ripe for improvement. For instance, in a study evaluating the accuracy of 

Nissan Leaf BMSs, differences between direct current measurements and those read by the vehicle BMS 

would attribute capacity estimation differences of up to 1.4% for a 2020 model [47]. Unfortunately, 

more studies validating commercially used EV BMSs are rare, as manufacturers maintain secrecy of their 
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proprietary battery monitoring procedures [48]. Mobile devices like cell phones have been known to 

offer poor SoH estimation in practice. Widespread complaints of sudden shutoffs when phones were 

showing 10-30% remaining charge caused manufacturers like Apple to offer free battery replacement 

programs in the past [49]. Some Android phones have been shown to lack even moderately accurate 

SoH estimation ability, reporting to users their batteries were still in “good health” at 25% SoH [49], 

[50]. Based on the computation or conditions required of SoH estimation methods, health monitoring 

has been significantly limited in these devices. Section 4.1.4 will detail common SoH estimation 

procedures, many of which require excessively large data sets, burdensome computation, or expensive 

specialty equipment. Accurate and accessible SoH estimation procedures are of paramount importance 

for proper battery management. 

2.2 Lithium-ion Battery Life Cycle Issues 

While LIBs are touted as playing a key role in mitigating fossil fuel usage and its associated impacts (e.g., 

climate change, air quality, etc.) via transportation and grid electrification [51], [52], the life cycle 

environmental and social impacts of LIB production and disposal are significant. The mining and 

processing of common LIB raw materials like lithium and cobalt are associated with considerable 

environmental degradation [51], in addition to abusive labor practices directly associated with the 

sourcing of these materials [53]. Solely in terms of energy input, the production of a single LIB requires 

328 times the amount of energy than the battery itself can store [54]. Following retirement, LIB waste 

may cause serious environmental damage due to their environmentally toxic components and 

propensity to explosively combust [55]. Increasing LIB demand coupled with low recycling rates [56] of 

LIB waste means that these impacts will grow over time as more batteries are manufactured, used, and 

disposed of globally. Aforementioned issues with lifespan reduction and premature battery retirement 

associated with poor SoH estimation accuracy is therefore an imperative problem to address to reduce 

the need for new LIB production. 
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Though the problems accompanying the premature retirement or need for new LIB production may be 

alleviated through the reuse of retired batteries, there are many technical barriers that make second-life 

LIB applications prohibitively challenging. These include unknown usage history, lowered SoH, higher 

internal resistance, long reassembly time, and increasingly strict standards for battery reuse (e.g., UL 

1974). Before any reassembly and reuse can begin, it is vital to accurately characterize the batteries in 

terms of their SoH, internal resistance, and physical integrity. This ensures that battery packs can be 

assembled and operated in a way that maintains optimal battery performance, safety, and remaining 

lifespan. Accurate SoH measurement of a single battery cell or module can require excessive amounts of 

time and resources. Anecdotally, it took over 10 hours to measure the SoH of each individual Nissan Leaf 

module repurposed for the ESS assembled by Lacap et al. 2021 [37]. Considering their ESS was 

composed of 864 modules, a subset of all modules tested, the process of ESS assembly was exceedingly 

laborious. If second-life batteries are to become more widespread, the process of SoH estimation 

following first-life retirement must be significantly expedited. 

3 Research Objectives and Motivation 

Overall, the primary objective of the research described in this dissertation is to provide a methodology 

to rapidly and accurately estimate battery pack SoH. For reasons outlined above and further expounded 

upon in Part II, SoH is one of the most vital parameters to understand for a battery. The SoH of a battery 

is a core determining factor in how it behaves under load, its capabilities to serve energy and power 

requirements, and its reliability in terms of safety and performance over time and usage. However, it 

can be difficult to accurately diagnose depending on the LIB application and available resources. 

The motivation of this research is to address the issues outlined in section 2, which describe the 

consequences of inaccurate SoH estimation. By presenting a proven and reproducible methodology for 
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accurate rapid SoH estimation, this research hopes to provide a guide for battery researchers and 

providers to create useful and effective LIB SoH diagnostic tools. The success of this study, therefore, 

will contribute to accomplishing the following objectives: 

1. Ensure the safe usage of LIBs 

2. Improve efficient utilization of LIBs 

3. Reduce LIB supply chain-related externalities 

Advancements towards any one of these objectives would significantly increase the environmental, 

social, and economic value of LIB products.  

This dissertation seeks to provide novel advancements in the study of LIB diagnostics. Part II will include 

a summary of the current state of literature along with critiques regarding the gaps and shortcomings of 

current pack SoH estimation methods. Major deficiencies in the literature are addressed in later parts 

with computationally expedient modeling of LIB SoH at the pack level.  
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Part II. Literature Review and Theoretical 

Approach 

4 Theoretical Background and Relevant Literature 

4.1 Battery State of Health 

4.1.1 Defining State of Health 

Battery aging (i.e., degradation) is an inevitable process that begins the moment a LIB is manufactured 

and continues throughout its lifespan. The SoH of a battery is a metric used to define the remaining 

capabilities or state of a battery following degradation. There is no standard definition of SoH, though it 

is usually defined as a ratio between the at-present parameters of a LIB compared to its nominal values 

and is reported as a percentage [57]. Most commonly, it is defined in terms of the remaining capacity of 

a battery cell compared to the manufacturer’s rated capacity. The loss of battery capacity due to aging is 

referred to as capacity fade. Many other SoH definitions can be found in the literature, which include 

battery parameters such as internal resistance, impedance, cyclable lithium ions, diffusion rates, and 

more relative to their nominal values [29], [58]–[60]. Over time, battery degradation generally leads to 

an increase of battery impedance and internal resistance, limiting the power that a cell is capable of 

producing (or receiving via charging). The decrease in power capability of a cell is referred to as power 

fade, and is often simply identified in terms of an increase in battery impedance or internal resistance 

instead of a direct measurement of cell power capability. Equations 3 and 4 show frequently used 

calculations for cell SoH quantification in terms of capacity and internal resistance, respectively: 



16 
 

 

 
𝐶𝑒𝑙𝑙 𝑆𝑜𝐻 (%) =

𝑄

𝑄௥
× 100% 

(3) 

 

 
𝐶𝑒𝑙𝑙 𝑆𝑜𝐻 (%) =

𝐼𝑅ாை௅ − 𝐼𝑅

𝐼𝑅ாை௅ − 𝐼𝑅௥
× 100% 

(4) 

 

Where 𝑄 is defined as the capacity of a cell in Ah, 𝑄௥ is the nominal or rated capacity, 𝐼𝑅 is the current 

internal resistance, 𝐼𝑅ாை௅ is the internal resistance at end of life, and 𝐼𝑅௡ is the nominal internal 

resistance of the battery cell.  

Defining battery pack SoH is much less straightforward than at the cell level, though is generally defined 

using the same parameters as cell SoH (e.g., capacity, internal resistance, etc.). The added complication 

to characterize pack SoH is for several reasons, including variation between cells (see section 4.2), pack 

power and energy capabilities often being limited by the weakest cells, and overall complexity being 

introduced by cell-to-cell connections and interactions. Bi et al. [25] treated a battery pack as a singular 

lumped system, where pack SoH was defined by equation 4 using the overall pack internal resistance. A 

frequently applied method defines pack SoH based on the voltage or current-limiting individual cell(s) 

within a pack [61]–[63]. These metrics are reflected in equations 5 and 6 in terms of the capacity (𝑄) and 

internal resistance (𝐼𝑅) of the 𝑗th cell, where 𝑁௣ is the total number of cells in a pack. Pack SoH may also 

be defined by the average SoH of cells within a pack, as shown in equation 7 [62]–[64]. Determination of 

which cell or cells determine overall pack capacity depends on several factors, including pack topology 

and any voltage equalization measures employed. This concept will be further discussed in section 4.2. 

Diao et al. [65] defined pack SoH using equation 8 in terms of the maximum available energy of pack 

(𝐸஺) relative to the nominal total energy (𝐸ெை). They defined 𝐸஺ for each cell based on integrating the 
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open circuit voltage (𝑈ை஼௏) multiplied by the current (𝐼) over the whole SoC range and subtracting joule 

heating losses. 𝐸ெை for each cell was summed and defined by the average OCV of each cell over the 

entire SoC range multiplied by cell nominal capacity. Zhang et al. [66] defined pack SoH using equation 9 

in terms of pack maximum energy storage (𝐸௉ொௌ) relative to its nominal value. 𝐸௉ொௌ was calculated 

based on the summation of remaining maximum charge and discharge energy of each cell, integrating 

cell capacities multiplied by their OCV over the operating SoC range. Regardless of how cell or pack SoH 

is defined, the health of LIB systems must be accurately identified in order to ensure their safe and 

efficient management. The following discussions will describe the sources and implications of battery 

degradation and the current state of literature regarding SoH estimation.  

 

 𝑃𝑎𝑐𝑘 𝑆𝑜𝐻 (%) = min
ଵஸ௝ஸே೛ 

(𝑆𝑜𝐻ொ,௝) (5) 

 

 𝑃𝑎𝑐𝑘 𝑆𝑜𝐻 (%) = max
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(𝑆𝑜𝐻ூோ,௝ ) (6) 
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ೕ
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(9) 

 

4.1.2 Common Sources of Battery Aging 

Battery aging occurs due to various physical and chemical side reactions that occur inside a LIB cell. The 

battery degradation literature broadly attributes the internal aging mechanisms of LIBs to two main 

aging modes: loss of lithium inventory (LLI) and loss of active electrode material (LAM) [44], [67]–[70]. 

Less discussed aging modes are also identified in the literature, including loss of electrolyte and further 

specification of LAM modes like loss of contact between electrodes and current collectors, loss of 

mechanical stability of electrodes, as well as cathode or anode-specific aging. LLI refers to a loss of 

cyclable lithium that participates in the intercalation and charge transfer processes that govern battery 

operation. LLI therefore directly causes capacity fade in LIBs. LAM refers to the reduction in electrode 

sites that can participate in these same reactions. LAM at either electrode can lead to both capacity and 

power fade. Han et al. [71] offered a useful analogy in conceptualizing LLI and LAM, likening LIB charging 

and discharging to the exchange of water between tanks. The intercalation and deintercalation of 

lithium ions between electrodes during cycling are analogous to pouring water (i.e., lithium ions) from 

one tank (i.e., electrode) to another back-and-forth. LLI is compared to a loss in water that can be 

transferred from tank-to-tank, while LAM is equated to a loss in tank volume.  

4.1.2.1 Typical Cycle Aging 

As a consequence of lithium ion insertion and extraction, electrode materials experience physical 

deformations and volume changes that lead to both capacity and power fade. The repeated swelling and 

contraction of the anode and cathode cause mechanical stress and ultimately damages the structure of 

electrode materials, leading to LAM. Structural changes to the electrodes can cause cracking, loss of 
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contact between the electrode and current collectors or internal binding agents, and reduce the ability 

for lithium transport through the bulk material through porosity changes [44], [72], [73]. Due to these 

concerns, special care is taken when selecting electrode materials that maintain their structural integrity 

over repeated cycling. Anode materials like graphite and LTO are often preferred due to their low 

volume changes and stability, with graphite experiencing approximately 10% and LTO negligible change 

in volume during cycling. In comparison, silicon anodes may experience 300-400% volume change; a 

major barrier to widespread adoption that researchers are attempting to address [44], [67], [71], [73], 

[74]. Cathode materials like NMC and LFP have long cycle lives due to their limited volume changes of 

approximately 2% and 7%, respectively, during charging and discharging [75], [76]. The addition of 

doping agents and combinations of cathode materials are an area of research interest in the LIB 

literature to increase the mechanical stability of electrode materials. 

During the first few charge and discharge cycles following fabrication, a LIB undergoes rapid aging 

effects at the anode due to the formation of a passivation layer called the solid electrolyte interphase 

(SEI). The SEI forms due to electrochemical instability between the anode material and electrolyte, 

shown in Figure 4, causing side reactions and a reduction of the electrolyte. This reduced product forms 

the SEI film that coats the surface of the anode. SEI formation causes significant consumption of lithium 

ions (i.e., LLI) and electrolyte and is a relatively immediate and irreversible process [67], [77], [78]. 
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Figure 4: Electrochemical potential of common lithium-ion battery materials. The stable electrochemical potential 
range of common lithium-ion battery electrolytes shown. Reproduced from [67]. 

Once formed, the SEI serves as an imperfect passivation and semi-permeable layer that electrically 

insulates the anode and usefully prevents electrolyte permeation while simultaneously allowing for 

lithium ion transport into the anode. This protects the electrolyte from further reduction. Imperfections 

in this layer along with SEI cracking from physical deformation due to volume changes exposes the 

electrolyte to the lower voltage potentials at the anode, causing a thickening of the SEI over time, 

though at a much lower rate than initial formation [44], [67], [71], [78], [79]. The SEI layer can also cause 

LAM in the anode. SEI formation may cause gas formation, which can lead to mechanical stress, 

cracking, and exfoliation of the anode material [44], [78], [80]. This can expose the anode to the 

electrolyte, cyclically leading to further SEI formation and continued LLI and LAM. In addition, SEI layers 

are a source of internal resistance in the cell, which induces joule heating, leading to an Arrhenius-driven 

acceleration of SEI formation and other side reactions within the cell. SEI growth is also accelerated at 

high SoC. This is due to accelerated side reaction rates when anode voltage potential is low. The LLI, 

LAM, and internal resistance rise associated with SEI formation and growth is a source of both capacity 

and power fade. 
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4.1.2.2 Calendar Aging 

Even when left idle, LIBs degrade over time due to a process called calendar aging. Calendar aging is 

commonly attributed primarily to SEI growth that occurs independent of battery cycling [10], [81]–[83]. 

The rate of calendar aging, therefore, is determined by the relationships between SEI growth rate and 

battery storage conditions. Schimpe et al. [84] produced a study that tracked the degradation of stored 

idle batteries under different SoC and temperature conditions. Their results showed that LIBs degraded 

faster as both storage SoC and temperature increased, independently. The inevitability of calendar aging 

ultimately means that degradation is always occurring in the background of any LIB experiment and 

merits consideration. To be truly accurate, studies that evaluate degradation rates over a number of 

charge and discharge cycles should also consider the amount of time elapsed during testing. For 

example, studies comparing the effect of C-rates on battery aging over a set number of cycles should 

consider that batteries cycled under high C-rates will reach more cycles in less time than those cycled at 

lower currents. In order to isolate the effects of C-rates on degradation rates, calendar aging effects 

should be taken into account. 

4.1.2.3 Cycle Aging Acceleration Factors 

The degradation sources due to cycling described thus far are merely a subset of the many ways in 

which LIBs age under normal usage. These sources along with others may be significantly exacerbated or 

introduced depending on harsher or more abusive environmental and cycling conditions. These cycling 

conditions are detailed in the following subsections. 

High Temperatures 

While there are some benefits to increased environmental and internal temperatures for batteries, 

including temporary lowered internal resistance and therefore increased power and energy capacity  

[85]–[88], these gains come at the cost of increased degradation rates and likelihood of battery failure  



22 
 

[44], [78], [85], [88]–[98]. The increased power and capacity fade rates of LIBs cycled under elevated 

temperatures can be attributed to changes in both electrodes and decomposition of electrolyte and 

other battery constituents like binding agents. However, higher degradation rates at elevated 

temperatures are mainly attributed to an Arrhenius-driven increased rate of SEI formation. Post-mortem 

studies like those conducted by Waldmann et al. [93] support this widely accepted dominant aging 

feature at elevated temperatures. Most studies looking at degradation rates at high temperatures, 

therefore, focus on aging in the anode. Cathode aging may also be increased at elevated temperatures 

as well, however. Situ et al. [85] imaged NMC cathode materials and found the batteries cycled under 

elevated temperatures showed damage to their crystalline structures. The damage was identified to 

hinder lithium insertion and extraction, and therefore power and energy capacity, and also weakened 

the future mechanical and thermal stability of the electrode.  

Low Temperatures 

Low temperature cycling of LIBs creates its own set of problems. While high temperature cycling 

increases electrochemical reaction rates, low temperature cycling significantly decreases reaction rates 

within the cell. Low temperature conditions increase the internal resistance within the cell. Charge 

transfer resistance at the electrode surfaces increases, diffusion rates into electrodes and through the 

electrolyte decreases, and overall ionic conductance and kinetics within the cell are lowered. Not only 

does this lead to temporary decreases in energy and power capacity, it also triggers irreversible aging 

processes.  

A major aging mechanism attributed to low temperature conditions is lithium plating [44], [67], [89], 

[93], [94], [96]–[103]. Lithium plating occurs at low temperatures due to the slow diffusion of lithium 

ions into the anode bulk material. If charging conditions cause lithium to diffuse from the cathode to the 

anode surface faster than the ions can diffuse into the anode bulk material, an accumulation of lithium 
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ions at the surface of the anode will occur. If this accumulation remains too high for too long, two 

different plating mechanisms may occur [104]–[110]. Firstly, an accumulation of lithium ions at the 

surface of the electrode can cause local anode potentials to drop below the equilibrium potential where 

Li+ reduces to lithium metal. Alternatively, and this is considered less common, the concentration of 

lithium ions at the anode surface may cause a local oversaturation in the graphite, causing lithium metal 

to deposit onto the electrode surface. These reactions cause a portion of reversible and irreversible LLI 

and LAM. In addition, the deposited lithium metal may react with the electrolyte, causing electrolyte 

consumption and both SEI growth and anode damage, leading to further LAM. Lithium plating may also 

lead to dangerous conditions within the cell, including the growth of dendrites due to repeated lithium 

metal deposition. Dendrite growth can lead to catastrophic battery failure if lithium metal dendrites 

grow too large and puncture the cell separator [111]–[113]. Low temperatures also lead to material 

embrittlement [67]. This can create significant damage to electrode structures, SEI layers, and other 

parts of the cell when the cell undergoes volume changes during operation. 

Temperature dependent aging mechanisms have been extensively researched in the LIB literature. The 

ideal temperature at which to cycle a LIB is dependent on cell chemistry, charge and discharge rates, 

SoH, and more [89], [93], [94]. Studies consistently show that based on these variables, there does exist 

an ideal “crossover” temperature in which aging is minimized. Anything greater than that temperature 

accelerates aging primarily due to increased SEI growth rate. Anything below the crossover temperature 

increases aging mainly due to lithium plating mechanisms.  

Overcharging  

Overcharging a battery can cause significant safety concerns and rapid power and capacity fade. 

Overcharging is defined as applying (or continuing to apply) a charging current to a battery after it has 

reached its upper safety voltage cutoff limit. During overcharge, both electrodes experience abuse; the 
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anode becomes overly lithiated and the cathode becomes overly delithiated. It bears mentioning that 

when a battery reaches 0% SoC and 100% SoC, neither electrode is ever fully delithiated (i.e., electrodes 

still contain a relatively small concentration of lithium ions). These small concentrations of lithium ions 

are by design and maintain the structural and electrochemical integrity of the anode and cathode [114]. 

Lithium concentrations outside of the 0% to 100% SoC design window may cause significant damage to 

either electrode. 

Overcharging results in heat generation, which helps catalyze other overcharging-induced degradation 

mechanisms as well [115]–[120]. The sources of heat include joule heating from the significant rise of 

internal resistance at extremely high SoC (>100%) and exothermic side reactions that occur at both 

electrodes. Excessive delithiation of the cathode causes various side reactions and structural changes. 

High SoC or overcharge conditions may lead to electrolyte reduction and LAM via the dissolution of 

transition metals (e.g., Mn, Co, Ni) due to high voltage potentials [121]. The resultant metal ions from 

the cathode have been shown to migrate and merge with the SEI layer on the cathode. Dissolution 

reactions may produce oxygen and heat, leading to more electrolyte oxidation and eventually thermal 

runaway. The dissolution of transition metals along with overall instability from extreme delithiation 

cause irreversible structural change to the cathode, causing LAM as well [67], [115], [116], [118], [119].  

Excessive lithiation of the anode creates conditions that slow the diffusion of surface lithium ions into 

the bulk electrode, leading to lithium plating [67], [108], [115]–[119], [122]–[124]. Plated lithium at high 

temperatures may then react with electrolyte and further release heat and gas. Based on the various 

reactions that produce heat and gas in both the anode, cathode, and electrolyte, thermal runaway is a 

significant hazard associated with overcharging LIBs. 
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Over Discharging 

When batteries are discharged past their lower safety voltage limits, aging mechanisms are accelerated 

in the overly lithiated cathode and delithiated anode. The abnormally high voltage potential on the 

anode side of the cell (see Figure 1) causes the copper current collector (the most common choice of 

anode current collector material) to oxidize. Positively charged copper ions resulting from this corrosion 

may then diffuse through the electrolyte, deposit onto the cathode and form dendrites. These dendrites 

may grow over time and puncture the cell separator, leading to an internal short circuit and subsequent 

thermal runaway. Overly high voltage potentials in the anode also leads to SEI decomposition. This 

process generates gasses that can damage cell structures and also exposes the graphite to electrolyte 

causing future SEI formation-induced degradation [125]–[131]. Extreme lithiation at the cathode may 

cause severe and permanent structural change. An overabundance of lithium ions inserted into the 

cathode has been shown to cause irreversible amorphization of the crystalline cathode structure, 

causing LAM [125], [132].  

High Current Cycling 

While high current cycling may be useful for various applications requiring high power or short charge 

times, it negatively affects LIB health. The ohmic voltage jumps from high currents lowers the usable 

energy capacity of a battery, as upper or lower safety voltage cutoffs are reached sooner during cycling. 

High C-rates also accelerate and introduce various battery aging mechanisms throughout the entire LIB 

cell. Ohmic voltage jumps may sustain batteries at very high or low voltages during cycling, inducing 

aging mechanisms associated with high or low voltage potentials. High currents also directly increase 

internal temperatures within the battery via ohmic heating. Increased side reaction rates and other 

temperature-associated degradation mechanisms previously discussed are therefore also introduced  

[67], [133].  
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As lithium ions are intercalated and deintercalated at accelerated rates, the rapid change in volume and 

inhomogeneous lithium concentration throughout the bulk electrode materials induces substantial 

mechanical stress that can lead to cracking (causing new SEI growth or contact loss) and distortions in 

anode and cathode structures. In addition, high surface concentrations of lithium ions that accumulate 

faster than they can diffuse into the anode can result in lithium plating [44], [67], [98], [105], [106], 

[110], [134]–[137]. 

High Depth of Discharge 

Depth of discharge (DoD) refers to the SOC range under which a battery is operated. For instance, if a 

cell is cycled between 20% SoC to 80% SoC, its DoD for the cycle is 60% (80%-20%). High DoD causes 

accelerated LIB aging relative to lower DoD for several reasons [94], [98], [134], [138]–[141]. Firstly, a 

larger DoD means more lithium ions are being inserted and extracted from the electrodes, inducing 

greater volume change-related aging mechanisms. Secondly, a larger DoD means both higher and lower 

voltages and the ends of the SoC operating window. Degradation processes that trigger at particularly 

high or low electrode voltage potentials (see calendar aging, overcharge, and over discharge discussions) 

start to present at larger DoD. This also means that not only is the degradation of a LIB dependent on 

DoD, but also the midpoint of its SoC operating window. For example, two batteries operated at the 

same DoD of 60% will degrade differently if the SoC window is from 0-60% SoC than 40-100% SoC.  

Overall, LIB aging is an incredibly complicated and dynamic nonlinear process that has still yet to be fully 

understood. The large network of interdependent variables that affect degradation rates and 

mechanisms often form complex positive feedback loops. For instance, high charge rates may cause 

anode and SEI cracking, which in turn leads to further SEI growth and subsequent gas and heat 

production, which then leads to electrode strain and faster side reactions and so on. The extent to which 

different degradation modes are introduced and affect overall battery performance and lifespan varies 
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considerably based on LIB chemistry, quality, SoH, and much more. The discussion in this section is 

merely a cursory review of the most commonly identified and understood LIB degradation modes and 

processes in the literature. As a rule of thumb, operating batteries under low currents, mild ambient 

temperatures, and low DoD is a widely accepted practice to increase the performance and lifespan of a 

battery. This is well demonstrated by Wang et al. [139], who cycled LFP batteries under various 

temperatures, DoD, and C-rates until they were degraded to EoL conditions.  

4.1.3 Battery Aging Over Time 

Barring any extreme or prolonged battery abuse conditions like those discussed above, the rate of 

degradation of a battery is often described in discrete linear and nonlinear phases [67], [81], [94], [142]–

[149]. At the very beginning of battery life there is a period of rapid nonlinear capacity and power fade 

attributed to initial SEI formation. This phase is incredibly important for the longevity of the battery and 

initial cycling is typically performed by the manufacturer. The initial cycling procedures and conditions 

will determine the robustness and stability of the first SEI layers to passivate the anode surface over the 

lifespan of the battery [78]. Following this formation period, the battery will enter a phase of quasi-

linear capacity and power fade. During this phase the SEI slowly grows over time, causing electrolyte 

consumption, LLI, and LAM.  

Finally, the cell reaches an aging inflection point, where the rate of capacity and power fade increase 

dramatically and nonlinearly. This inflection point is often termed the point of “sudden death” or 

“rollover,” and the capacity loss and internal resistance rise curves see a respective “knee” and “elbow” 

point [147], [150], [151]. These points are often when batteries are considered to have reached EoL. 

Battery rollover is mainly attributed to a critical level of SEI growth that creates conditions for lithium 

plating [81], [98], [143], [148], [152]. Over time SEI growth reduces the porosity of the anode and 

increases the internal resistance of the cell, resulting in reduced lithium diffusion kinetics. The slowing 
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ionic intercalation eventually reaches a tipping point that causes lithium plating to occur. The plated 

lithium metal reacts easily to reduce the electrolyte and generates more anode film growth and 

subsequent pore clogging and internal resistance rise. A positive feedback loop forms, creating 

exponential power and capacity fade. Other studies have also attributed this rapid aging period, at least 

partially, to critical levels of electrolyte, contact loss, electrode mechanical strain, or dissolution of 

electrodes [146], [149], [150]. This characteristic transition from a slow, approximately linear, capacity 

and power fade to rapid nonlinear aging is demonstrated in Figure 5. 

 

Figure 5: (a) Capacity fade and (b,c) resistance rise plots over battery cycling. Each line refers to different cycling 
current conditions. Adapted from [98], arrows have been added to demonstrate capacity fade “knee” and internal 
resistance rise “elbow” points. (b) Shows the ohmic resistance rise and (c) shows the resistance associated with 
passivation layers and charge transfer resistance.  

Figure 5 underscores the close relationship between the internal ohmic resistance and battery capacity 

fade. Throughout the life of a LIB, this relationship maintains a strong linear relationship. Bao et al. [153] 

quantified the strength of this relationship in NCA cells and found a Pearson’s correlation coefficient, 𝜌 

(see section 5.2), of 0.88. Chen et al. [154] performed similar analysis on NMC cells, with a calculated a 
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value 𝜌 of 0.98. This strong linear relationship between capacity fade and ohmic resistance rise holds 

true for LFP cells as well [155], [156]. 

4.1.4 SoH Identification and Modeling Procedures 

Considering the effects of degradation in limiting the safety, longevity, and capabilities of LIBs, it is vitally 

important to have the ability to accurately identify battery SoH. While battery SoH in terms of capacity 

or internal resistance can be directly measured, the process for doing so is often prohibitively time 

consuming or unavailable for many battery applications. It is often the case that SoH must be estimated 

from the limited amount of data commonly acquired by a BMS, such as current, temperature, and 

voltage. SoH estimation may be done in an online or offline manner. Offline estimation refers to 

contexts in which the battery is not under use, such as in a laboratory or at-rest setting. Online 

estimation occurs during battery operation, and parameter estimations are updated frequently based 

on battery load and usage conditions. Online estimations are especially favored for highly transient 

battery parameters like SoC and voltage. In comparison, slow changing battery states like SoH certainly 

benefit from online estimation, but the rate required for updated estimates is less crucial and therefore 

offline estimation may suffice.  

SoH models vary considerably in accuracy and complexity, and depending on the required resolution of 

estimations for LIB end uses, different approaches may be appropriate. The general assumption is that 

battery models operate based on an inexorable tradeoff between high fidelity estimation and 

computational expediency [157]. Depending on the battery application, the appropriate balance 

between the two at-odds sides must be considered. In an EV application, for instance, a BMS must track 

the voltage of each cell placed in series to avoid exceeding safe operational limits [158]. The vast 

number of cells constituting EV packs therefore incurs significant computational burden for a BMS with 

limited computing power. Simultaneously, accurate SoH estimation is required for proper vehicle 
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maintenance, range estimation, and allowable acceleration. The requirements and limitations of battery 

systems like EVs creates imperatives for researchers to find modeling methods that produce SoH 

estimates at optimal frequency, accuracy, and computational complexity. The following discussion will 

describe common SoH identification procedures presented in the literature, as well as provide practical 

context to their usage.  

4.1.4.1 Battery Testing Procedures for SoH Estimation 

Coulomb and Ah Counting 

One of the simplest methods to identify SoH is ampere-hour or coulomb counting. These methods 

involve a full battery discharge and recording the amount of charge removed by integrating the current 

over time [159]. The available capacity of a battery is dependent on factors such as discharge rate and 

temperature [160], so it is advisable to perform counting procedures at the same conditions used to 

originally rate the capacity of a battery for accurate comparison. Capacity fade may then be identified by 

comparing the capacity of a battery to its manufacturer-identified nominal capacity. This method is 

simple and easy to implement in an offline setting. However, error may be introduced depending on the 

quality of current measurements, and complete charge and discharge procedures at rated conditions 

are often unavailable in online settings. 

Incremental Capacity and Differential Voltage Analysis 

Incremental capacity analysis (ICA) and differential voltage analysis (DVA) are frequently used SoH 

estimation techniques that can be used to identify specific degradation modes. The basis of these 

analyses focuses on battery voltage change over ranges of SoC during cycling. The derivative of the 

battery voltage curve as a battery charges or discharges creates identifiable features that can be used to 

detect various internal battery characteristics. ICA looks at the change in charge or discharge capacity 

over the change in voltage (𝑑𝑄/𝑑𝑉), whereas DVA focuses on the inverse (𝑑𝑉/𝑑𝑄). Plateaus in the SoC-
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OCV curve of a battery indicate a large change in incremental capacity relative to its resultant voltage 

change. These plateaus therefore create conspicuous features (i.e., large “spikes”) in incremental 

capacity (IC) curves. The shape, placement, and spacing between these features has been shown to 

correlate with LLI, LAM of either electrode, and other internal cell attributes [69], [161]. In an online 

application, the registering of large voltage changes as a function of applied current (or vice versa) may 

be used to estimate SoC, SoH, SoP, and more. The main benefits of the ICA and DVA methods include 

highly accurate SoH estimation and the ability to identify specific degradation pathways. These methods, 

however, are often very time consuming. The derivatives of voltage curves are highly sensitive to 

measurement noise and low current cycling and data smoothing is often required to produce functional 

ICA and DVA curves, limiting the ease of online usage [24], [57], [162]. 

Electrochemical Impedance Spectroscopy 

Electrochemical impedance spectroscopy (EIS) is a common battery testing method used to characterize 

battery health. Testing includes the application of a wide spectrum of AC frequencies to a LIB and 

measuring the response. Most commonly, a constant voltage is applied at varying frequencies and the 

current response of the battery is measured [163]. A phase shift of the current response is used to 

indicate various battery aging features. EIS analysis is usually performed using a Nyquist plot, which 

deconstructs the battery impedance spectrum in terms of the resistive and reactive components. The 

impedance is defined by a complex number, and therefore the resistive and reactive components are 

plotted along a real and an imaginary axis, respectively.  

Features of a Nyquist plot such as the placement and shape of the curves may directly identify battery 

parameters such as ohmic resistance or be used to create battery equivalent circuit models (ECMs, 

which are described in section 5.4) [163]. EIS results can also suggest specific internal aging pathways 

such as SEI growth or the slowing of ion diffusion [164]. The abilities to provide accurate non-destructive 
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battery characterization and specify degradation sources are major advantages to EIS. The 

disadvantages of the technology include high costs associated with testing equipment as well as long 

testing procedures [24], [162], [165]. EIS is also primarily performed at steady state conditions, limiting 

online applicability [166].  

Pulse Testing 

LIBs exhibit complex nonlinear voltage behaviors in response to applied current, as further discussed in 

section 5.4. The voltage response of batteries is a function of numerous internal and external battery 

parameters, including SoH. Current pulse profiles are frequently used to elicit LIB voltage responses that 

indicate internal battery states [57], [167]–[172]. Pulse testing procedures can be a rapid and easy to 

implement to characterize simple parameters like the internal resistance of a battery, but produce 

limited information regarding specific degradation mechanisms. Pulse testing trades the sophistication 

and resolution of measurement techniques like ICA and EIS for ease of implementation and more 

heuristic solutions to battery characterization. Methods like coulomb counting, ICA, or EIS may require 

testing times of several hours, whereas some of the most common pulse testing profiles operate in the 

order of minutes or seconds [57], [169]–[172]. Results from pulse testing can be applied to a diversity of 

model types to produce accurate online or offline SoH estimation. The tradeoffs inherent to pulse 

testing have led researchers to focus on pulse profile optimization to achieve maximum accuracy of 

resultant models while still maintaining the advantages of these techniques [173]–[176]. 

4.1.4.2 Modeling Approaches 

Ultimately, data gathered from the testing procedures described thus far needs to be processed and 

applied to models to assign useful meaning to results. SoH modeling practices used in the literature can 

be loosely classified into three broad categories: empirical, adaptive-filtering, and data-driven methods. 
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These methods are often used in concert with one another to effectively produce estimations of battery 

SoH. 

Empirical Models 

Empirical models involve a range of approaches for utilizing battery test data to estimate SoH. They 

often use data- or curve-fitting techniques with battery test results to derive parameter values for pre-

defined model structures. Common categories of empirical models include statistical, physics-based 

electrochemical, and equivalent circuit models, which may be used in combination. Statistical SoH 

models identify statistical relationships between SoH and properties of test data. Once statistical 

relationships are identified, they may be leveraged to create empirical equations to produce SoH 

estimates from future test data. More information regarding basic statistical modeling procedures can 

be found in sections 5.1 and 5.2. Statistical models may be applied to ICA, EIS, and pulse test results. For 

instance, Zheng et al. [177] used statistical analysis to quantify a relationship between battery capacity 

and the distance between ICA curve features to create a capacity estimation equation. Zhang et al. [178] 

estimated ECM parameters from EIS measurements using statistical regression equations. The estimated 

parameters were then further analyzed to create a probabilistic SoH model. Hu et al. [179] applied the 

hybrid pulse power characterization (HPPC) profile, a commonly used pulse test for LIB characterization, 

to create a probabilistic SoH model based on voltage sampling entropy. Another major advantage of 

statistical battery models is that they can quantify and control for the interactions of multiple 

parameters with model input data, like temperature and SoC, to maintain SoH estimation accuracy 

[180]–[182]. Overall, statistical modeling is a powerful tool that can produce accurate SoH estimations 

and identify relationships between external battery behaviors and internal aging processes.  

Physics-based electrochemical SOH models focus on the internal processes that govern battery behavior 

and how they would theoretically evolve due to aging. These models usually rely on partial differential 
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equations and range significantly in granularity, from describing a LIB electrode as a single particle [183], 

to quantifying lithium diffusion rates in electrolyte [184]. The benefit of electrochemical modeling is that 

it provides direct physical understanding of internal battery aging processes. However, these models 

generally require significant computation and a large number of parameter assumptions and 

optimization. This limits their online SoH estimation ability significantly and also leads to overfitting 

concerns [27], [185], [186]. 

Basic ECMs used widely throughout SoH estimation literature are described in section 5.4. The basis of 

these models is to usefully analogize a LIB as a combination of simple circuit elements, such as resistors 

and capacitors. The equivalent circuit helps describe the complex voltage evolution of a LIB resulting 

from applied current. Circuit parameter values, like resistance and capacitance, are usually calculated 

based on an optimized fitting of empirical voltage data. Calculated parameter values change as a battery 

ages and may therefore be used to estimate SoH [165], [181], [187], [188]. The value of certain circuit 

parameters is often attributed to internal battery processes, but in a much more indirect or vague 

manner than electrochemical models. While the complexity of ECMs can range significantly, they are 

generally considered to be moderately accurate and computationally expedient SoH estimation 

methods with easy online applicability [162], [186]. The accuracy of ECMs, along with other empirical 

modeling methods, may be enhanced with the addition of adaptive filtering methods. 

Adaptive Filtering Methods 

The complexity and continuous nature of battery degradation makes accurate SoH estimation a 

challenging task. Adaptive filters are widely used for SoH estimation to allow for updating estimations as 

more data becomes available. Among the most common adaptive filters used for battery modeling is  

the Kalman filter and its variants, such as an extended or unscented Kalman filter[38], [57], [58], [162], 

[185], [186]. Current and voltage sensor noise that is inherent to battery model input data makes 
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stochastic methods like Kalman filters advantageous in creating accurate SoH estimates. The basic 

operations of a regular Kalman filter involve recurring state estimations, like capacity, that inform 

estimates of system measurements, like voltage. In this example, a voltage estimation is produced by a 

battery capacity model like the empirical models described above. The difference between the voltage 

estimate and measurement, along with the variability of recent capacity estimations and assumed 

Gaussian sensor and process noise, generates a correction factor that will be applied to produce a new 

capacity estimate. As new voltage data is received the process recursively repeats and quickly creates 

stable estimates of SoH [38], [189]. The basic Kalman filter assumes a linear system, though based on 

the nonlinear aging characteristics of LIBs, Kalman variants that allow for nonlinear systems are 

frequently employed.  

Particle filters are also very common adaptive methods used for SoH estimation [57], [162], [185], [186]. 

Similarly to Kalman filters, particle filters estimate battery states that recursively update based on 

system prediction errors and assumed uncertainty due to noise. Particle filters, however, do not assume 

Gaussian noise and make predictions using Monte Carlo sampling of a Bayesian probability distribution 

based on previous estimates and measurements [190]. Deterministic adaptive filtering methods like 

recursive least squares or observer filtering methods are also found throughout the literature. These 

also rely on measurement feedback and assumed uncertainty to update state estimations [162], [185], 

[191], [192]. Adaptive filtering methods can substantially increase the accuracy of SoH estimation, and 

may also conveniently be used for co-estimation of parameters like SoC [191]–[195]. However, these 

methods can significantly increase the computational load of calculations, requiring optimization to 

simplify these feedback structures for online applications. 
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Data-Driven Models 

Highly accurate data-driven modeling methods are widely used throughout the SoH estimation 

literature [27], [57], [58], [162], [185]. Data-driven methods are generally considered “black-box” 

systems, where the model logic does not rely on a working knowledge of internal battery dynamics and 

processes. This offers an advantage in eliminating the need to characterize the physical and 

electrochemical complexities that drive battery degradation behavior. These methods rely on large sets 

of high-quality battery degradation data. Data is processed through computationally rigorous algorithms 

to produce high-fidelity SoH estimation structures. Machine-learning methods, like artificial neural 

networks and support vector machines, are among the most popular data-driven methods for SoH 

estimation [58], [185], [196]. While these methods can produce highly accurate SoH estimations, the 

models themselves lack interpretability and may not provide detail regarding degradation mechanisms. 

The availability of data that is required for these methods may also serve as an impediment to their use, 

and the computational burden of processing large data sets with these methods can be much greater 

relative to other modeling methods [162], [185], [197]. Furthermore, data-driven methods commonly 

fall under increased risk of overfitting and may poorly generalize to new data [27], [185]. 

The vast experimental literature on SoH estimation and the nuances of individual studies makes it 

difficult to quantify the relative accuracies or computational resources required for the modeling 

methods described in this section. Analysis of dozens of review papers and individual studies show a 

large diversity of reported accuracies, with SoH estimation errors ranging from tenths of a percent to 

double-digit percentages for the same methods. With that in mind, in order to supply a modicum of 

context Table 2 has been included to offer examples of modeling results synthesized from a 

comprehensive literature review article [45]. 
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Table 2: SoH estimation prediction errors of studies using various modeling methods. Adapted from [45]. 

Modeling Method 
Prediction 

Error 
 (%) 

Reference 

Coulomb Counting <10 [198]  
EIS + Neural Network <2.1 [199]  

Neural Network <0.5 [200], 
[201]  

Support Vector Machine <2 [202]  
Kalman Filter ≤5 [203] 

Fuzzy Logic 1.4-9.2% [204] 

 

4.1.4.3 Pack Level Modeling 

The vast majority of studies focusing on LIB SoH modeling are based on cell-level estimations, rather 

than at the pack-level, as supported by several comprehensive literature review papers [27], [57], [162], 

[186], [196], [205]. Pack SoH estimation is complicated for many reasons. Firstly, as described in section 

4.1.1, defining pack SoH is a challenge in and of itself. Secondly, cells within a battery pack can vary 

significantly from one another in capacity, SoC, and more. This is referred to as cell-to-cell variation 

(CtCV) in the literature and will be further discussed in section 4.2. Taking into consideration the 

challenges of computational complexity on cell-level SoH estimation, applying modeling structures to 

each cell within a pack massively compounds these issues. Still, it is most common that pack SoH models 

simply consist of aggregations of cell-level models[18], [61], [62], [66], [206], [207]. Of course, this 

approach provides useful granularity to pack health, but imposes significant computational concerns 

when scaling to larger packs. 

Single-Cell Models 

Few studies model pack SoH using only pack-level measurements and models. These types of models 

are often called “single-cell models,” as they treat an entire pack as one lumped cell [18]. Modeling 

strictly at the pack-level can be very useful for gaining a high-level understanding of pack health while 
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limiting the computation required of a BMS. Bi et al. [25] used a simple cell ECM coupled with a genetic 

particle filter to estimate pack SoH in terms of resistance rise. The rate at which their model produced 

stable predictions was reported, but not the actual estimation accuracy. Huotari et al. [208] also 

modeled the capacity of a battery pack using only pack-level measurements. Their data-driven models 

used large data sets containing multi-year usage data of 45 forklifts. They were able to achieve a mean 

absolute error of 0.15% SoH. Zhou et al. [209] modeled the capacity of an EV bus battery pack using 

Kalman filtering methods. Though the accuracy of their estimations could not be verified they were 

estimated to have less than 8% error. Dubarry et al. [210] modeled pack capacity using a single cell ECM, 

but measurements from all individual cells had to be incorporated to achieve reasonable accuracy. 

Studies like these are relatively scarce in the literature, and more research is needed in the area of pack-

level data collection and subsequent model building.  

4.2 Cell-to-Cell Variation 

4.2.1 Causes and Effects 

Cell-to-cell variation (CtCV) refers to inconsistencies between individual battery cells in a pack. Cell SoH, 

SoC, internal resistance, temperature, and more can deviate considerably within a pack. This creates 

challenges for a BMS to accurately monitor cells to ensure the safe and efficient utilization of a battery 

system. The literature commonly identifies CtCV in terms of the range or standard deviation of cell 

parameters within a battery pack [18], [161], [206], [211], [212]. CtCV exists in battery packs from the 

moment of pack assembly and increases over time. Two main categories describe the causes of CtCV: 

intrinsic and extrinsic sources [17], [145], [213]–[215]. Intrinsic sources refer to cell inconsistencies that 

result from manufacturing processes. Based on the intricacies of LIB fabrication, complete consistency 

between all produced cells is unachievable. Batteries leaving manufacturing facilities contain disparities 

in internal cell components, including electrode porosity and composition, material purity, and layering 
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consistency. When cells are cycled these material inconsistencies present themselves in terms of varied 

cell capacity, internal resistance, temperature gradients, and more. Several studies show that brand new 

cells exhibit normal distributions in these parameters when initially characterized [145], [210], [214]–

[216]. Once assembled in packs, further CtCV is introduced extrinsically. Extrinsic sources refer to CtCV 

that is induced due to pack design and environmental cycling conditions. These include factors like 

inconsistent contact or wiring between cells or temperature gradients induced by inadequate thermal 

management. 

CtCV has been shown to increase significantly over time, irrespective of cycling conditions. In an 

experimental study performed by Baumhöfer et al [217], 48 new LIB cells were characterized and 

showed a typical normal distribution in capacities. The cells were all cycled under equal conditions and 

deviations in their capacities grew significantly over time. The increasing CtCV was attributed to intrinsic 

sources based on all other conditions being equal. Interestingly, throughout the experiment degradation 

rates dramatically fluctuated for most cells. Some cells that started with the relative lowest capacities 

ended up with the highest at the end of testing, while some cells with average capacities were highest 

mid-testing and ended up being the most degraded in the end. Results underscore the complex 

nonlinear aging behaviors of LIBs, as well as the need to consistently model SoH based on erratic 

degradation behaviors. Schuster et al. [145] characterized over 900 LIB cells from retired vehicle battery 

packs and compared the capacity distribution to a new pack from an identical vehicle. Cell capacity was 

shown to follow a normal distribution for the new pack, but was significantly skewed in the older packs, 

as some cells experienced relatively extreme degradation compared to others. The source of increased 

CtCV over time was not determined. These results were consistent with a similar study performed by 

Baumann et al. [215]. 
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4.2.1.1 CtCV in Parallel Packs 

Current and voltage behaviors in packs can be attributed to increased CtCV over time. In parallel packs, 

distributions of cell internal resistances cause inhomogeneous currents to flow through cells. Cells with 

the lowest resistances will experience higher currents compared to low resistance cells. Resistance 

variability can both cause and result from intrinsic cell properties or imbalances in SoC, temperature, 

contact resistance, and more. Higher local currents cause further temperature and SoC imbalance and 

can affect degradation rates and mechanisms, further exacerbating CtCV. However, variations in parallel 

packs are considered to be less problematic than series arrangements [213], [218]. This is due to a self-

balancing phenomenon identified in parallel cells. Inhomogeneous currents form due to resistance 

variation of aged and new cells. As the SoC and temperature of the high current cell increases, the 

balance of internal resistances shifts, causing SoC convergence. Pastor-Fernández et al. [218] looked at 

aging rates of cells placed in parallel and found significant convergence of SoH over time due to the self-

balancing phenomenon. Initial capacity fade and power fade distributions of 40% and 45%, respectively, 

converged to 10% and 30% over 500 cycles, respectively. However, convergence of CtCV in parallel 

packs should not allay pack inconsistency concerns. Song et al. [158] found capacity variation 

convergence as well, though noted initial variation caused overall pack degradation to increase 

compared to packs that started off homogenous. Gogoana et al. [219] tested two-cell parallel packs and 

found that a pack with a 20% difference in internal resistance between cells reduced the pack cycle life 

by 40% compared to a homogenous pack. Baumann et al. [215] cast further doubt regarding parallel 

pack resiliency to CtCV, claiming to disprove the commonly believed self-balancing effect when 

experimental parallel packs grew in variation over testing. Based on the ability to distribute current 

amongst cells placed in parallel, the maximum overall capacity of a parallel pack is equal to the sum 

individual cell capacities [12], [62], which is not the case in series packs. 
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4.2.1.2 CtCV in Series Packs 

Regardless of the extent self-balancing occurs in parallel packs, series packs certainly do not exhibit 

these behaviors whatsoever. As equal current flows through series packs, variation between cells causes 

inhomogeneous voltages throughout the pack. This can have serious repercussions on pack utilization 

efficiency, as the weakest cells in series can determine the power and energy capabilities of the entire 

pack [206], [220]–[222]. Charge and discharge procedures must be terminated once cells reach their 

upper or lower safety cutoff limits. In a series arrangement, this means the first cell to reach either limit 

imposes a complete cessation of current to the pack, leaving all other cells with remaining charge 

capacity underutilized. Paul et al. [222] modeled the discharge capacity of a pack with 96 cells in series. 

Results showed that model estimation error declined from 300mAh to 50mAh when considering 

capacity CtCV instead of treating all cells equal. Furthermore, beyond available capacity and efficiency 

issues, underutilized cells will experience variations in DoD, SoC, and more, causing varying aging rates 

[18]. Differing aging rates can further exacerbate pack utilization issues and propagate other forms of 

CtCV in a cyclic fashion.  

Cell Voltage Equalization in Series Packs 

CtCV in series packs may be partially alleviated with voltage equalization, which is also referred to as cell 

balancing. When a BMS detects differences in voltages between cells, balancing controls may be 

activated to reduce these variations. Voltage equalization techniques are commonly classified as passive 

or active cell balancing [223]. Active balancing involves transferring charge from higher voltage cells to 

charge lower voltage cells. The redistribution of charge will cause all cells to reach an equal voltage 

equivalent to the average voltage before balancing [224]. Thus, with active balancing the maximum 

capacity of a series pack is the average capacity of all cells [62], [63].  
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Passive balancing accomplishes pack voltage equalization by discharging higher voltage cells in a pack 

until they reach the minimum cell’s voltage. When a BMS detects voltage inconsistency in a pack, high 

voltage cells are discharged, often through a resistor network, to dissipate excess energy in the form of 

heat. For this reason, passive equalization is often referred to as “dissipative” equalization or balancing. 

Passive balancing reduces the overall maximum capacity of the pack to that of the minimum capacity 

cell in series [61]–[63]. This reduces the overall efficiency of the system, but is a much cheaper and 

simpler balancing technique compared to active equalization and therefore more common in EVs [61], 

[225], [226].  

Depending on battery application, topology, or size, no voltage equalization systems may be included 

with a pack. In this instance, the capacity of a series pack depends on the first cells to hit either upper or 

lower cutoff voltages during cycling. This can significantly limit pack capacity. The maximum pack 

capacity for series arrangements is shown in equation 10, where j is the index for a cell in a series of 𝑁௣ 

total cells [61]–[63]. 

 𝑄௣௔௖௞(𝐴ℎ) =  min
ଵஸ௝ஸே೛ 

൫𝑆𝑜𝐶௝ ⋅ 𝑄௝൯ + min
ଵஸ௝ஸே೛ 

(൫1 − 𝑆𝑜𝐶௝൯ ⋅ 𝑄௝) (10) 

 

Whether or not balancing techniques are used in a pack, these procedures only partially alleviate SoC 

and DoD CtCV, as they are triggered based on voltage differences and are not responsive to SoC 

imbalance. Furthermore, these techniques do not address other forms of pack inconsistency, and can 

even cause temperature gradients in a pack based on dissipative balancing [226]. Therefore, accurate 

diagnosis and efforts to reduce CtCV are still of major importance for efficient and sustainable pack 

usage.  
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4.2.2 SoH CtCV Detection Methods 

Outside of individually identifying cell parameters in a pack, there are a few methods used in the 

literature to detect SoH CtCV. Several studies discovered discrepancies in IC curves of packs with varying 

CtCV. Krupp et al. [227] identified heterogeneity by tracking the IC curve of a series module containing 

four cells that were degraded at different C-rates. The module showed a progressive distortion in its IC 

curve as cells degraded and CtCV increased. This was attributed to variations in both SoC and SoH within 

the pack, as no cell balancing procedures had been applied during the full pack charge used to produce 

the IC curves. The authors claimed that they had proven their method to be suitable to identify capacity 

variation within a pack. However, what the study did not address were variables other than cell capacity 

that could induce SoC CtCV in practical applications, like temperature or resistance inconsistency. Their 

analysis is therefore flawed based on the assumption that their methods could directly identify SoH 

CtCV, when there are a multitude of confounding variables that could create similar results. These other 

influencing variables would need to be controlled to strictly isolate capacity variation. 

Tanim et al. [228] compared both ICA and EIS results of packs with 10 new cells in series versus packs 

with up to three new cells being replaced by 80% SoH cells. There were growing distinctions from the 

new packs in ICA and EIS results as more new cells were replaced with degraded ones. Tests were 

performed at multiple SoC levels, where all cells were held at equal SoC. Results of the EIS 

measurements created shifts in the Nyquist plots of each pack, which showed consistency with similar 

studies [229].  

Discrepancies between curves were less apparent at different SoC levels, limiting CtCV detection at 50% 

SoC, for instance. The study showed promising results for CtCV detection through EIS and ICA. 

Nonetheless, considering the large differences in overall pack SoH amongst tests, it is unclear if 

discrepancies in EIS and ICA results are due to SoH CtCV specifically or a change in overall pack health. 
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Controlling pack SoH or performing testing where the highest capacity cells were lower than 100% SoH 

would be useful to further explore the efficacy of these methods.  

Wang et al. [230] were able to identify SoH CtCV by detecting inhomogeneous currents in parallel 

branches of a pack via magnetic field monitoring. This is useful based on the lack of individual cell 

current sensors in EV packs [158], [230]. While the authors were able to identify capacity variation and 

even locate the most degraded cell, this approach wouldn’t work in series arrangements where current 

is equal for all cells. Further, this does not address reasons other than capacity that create 

inhomogeneous current, like SoC or temperature gradients, and requires specialized equipment. Based 

on an extensive review of the literature, there is a significant need for studies that isolate the effects of 

SoH CtCV for diagnostic purposes. In addition, the critiques of ICA and EIS analysis described in section 

4.1.4.1 remain valid, and CtCV detection methods that are simpler to perform online would be valuable. 

4.2.3 Pack SoH Estimation Literature Critique and Response 

Through a thorough analysis of the current LIB SoH modeling literature, there are several key areas of 

research that require further exploration. There is a significant lack of studies that focus on pack-level 

SoH estimation. Of the studies that do, the vast majority simply aggregate individual cell models that 

create significant computational burden for a BMS. The very few studies identified that create SoH 

models solely using pack-level data either require large historical use data sets or lack clear accuracy 

validation. Furthermore, these pack-level models do not consider the overall makeup of cells within the 

pack. SoH CtCV diagnosis is also an area of research that requires further expansion, especially in the 

case of series-connected packs. Isolating the degree to which capacity variation affects pack behavior 

and the usage of accessible modeling and data collection techniques can provide further insight into 

CtCV detection. 
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In response to these critiques, this dissertation provides novel pack SoH estimation procedures. Models 

created are primarily based on pack-level measurements and define pack SoH considering the health of 

all cells comprising a pack. Emphasis is placed on simple repeatable modeling procedures and rapid 

testing protocols. The models built for this study do not require historical battery pack usage data and 

use relatively small data sets, quick pulse tests, and computationally inexpensive methods. The following 

section will provide the necessary context to these modeling procedures. 

5 Research Methods Background 

5.1 Model Training and Testing 

The research outlined in this dissertation is centered around the building of a predictive statistical 

battery model. Therefore, it may be prudent to provide the conceptual background of basic modeling 

procedures. To begin, predictive model building is based on the assumption that a dependent variable, 

which is termed a “response” variable, is a function of one or several independent, or “predictor,” 

variables. A model is “trained” using data from a set of observations that contains all assumed predictor 

and response variables. Various modeling methods may be employed to quantify the relationships 

between these two sets of variables. This relationship is then leveraged to produce predictions of the 

dependent variable for observations in which the independent variables are available and data of the 

response variable is not. 

The ability of a model to produce accurate predictions is often validated using a “testing” data set.  This 

data set consists of new observations that were not used to train the original model, but contain the 

same predictor and response variables. The independent variables from the testing data set are fed into 

the trained model to produce predictions of the response variable. These predictions are then compared 

to the known value of the dependent variables from the testing data set to determine the error of the 
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model. This process is an example of cross-validation, and is used to estimate how accurate model 

predictions will be for data where the independent variable is unknown. The error of a prediction is 

commonly referred to as a “residual,” and is the difference between a model prediction and the actual 

value of the variable predicted. This is shown in equation 11, where 𝜖 is the residual, 𝑦 is the actual 

value of an observation, and 𝑦ො is the prediction of the same observation.  

 𝜖 = 𝑦 − 𝑦ො (11) 

Cross-validation may be used to compare the accuracy of different models or to determine the presence 

of data “overfitting” [231]. Data overfitting occurs when a model accurately describes a training data 

set, but does not generalize well to predict new data outside of the training data set. A common cross-

validation technique is known as “leave-one-out” cross-validation (LOOCV), which is used in the study 

outlined in this dissertation. This technique involves training a model using data from all but one of the 

available observations. The left-out observation is used as the testing data set and the prediction error is 

collected. This process is repeated, leaving out a new observation for testing while returning the 

previous iteration’s unincluded observation back into the training data set. This iterative process repeats 

until all observations have been used as the testing data set and the average error of all iterations is 

identified. The average errors of different models may then be compared for appropriate model 

selection. Also, LOOCV results may also indicate overfitting issues if the errors from each iteration 

fluctuate significantly. Error fluctuation would indicate a high sensitivity to which data is used for 

training and unreliable model performance. Highly generalizable models should operate consistently to 

provide confidence in the expected error of the model when applied to new data.  

LOOCV is just one of many cross-validation techniques used to interpret the accuracy and 

generalizability of a model. For instance, the “k-fold” cross-validation method operates similarly to 

LOOCV, where a different portion of data is systematically “left out” for validation from the rest of the 

training data. For example, for a 5-fold cross-validation approximately one fifth of the data is left out for 



47 
 

validation, and the process is repeated five times until all observations have been left out once. When 

the number of folds is equivalent to the number of observations in the data set, the k-fold method 

simply becomes LOOCV. LOOCV is more suitable for smaller data sets, since there is little data available 

for model training. Lower-order folds are appropriate for larger data sets to reduce the computation 

time of the cross-validation procedures [232].   

The overall accuracy of a model may be identified by using several common metrics that quantify the 

average error of predictions. These include mean absolute error (MAE), maximum absolute error 

(MaxAE), mean squared error (MSE), root-mean squared error (RMSE), and mean absolute percent error 

(MAPE). These metrics are calculated using equations 12-16, where 𝜖, 𝑦, and 𝑦ො share the same 

definitions as equation 11 and 𝑛 is the number of observations predicted. 
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5.2 Statistical Relationship Metrics 

The ability to process and glean meaning from the experimental data used in this dissertation heavily 

relies on the understanding of several key statistical properties. Correlation and partial correlations are 

identified in this research and are used to quantify the statistical relationships between variables. 

Correlation measures the extent to which two variables are linearly related and is commonly quantified 

using Pearson’s correlation coefficient (𝜌). Equation 17 shows how the unitless Pearson correlation 

coefficient is calculated. In this equation 𝑥 and 𝑦 are random variables with averages of 𝑥̅ and 𝑦ത, and 𝑛 is 

sample size. Equation 17 also shows that 𝜌 is equivalent to the covariance of 𝑥 and 𝑦 divided by the 

product of their standard deviations. 

 
𝜌௫௬ =

𝑐𝑜𝑣(𝑥, 𝑦)

𝜎௫𝜎௬
=

∑ (𝑥௜ − 𝑥̅)(𝑦௜ − 𝑦ത)௡
௜ୀଵ

ඥ∑ (𝑥௜ − 𝑥̅)ଶ(𝑦௜ − 𝑦ത)ଶ௡
௜ୀଵ

 
(17) 

 

A maximum 𝜌 value of 1 indicates a perfect positive linear relationship between two variables, meaning 

a positive change in 𝑥 is exactly proportional to a positive change in 𝑦 [233]. Conversely, a minimum 𝜌 

value of -1 indicates a perfectly negative linear relationship, where an increase in 𝑥 corresponds to a 

decrease in 𝑦. The closer 𝜌 is to the -1 and 1 extrema, the stronger the linear relationship between two 

variables. Considerations for what is judged to be a strong, moderate, or weak correlation is somewhat 

subjective and application-based. 

In instances where there is a random variable or set of random variables that influences both 𝑥 and 𝑦, a 

Pearson’s correlation coefficient may give misleading results. It may be the case that 𝑥 and 𝑦 are not 

directly related, even when they are shown to have a strong correlation. This is called a spurious 

relationship. Spurious relationships may occur when an outside variable’s influence on both 𝑥 and 𝑦 

cause an inadvertent statistical relationship between 𝑥 and 𝑦. In order to control for the impact of the 
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influencing (i.e., “confounding”) variable on the relationship between 𝑥 and 𝑦, a partial correlation may 

be performed. A Pearson’s partial correlation coefficient can be interpreted the same way as a standard 

Pearson’s correlation coefficient, with values ranging from -1 to 1. The equation for a Pearson’s partial 

correlation coefficient that isolates the relationship between 𝑥 and 𝑦 while controlling for the influence 

of a confounding variable 𝑧 is shown in equation 18. 

 𝜌௫௬∙௭ =
𝜌௫௬ − 𝜌௫௭ ⋅ 𝜌௬௭

ට(1 − 𝜌௫௭
ଶ )(1 − 𝜌௬௭

ଶ )

 (18) 

 

It is important to note that statistical relationships such as the ones discussed above are often based on 

a sample of observations from a population. These statistics are therefore estimations of the true 

statistics that describe the entire population. In the case of this research, parameters from experimental 

battery cells and packs are analyzed to provide evidence of the relationships between the parameters of 

all LIBs that share the same specifications (e.g., chemistry, capacity, etc.). Thus, the experimental cells 

and packs should be considered a sample of the larger population of similar LIBs. In instances when 

statistics from a sample are meant to describe a population it is necessary to perform significance 

testing. 

Significance testing is a practice that determines the likelihood sample statistics are representative of 

the population. This is performed through hypothesis testing, where a probability is calculated that a 

given hypothesis is correct. In the case of correlations and partial correlations, the tested (i.e., “null”) 

hypothesis states that the true correlations of variables in the population are equal to 0, meaning there 

is no linear relationship whatsoever between 𝑥 and 𝑦. A statistic is considered significant if the 

probability of the null hypothesis being true is found to be less than a specified threshold. Frequently, 

this threshold is set at 5% probability, which corresponds to a 95% confidence interval that the 
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calculated sample statistic is representative of the population statistic. This probability threshold is often 

reported by the letter 𝛼, where a 95% confidence interval corresponds to 𝛼 equaling 0.05. The 

probability that the null hypothesis is true is determined by using a traditional t-test, where a t-statistic 

is calculated and corresponds to a probability identified by the t-distribution of appropriate degrees of 

freedom. The t-statistics for the Pearson’s correlation and partial correlation coefficients are calculated 

using equations 19 and 20, respectively. The letters 𝑛 and 𝑘 correspond to the sample size and number 

of confounding variables, respectively. 

 

 
𝑡௫௬ =

𝜌௫௬√𝑛 − 2

ට1 − 𝜌௫௬
ଶ

 
(19) 

 

 
𝑡௫௬⋅௭ = 𝜌௫௬∙௭ඨ

𝑛 − 2 − 𝑘

1 − 𝜌௫௬∙௭
ଶ  

(20) 

 

5.3 Relevant Regression Modeling 

Partial least squares (PLS) regression is a useful tool to model the linear relationships between 

independent and dependent variables. PLS regression is a dimension-reduction technique that takes 

large sets of variables and reduces them to a smaller number of “latent variables” that are then fed into 

a typical multiple linear regression equation. In order to understand PLS regression, it is therefore 

necessary to understand the basic principles of multiple linear regression.  
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5.3.1 Multiple Linear Regression 

Multiple linear regression (MLR) is a fundamental statistical modeling procedure that uses basic linear 

algebra to find the linear relationships between variables. It operates as an extension and under the 

principles of ordinary least squares (OLS) regression, where independent variables are assigned 

coefficients to predict a dependent variable with minimized error. Equation 21 shows the linear 

regression model for an individual observation. Equations 22 and 23 show the linear model in matrix 

form when it is used to produce predictions for multiple observations simultaneously. 

 

 𝑦 = 𝛽଴ + 𝛽ଵ𝑥ଵ + 𝛽ଶ𝑥ଶ + ⋯ + 𝛽௡𝑥௡ + 𝜖 (21) 

 

 

൦

𝑦ଵ

𝑦ଶ

⋮
𝑦ௗ

൪ =

⎣
⎢
⎢
⎡
1 𝑥ଵ,ଵ 𝑥ଵ,ଶ ⋯ 𝑥ଵ,௡

1 𝑥ଶ,ଵ 𝑥ଶ,ଶ ⋱ 𝑥ଶ,௡

⋮ ⋮ ⋮ ⋱ ⋮
1 𝑥ௗ,ଵ 𝑥ௗ,ଶ ⋯ 𝑥ௗ,௡⎦

⎥
⎥
⎤

൦

𝛽଴

𝛽ଵ

⋮
𝛽௡

൪ + ൦

𝜖ଵ

𝜖ଶ

⋮
𝜖ௗ

൪ (22) 

 

 𝑌 = 𝑋𝛽 + 𝜖 (23) 

 

The variable 𝑦 is the dependent variable, 𝛽 are the coefficients, 𝑥 are the independent variables, 𝑛 is the 

number of independent variables evaluated, 𝑑 is the number of observations, and 𝜖 is the residuals of 

the model. The expanded matrix in equation 22 may be visually condensed for legibility to produce 

equation 23, where 𝑌, 𝑋, 𝛽, and 𝜖 refer to the underlying expanded matrices. 

The MLR process involves collecting 𝑑 number of observations that include all independent and 

dependent variables under analysis. The data is then organized into the matrix form seen in equation 22. 

The basis of the regression is to solve for 𝛽 coefficients that, when multiplied by the variables in the 𝑋 
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matrix, produce a prediction of 𝑌 that minimizes 𝜖. The 𝛽 matrix is solved for using the least squares 

method [234], as shown in equation 24.  

 𝛽መ = (𝑋ᇱ𝑋)ିଵ𝑋ᇱ𝑌 (24) 

 

The ”  ̂ “ symbol above the 𝛽 indicates that it is a predicted value, while the “ ′ “ symbol refers to a 

transposed matrix. Once MLR is performed, the estimated coefficient values may be applied to new sets 

of observed data, where the unknown 𝑦 value is predicted.  

For many applications, MLR can produce accurate predictions and is a computationally efficient method 

to model the relationships between variables. However, the ability of MLR to produce accurate 

predictions requires several assumptions and conditions to be met regarding the data in 𝑋 and 𝑌. One of 

these key conditions is that the predictor variables used in MLR should be uncorrelated with one 

another. When collinearity exists between independent variables there are different types of modeling 

procedures that may be used to produce accurate predictions of response variables. PLS regression is a 

technique that is well suited in instances of multicollinearity, as well as when there are a large number 

of independent variables relative to the number of observations available to produce the model [235], 

[236]. The basic function of PLS is to transform raw data sets that have a large number of collinear 

predictor variables into a smaller set of uncorrelated variables. 

5.3.2 Principal Component Analysis 

PLS may be best understood by first describing a technique that is closely related to PLS: principal 

component analysis (PCA). PLS and PCA share the same basic principles, where data structures are 

transformed to decompose multiple variables into components or latent variables that reduce the 

dimensions of the data set while maintaining the critical information contained in the original data. Both 

methods utilize the functionality of scores and loadings vectors. 
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The usage of the scores vector in PCA is to project the original data along the dominant eigenvectors of 

the covariance matrix of 𝑋. Each projection creates a principal component. Each eigenvector of the 

covariance matrix is orthogonal, removing any issues of collinearity from the original data. The loadings 

vector applies weights to the scores that correspond to the correlations between the original data 

variables and the principal component. These are calculated by taking an eigenvector of the covariance 

matrix and multiplying it by the square root of the corresponding eigenvalue. The purpose of this 

process is to decompose 𝑋 into smaller components that maintain the maximum amount of variance 

found in the original data. The variance of the original data should be considered as the minimum 

amount of useful information that can be used to describe the data for the purposes of regression or 

categorization. 

In order to further understand PCA, a basic visual representation of the process is helpful. Consider a 

two-dimensional data set, as illustrated in Figure 6. The PCA approach to this data set would be to 

consider if the data could be usefully described in one dimension or categorized in some way to 

summarize meaningful properties about the data.  
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Figure 6: Example two-dimensional data set for principal component analysis discussion. Reproduced from [237]. 

Inspection of the data shows that there is a large variance of data along an imaginary positive-sloping 

diagonal axis. This axis is the dominant eigenvector (the vector associated with the largest eigenvalue) of 

the covariance matrix between variable 1 and variable 2. Multiplying the data by this eigenvector (i.e., 

the scores vector) has the effect of rotating the axes that the data lies on, changing the perspective of 

the viewer to show the dimensions where the data contains the most variance. Considering the two-

dimensional data, there are a maximum of two eigenvectors of the covariance matrix and therefore two 

principal components that may be extracted. The second eigenvector will be orthogonal to the first and 

will orient the data along the axis and dimension where the second-most and remaining amount of 

variance in the data lies. The scores vector for each component offers the coordinates of the data in 

relation to the new axis.  
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Figure 7: The data shown in Figure 6 is projected along the dominant eigenvectors of the variables' covariance 
matrix. Reproduced from [237]. 

For instance, the furthest data point in the top right of Figure 7 is located far along the first eigenvector 

from the intersection of the rotated axes. In terms of the first eigenvector and principal component 

(shown in pink), it would have the most positive score of any data point. The same data point is not 

located far along the second principal component axis and would have a very small score associated 

with that data point in the second principal component. PCA may be used for data categorization when 

there are clear groupings of data points shown in the rotated coordinate system.  

The loadings matrix serves to identify and translate the importance of certain variables in their 

contribution to the overall variance captured in a principal component. The contribution of variance is 

quantified as the correlation between a variable and the principal component. Multiplying the scores 

and loadings associated with an eigenvector creates a singular component which may serve as an 

independent variable in a regression model. In summary, the scores rotate the data towards the 
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direction of maximum variance and the loadings apply weights to the most influential variables that 

describe the variance of the data along the eigenvector. 

In the example described above, a principal component basically packages (or decomposes) the two 

independent (potentially collinear) variables into a singular variable that is a useful translation of the 

original data. A maximum of two components (two separate ways to combine the two original 

independent variables) may be created based on the number of eigenvalues for the covariance matrix. 

Figure 7 shows that 98.9% of the variance of the original data is contained within the first principal 

component (i.e., “PC1”). In this instance, a regression to predict 𝑌 may be performed on the first 

principal component alone, considering the marginal contribution of the second component in 

describing the original data. In this way, the PCA has reduced both the dimensions of the data and the 

resultant computation required of the regression model.  

Just as in MLR, principal component regression models are built by estimating 𝛽 coefficients that can be 

applied to new data to produce predictions of 𝑌. Through PCA, the original 𝑋 matrix has been translated 

into scores and loadings matrices for each principal component, taking the form shown in equation 25. 

𝑇 is the scores matrix and 𝑃 is the loadings matrix. 

 𝑋 = 𝑇𝑃′ (25) 

 

After solving for 𝑇 through equation 26 , the result can be used in the regression model, shown in 

equation 27. 𝛽መ  can then be calculated using equation 28. 

 𝑇 = 𝑋𝑃 (26) 

 

 𝑌 = 𝑇𝛽 + 𝜖 (27) 
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 𝛽መ = (𝑇ᇱ𝑇)ିଵ𝑇ᇱ𝑌 (28) 

 

Considering the inputs of the principal component regression model, new data of the same form as 𝑋,  

𝑋௡௘௪, will need to be transformed into principal component form to produce estimations of 𝑌. In order 

to transform 𝑋௡௘௪ into the proper form, free from collinearity and at reduced dimensions, new scores 

will be calculated. Plugging 𝑋௡௘௪ into equation 26 will produce an estimate of 𝑇. The estimate of 𝑇 can 

then be multiplied by the 𝛽መ  coefficient (that was estimated from the original data) to produce new 

predictions of 𝑌. 

5.3.3 Partial Least Squares Regression 

PLS works in a very similar way, yet is generally more advantageous than PCA in creating accurate 

predictive models. This is because PCA is considered an unsupervised learning method, while PLS is 

considered a supervised learning method. PCA operates on information solely based on independent 

variables (the 𝑋 matrix), while the PLS process considers data from both independent and dependent 

(the 𝑌 matrix) variables. Since the PLS model is trained with data that includes the response variable(s), 

it will most likely be better at accurately predicting the response variable(s). 

Instead of orienting the data towards directions of maximum variance in 𝑋, like in PCA, PLS orients both 

the data in 𝑌 and 𝑋 in the directions of maximum covariance between the two sets of variables. It then 

decomposes the 𝑋 matrix into “latent variables,” which are analogous to principal components. It is for 

this reason that PLS is often referred to not only as “partial least squares,” but also “projection on latent 

structures” [236].  
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There are several algorithms used to perform PLS regression. The choice of which algorithm to use will 

depend on the structure of the data set being used, as well as the desired level of computational 

complexity. All algorithms share the same basic approach, with some finding statistical shortcuts to 

speed up the computation depending on the nature of the data set. This discussion will focus on the 

classical PLS regression algorithm known as the non-linear iterative partial least squares (NIPALS) 

method. 

The NIPALS algorithm consists of a series of iterative regressions that ultimately orients and weights the 

raw data in such a way that maximizes the predictive accuracy of the final regression model. To start, 

the raw data matrices 𝑌 and 𝑋 are mean-centered and normalized. This means that for each column, 

the average of the column is subtracted from each observation. The data may then also be scaled by 

dividing every observation by the variance of that column. Once the data has been prepared, the PLS 

process may begin.  

Akin to PCA, the final transformation of the 𝑋 and 𝑌 matrices in PLS are described in terms of scores (𝑇, 

𝑈) and loadings (𝑃, 𝑄), shown in equations 29 and 30. 𝐸 and 𝐹 are the matrices of residuals, similar to 𝜖 

in MLR. 

 𝑋 = 𝑇𝑃ᇱ + 𝐸 (29) 

 

 𝑌 = 𝑈𝑄’ + 𝐹 (30) 

 

The NIPALS process accomplishes the realignment of the X and Y matrices towards maximum covariance 

by first exchanging the score vectors of both matrices. The algorithm then iteratively solves for the other 

equation variables via regression until stable values are reached. For reasons explained later, the loading 
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matrix 𝑃 will be replaced by the weightings matrix 𝑊 to begin. The NIPALS process proceeds as follows 

[238]–[240]: 

1. To begin the iterative process, initialize matrix 𝑈 as a random vector the same length as 𝑌. 

 

2. Replace 𝑇 with 𝑈 in the updated equation 29, where 𝑊 is in place of 𝑃. Solve for 𝑊 via least 

squares regression. 

 𝑊 = (𝑈ᇱ𝑈)ିଵ𝑈ᇱ𝑋 (31) 

 

Larger values in 𝑊 will correspond to variables in 𝑋 that are highly correlated with values in 𝑈, while low 

correlation variables will have values close to zero. 

3. Normalize 𝑊 to unit length. 

 
𝑊௡௘௪

ᇱ =
𝑊௢௟ௗ

ᇱ

ฮ𝑊௢௟ௗ
ᇱ ฮ

 
(32) 

 

4. Solve for 𝑇 in the updated (𝑊 is still in place of 𝑃) equation 29. 

 𝑇 = (𝑊ᇱ𝑊)ିଵ𝑋𝑊 (33) 

 

The relative magnitude of values in 𝑇 will follow a similar pattern to 𝑊. Larger values in 𝑇 correspond to 

stronger correlations between 𝑋 and 𝑊 variables. Based on these initial steps, the original 𝑌 scores (i.e., 

𝑈) that were highly correlated to 𝑋 influenced the creation of 𝑊, and subsequently the creation of 𝑋 

scores (i.e., 𝑇). The process will resume to create a similar alignment, where the updated 𝑋 scores that 

correlate strongly with 𝑌 will influence the creation of updated 𝑌 scores and loadings. 
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5. Substitute the calculated 𝑇 for 𝑈 in equation 30. Solve for 𝑄, then normalize 𝑄. 

 𝑄ᇱ = (𝑇ᇱ𝑇)ିଵ𝑇′𝑌 (34) 

 

6. Solve for 𝑈 in the original equation 30. 

 𝑈 = (𝑄ᇱ𝑄)ିଵ𝑌𝑄 (35) 

 

7. Check for convergence of 𝑇. After several iterations 𝑇 will cease to change, meaning 𝑈, 𝑄, and 

𝑊 have also converged to stable values. At this point in the process, the respective influences 

between 𝑋 and 𝑌 that have updated both of their scores and loadings has created maximal 

alignment between 𝑋 and 𝑌. The scores and loadings for each project the original data towards 

the direction of maximum covariance. If 𝑇 has not converged, repeat steps 2-7. 

 

8. Calculate 𝑃, the loadings matrix of 𝑋, using the original equation 29. 

 𝑃ᇱ = (𝑇ᇱ𝑇)ିଵ𝑇′𝑋 (36) 

 

The key difference between 𝑃 and 𝑊 is that 𝑊 represents and is built based on features in 𝑋 that are 

related to the original data in 𝑌. On the other hand, 𝑃 is created based on the inner relationship 

between 𝑇 and 𝑋. It is created solely based on 𝑋, and not on 𝑌. The weightings (𝑊) impart influence 

from Y onto the X scores at the beginning of the process, but they themselves are not the loadings of 𝑋.  

9. Rescale 𝑇, 𝑊, and 𝑃. Store for future use. 

 𝑇௡௘௪ = 𝑇௢௟ௗ‖𝑃′‖ (37) 
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𝑊′௡௘௪ = 𝑊′௢௟ௗ‖𝑃′‖ (38) 

 

 

𝑃′௡௘௪ =
𝑃′௢௟ௗ

ฮ𝑃௢௟ௗ
ᇱ ฮ

 
(39) 

 

10. Calculate the scalar coefficient B, store for later use. 

 𝐵 = (𝑇ᇱ𝑇)ିଵ𝑈′𝑇 (40) 

 

All 𝑋 and 𝑌 scores and loadings for the first latent variable have been created at this point. Considering 

the eventual goal of this process is to create predictions of 𝑌 given 𝑋௡௘௪, 𝑌 will be unavailable to project 

towards the direction of maximum covariance with 𝑋௡௘௪. It is therefore necessary to convert the 

calculated 𝑌 scores, that align 𝑌 towards the respective 𝑋 alignment, to be in terms of 𝑋 alone. The 

coefficient 𝐵 serves as conversion factor of 𝑌 scores in terms of 𝑋 (𝑈 = 𝐵𝑇). At this point, all steps to 

create the first latent variable have been completed. 

To create a new latent variable, one must “deflate” the 𝑋 and 𝑌 matrices. Analogous to a principal 

component, each latent variable created only represents a portion of the variance in 𝑋 and 𝑌. All 

remaining variance data from the original 𝑋 and 𝑌 matrices not captured in the first latent variable are 

held in the residual matrices 𝐸 and 𝐹 from equations 29 and 30. The deflation process calculates the 

residual matrices, which will then replace the respective 𝑋 and 𝑌 matrices in the next iteration of steps 

1-10 to create the next latent variable. The subsequent latent variable after that will be similarly found. 

The residuals from the previous latent variable calculation will serve as the independent and dependent 

variable matrices in the following iteration. The deflation process for calculating the latent variable 

residuals is shown in equations 41 and 42, where 𝑘 is the number of latent variables calculated. 
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 𝐸௞ = 𝐸௞ିଵ − 𝑇௞𝑃௞
ᇱ   ;  𝑋 = 𝐸଴ 

 

(41) 

 𝐹௞ = 𝐹௞ିଵ − 𝐵௞𝑇௞𝑄′௞  ;  𝑌 = 𝐹଴ (42) 

 

Once all desired latent variables are calculated, the predictive regression model can be created. The final 

matrices used for regression contain each latent variable’s weightings, scores, loadings, and B coefficient 

matrices that are stored for each iteration of latent variable creation. The process is similar to principal 

component regression, where a coefficient will be calculated that, when multiplied by the 𝑋 scores, 

produces a prediction of 𝑌. The issue in PLS regression, however, is that the scores and loadings of 

latent variables are in terms of the residual matrices of the preceding latent variable. An adjusted 

loadings matrix 𝑅 may be created to put the 𝑋 loadings in terms of the original 𝑋 matrix. This calculation 

is shown in equation 43.  

 𝑅 = 𝑊(𝑃ᇱ𝑊)ିଵ (43) 

 

Similarly to equation 26, adjusted scores can now be calculated using the adjusted loadings, 𝑅, using 

equation 44. 

 𝑇 = 𝑋𝑅 (44) 

 

This allows a final regression model to be used easily without concern for the deflation of matrices over 

the course of the PLS process. The final PLS regression model is shown in equation 45. 

 𝑌 = 𝑇 ⋅ 𝑑𝑖𝑎𝑔(𝐵) ⋅ 𝑄ᇱ = 𝑋 ⋅ 𝑅 ⋅ 𝑑𝑖𝑎𝑔(𝐵) ⋅ 𝑄ᇱ = 𝑋 ⋅ 𝛽௉௅ௌ (45) 
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In review, the 𝑋 scores (𝑇) multiplied by the coefficients in 𝐵 are effectively equivalent to the 𝑌 scores. 

These are then multiplied by the 𝑌 loadings (𝑄) to define 𝑌. Further expansion shown in equation 45 

alludes to the straightforward solution for 𝛽௉௅ௌ, shown in equation 46. Future predictions of 𝑌 when 

given 𝑋௡௘௪ can be accomplished by simply multiplying 𝑋௡௘௪ by the calculated 𝛽መ௉௅ௌ. 

 𝛽መ௉௅ௌ = 𝑅 ⋅ 𝑑𝑖𝑎𝑔(𝐵) ⋅ 𝑄ᇱ (46) 

 

The number of latent variables to include in the final model is often decided based on cross-validation 

results. For example, a large number of latent variables can be initially created. LOOCV may be 

performed to find the average error of predictions when only one latent variable is included in the 

model. This would then be repeated, incrementally adding latent variables to the model. Eventually, 

adding more latent variables will either create insignificant increases to prediction accuracy or a 

decrease in accuracy due to overfitting. The optimal number of latent variables to include may then be 

decided. This will be exemplified in the results sections 11 and 13. 

5.4 Battery Equivalent Circuit Models 

In order to estimate various battery parameters and ensure efficient and safe operation of battery 

systems, researchers have investigated numerous methods to model battery voltage behavior. One of 

the most common and useful methods to accurately conceptualize and model battery voltage behavior 

uses the concept of equivalent circuits. When current is applied to a LIB, the internal charge transfer 

processes present themselves in a nonlinear dynamic voltage response, as shown in Figure 8. The 

physical and electrochemical reactions that govern these behaviors may be accurately analogized to 

various electrical circuit elements. Depending on the accuracy required of a model, ECMs may vary in 

complexity. The following discussion will use a bottom-up approach, starting at the most basic form of 
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ECM and will incrementally introduce more circuit elements and complexity used in common ECMs. The 

contents of this discussion have been largely informed and closely follow the structure found in [12]. 

 

Figure 8: Typical LIB voltage response to current input. Reproduced from [241]. 

5.4.1 OCV Model 

The most basic ECM treats a LIB as an ideal voltage source. In this circuit, as current is applied to a 

battery the voltage response is exclusively based on a change in OCV as a function of SoC change. 

Equation 47 shows how SoC changes with time based on the current applied and coulombic efficiency of 

the battery. In the following equations 𝑧 is defined as SoC, 𝜂 is coulombic efficiency, 𝑄 is the battery 

capacity, 𝑖 is the current, and 𝑡 is time. The equation shows that from a starting SoC at 𝑡଴, SoC changes 

based on the magnitude, sign (charging is negative, discharging is positive), and how long a current is 

applied to the cell multiplied by its charge efficiency. The amount of Ah charged or discharged from the 

cell, minus efficiency losses, divided by the total Ah capacity of the cell is the SoC change. For reference, 

the coulombic efficiency of LIBs is around 99% or higher [12]. Equation 48 shows the continuous voltage 

response equation for the overall OCV model, introducing the new variable, 𝑣, for voltage. Figures 9 and 

10 depict the equivalent circuit and OCV-SoC curves for common battery chemistries, respectively. 
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(47) 

 

 𝑣(𝑡) = 𝑂𝐶𝑉(𝑧(𝑡)) (48) 

 

 

Figure 9: Basic equivalent circuit model where battery terminal voltage is solely a function of OCV. Reproduced 
from [12]. 

 

Figure 10: SOC-OCV curves for common lithium-ion cell chemistries tested. Reproduced from [12]. 
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5.4.2 Rint Model 

Considering the OCV of a battery is reached only after long periods of rest, the previous model is quite 

limited in its usefulness. The concept of cell polarization, which is the departure of a cell’s terminal 

voltage from OCV, shall be introduced. To describe the immediate voltage response of LIBs to current, a 

series resistor element is added to ECMs, as shown in Figure 11. This model is commonly referred to as 

the “Rint” model. The series resistance creates an instantaneous response in voltage based on the 

magnitude and sign of the current, as dictated by Ohm’s law. The voltage change over the series resistor 

is added to the OCV model, as shown in equation 49. 𝑅଴ is the series resistance value, which models the 

total ohmic internal resistance of the battery. 𝑅଴ models the sum of resistances from cell components 

like the electrolyte, current collectors, separators, and more [242]. Using Ohm’s law and measuring the 

instantaneous change in voltage based on the change in current, one can easily calculate the value for 

𝑅଴. The Rint model not only describes a LIB’s immediate voltage change in response to current, it also 

introduces ohmic heating and power dissipation implications. 

 

Figure 11: “Rint” equivalent circuit model where battery voltage is a function of OCV and series resistance.  
Reproduced from [12]. 

 𝑣(𝑡) = 𝑂𝐶𝑉൫𝑧(𝑡)൯ − 𝑅଴𝑖(𝑡) (49) 
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5.4.3 Thévenin Model 

The characteristic complex nonlinear voltage behavior of LIBs is still not described by the Rint model, 

hence more circuit elements are required to describe this phenomenon. This nonlinear behavior is 

demonstrated in the voltage response curvature in Figure 8 during both periods of applied current and 

rest. Focusing on the extended period where no current is applied in the figure, the immediate voltage 

change associated with a series resistor is followed by an extended voltage relaxation period, where cell 

voltage slowly decays towards OCV. This slow voltage evolution is attributed to the diffusion of lithium 

ions in the electrolyte and bulk electrode materials and charge transfer reaction kinetics [243]–[247]. 

The nonlinear portion of the voltage response of a LIB is therefore often termed a “diffusion voltage,” 

and may be also labeled as the dynamic effects of the battery. The dynamic voltage effects begin to be 

described with the introduction of a parallel resistor-capacitor (RC) subcircuit. The addition of an RC pair 

to the Rint model creates what is called the Thévenin model, which is illustrated in Figure 12. 

 

Figure 12:  Thévenin equivalent circuit model where battery voltage is solely a function of OCV, series resistance, 
and polarization resistances. Reproduced from [12]. 
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Equation 50 shows the voltage evolution over time explained by the Thévenin model. The voltage 

change across the capacitor, 𝐶ଵ, is a function of the parallel resistor in the subcircuit, 𝑅ଵ, and is shown in 

equation 51. 

 𝑣(𝑡) = 𝑂𝐶𝑉൫𝑧(𝑡)൯ − 𝑣஼ଵ
(𝑡) − 𝑖(𝑡)𝑅଴ (50) 

 

 
𝑣஼ଵ

(𝑡) = 𝑣஼ଵ
(𝑡଴)𝑒

ି
௧

ோభ஼భ −  𝑖(𝑡)𝑅ଵ(1 − 𝑒
ି

௧
ோభ஼భ) 

(51) 

 

In the capacitor equation there is the inclusion of the subcircuit time constant, which is the product of 

𝑅ଵ and 𝐶ଵ and is commonly replaced with the variable 𝜏. The time constant of the battery indicates the 

rate that the diffusion voltage evolves. Specifically, it is the amount of time it takes for the diffusion 

voltage to decay to 36.8% of its initial value. Figure 13 depicts a curve that exemplifies the dynamic 

effects of a LIB once a charge pulse has ceased, showing the voltage relaxation period that occurs 

following an immediate ohmic voltage drop. The time constant of the battery is specified, showing a 

63.2% voltage loss from the initial Uo voltage. 𝜏 may be calculated directly by timing the voltage decay 

or may be estimated using the battery voltage model.  
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Figure 13: The diagram shows the appearance of a typic voltage relaxation curve and its time constant. Reproduced 
from [248]. 

The Thévenin model is often modified by adding more RC pairs to the equivalent circuit. This increases 

the accuracy of the model in describing diffusion voltages, but also increases the computational 

complexity of the model. Studies have shown that there are diminishing returns in model accuracy as 

more RC subcircuits are included in an ECM [246], [249]. With additional RC circuits, more time constant 

values may be calculated to ascribe more specific battery diffusion processes to voltage response 

curves. For instance, in a model with two RC pairs the first time constant is often tied to the “fast 

dynamics” or “activation polarization” of charge transfer processes, while the second time constant 

describes the “slow dynamics” or “concentration polarization” of diffusion processes [157], [246], [247]. 

Multiple-order time constants can be measured by timing a 63.2% voltage decay from the voltage value 

at the end of the previous time constant, or estimated based on voltage models. The increasing accuracy 

of including multiple RC pairs in an ECM is illustrated in Figure 14. 
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Figure 14: The voltage response estimations produced by various ECMs. Reproduced from [250]. 

There are numerous other ECMs commonly used in the literature to describe battery voltage behaviors. 

Some use different circuit elements, like inductors and constant phase elements, while others use stand-

in components that characterize battery hysteresis or Warburg impedance [187], [251]–[253]. 

Ultimately, the selection of which ECM is appropriate to use will depend on the application, data 

availability, and computational capacity. 
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Part III. Research Methodology 

The following sections in Part III describe the methods used to create PLS regression models for pack 

SoH and SoH CtCV prediction. All battery cell and pack testing procedures were performed using an 

Arbin Instruments BT-2043 Battery Test System at room temperature. For the purposes of this study, 

the SoH of a battery cell and battery pack consisting of four cells in series is defined by the following 

equations, respectively: 

 
𝐶𝑒𝑙𝑙 𝑆𝑜𝐻 (%) =

𝑄

𝑄௥
 × 100% 

(52) 

 

 
𝑃𝑎𝑐𝑘 𝑆𝑜𝐻 (%) =  

∑ 𝑄௜
ସ
௜ୀଵ

∑ 𝑄௥,௜ ସ
௜ୀଵ

× 100% =
∑ (𝐶𝑒𝑙𝑙 𝑆𝑜𝐻௜)ସ

௜ୀଵ

4
 

(53) 

 

Where 𝑄 is defined as the at-present capacity and 𝑄௥ is the nominal or rated capacity of a cell in Ah. 

Pack SoH is defined in terms of the cumulative cell capacities divided by their cumulative nominal 

capacities, which is equivalent to the average cell SoH. This definition is useful for series packs with 

active balancing, as well as to describe overall pack health with respect to every cell.  

6 Experimental Cell Characterization and Setup 

Prior to pack-level experimentation, it was necessary to degrade and characterize the experimental 

battery cells that would be used to form various experimental packs. New NCA cells were purchased for 

this experiment. The LFP cells used for this study were borrowed from another experiment, many of 



72 
 

which had already been partially degraded. The nominal capacities of the NCA and LFP cells was 2.5 Ah 

and 1.5 Ah, respectively. Cell capacities were characterized by constant current constant voltage (CCCV) 

charging the batteries to 100% SoC at 0.5 C with a 0.01 C cutoff current followed by a 5-minute rest. The 

capacities were then directly measured via Ah counting during a 0.5 C discharge until they reached their 

lower cutoff voltages.  

Following initial capacity measurements, several cells for each chemistry type were cycled to degrade 

their capacities to four SoH setpoints. For the NCA cells, four cells were cycled to approximately 80%, 

85%, and 90%, and five were cycled to approximately 95% SoH for each chemistry, totaling 17 

experimental cells. The LFP cells were degraded similarly, though an extra 80% SoH cell was used based 

on an inadvertent over-degradation of a cell. There were 18 total experimental LFP cells. The setpoints 

and number of cells were chosen to allow a variety of battery packs to be formed with different pack 

SoH and CtCV, as described in the following section. 80% was chosen as the minimum cell SoH used due 

to the fact that EV battery packs are often retired once they degrade to 80% SoH [24]–[28] and an EV’s 

pack SoH is often defined by its lowest capacity cells [61], [62]. The degradation cycling procedures 

involved repeated 2 C CCCV charges and 2 C discharges with resting periods between steps for safety. 

Intermittently, the cells were allowed to rest for several hours and their capacities were then measured 

using the same testing procedures as their initial capacity characterizations. Once a cell reached its 

approximate SoH setpoint the degradation cycling was concluded. 

Following degradation cycling, each cell was charged to 5% SoC (reasons for which are explained later) 

and tested to characterize their ohmic resistance and time constant. The test included a 10-second 2 C 

charge pulse followed by a 2-minute rest. A typical voltage profile of an LFP cell during characterization 

testing is shown in Figure 15. The ohmic resistance was calculated by recording the voltage change after 

one second from the start of the 2 C charge (V2-V1 in the figure) and dividing it by the applied current. 

The cell time constants (𝜏) were determined by measuring the amount of time it took voltages to 
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degrade (from V3, following ohmic voltage drops at the end of the 2C charge pulse) approximately 

63.2% towards their values at the end of the rest period (V4). The results of these characterizations are 

shown in Table 3 and analyzed in section 9.  

 

Figure 15: Experimental cell characterization test. 

7 Pack Testing Procedures and Setup 

Using the experimental cells described in the previous section, packs consisting of four cells in series 

were formed and tested for this study. Series packs consisting of four cells were chosen due to the 

voltage limits of the Arbin system. Experimental cells were assembled to form packs that ranged from a 

pack SoH of 80% (four cells at 80% SoH) to 95% (four cells at 95% SoH) in increments of 1.25% SoH. For 

each pack SoH setpoint, except for 80% and 95%, there were a multitude of cell SoH combinations that 

could be used to form a pack. For instance, a pack with four cells at 85% SoH would have the same pack 
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SoH as a pack with two cells at 90% and two cells at 80% SoH. The number of cells degraded to each 

setpoint was chosen to allow redundancy to improve the robustness of models and provide the ability to 

produce various SoH CtCV at each pack SoH setpoint.  

In pursuit of increasing the accuracy of the models, the goal was to administer testing procedures that 

would elicit substantially different pack voltage responses to current pulses among different pack SoH 

and SoH CtCV. All cells were charged to 5% SoC before testing due to results published by [254] that 

showed a larger divergence of differently aged cells’ SoC-OCV curves for LFP cells at low SoC ranges. A 

study performed by Nikolian et al. [255] also showed high battery parameter divergence at low SoCs for 

NMC cells, which have shown to exhibit similar voltage behavior to NCA batteries [249]. A 5% SoC also 

corresponds to a steeper portion of SoC-OCV curves for both chemistries [256], which would provoke 

more substantial pack voltage responses to applied current. 

Figure 16 shows the 170-second test profile of current pulses applied to the experimental packs. It 

should be noted that the total Ah charged during the 10-second 2 C pulse were equivalent to the Ah 

removed during the 80-second 0.25 C discharge pulse. This ensured a 5% SoC was maintained among 

the cells. The choice of pulse profile was due to the safety constraints of the batteries as well as the 

desire to produce enough of a divergence in voltage response of the different pack types in a short 

amount of time. Figure 17 shows the 3D printed test fixture that was designed to quickly form and test 

the experimental battery packs. 
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Figure 16: Test profile of current pulses for NCA and LFP packs. A positive C-Rate refers to a charging pulse. 

 

Figure 17: The battery pack test fixture. 
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8 Pack SoH and CtCV Modeling Procedures 

8.1 Data Setup and Processing 

There were a total of 140 pulse tests conducted on a variety of packs with different pack SoH and SoH 

CtCV for each of the NCA and LFP chemistries. The 140 tests were split into 100 tests for training the 

models and 40 tests for validation (i.e., “testing data set”). The number of tests used to train and test 

the models at different pack SoH setpoints is illustrated in Figures 18 and 19. The 100:40 ratio of training 

to testing data is based on the observations in empirical studies which have shown that accurate models 

can be optimally trained with reduced risk of overfitting when the data is split in a ratio of 70-80% for 

training and 20-30% for testing [257]. 

The voltage data for each of the 140 tests was recorded at 100 Hz and then rounded to the nearest 

second. All voltage readings rounded to the same second were then averaged, producing 170 voltage 

data points (one for each second of the test) to train and test the models. This was done to reduce the 

large amount of data points as well as fix any misalignment issues between tests due to the imperfect 

sampling rates of the Arbin system. Finally, the respective at-rest pack voltage for each test was 

subtracted from all data points within the test. This made the voltage response used to train and test 

the models the change in voltage from rest, and not the absolute voltage of the packs. All modeling was 

performed in RStudio software [258]. Using the same cell characterization methods previously 

described, raw voltage data from the initial 2 C charge pulse and following rest of the pack test profile 

was used to determine both pack ohmic resistance and the pack time constant. 
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Figure 18: Frequency of different SoH packs used for training and testing data sets for NCA packs. 

 

 

Figure 19: Frequency of different SoH packs used for training and testing data sets for LFP packs. 

Pearson’s correlation and partial correlation coefficients were calculated to determine the extent of 

linear relationships between various cell and pack parameters. These were calculated using equations 

17 and 18 for the testing data set. All reported correlation metrics were tested for significance at a 
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confidence level of 95%, using t-statics calculated from equations 19 and 20. An 𝑛 value of 100 and 𝑘 

value of one was used for these calculations. 

8.2 Model Selection and Parameters 

Amongst the various modeling methods used in literature this study used empirical models for several 

reasons. Physics-based models give us details which are easily interpretable, though they require a large 

number of parameters to be estimated and assumed to build a model [259], [260]. Errors due to 

inaccurate assumptions are compounded when applied to a pack of several cells in series instead of just 

one. ICA models on the other hand tend to be quite accurate, but even models optimized for partial 

discharge still require several minutes to estimate the SoH of a single cell [27], [261]. In comparison, 

pulse tests such as those used in empirical models and some data-driven models can be completed in a 

much shorter time duration [27], [262]. Finally, data-driven models generally require a large amount of 

data and substantial parameter tuning for optimization [196]. Empirical models are more suitable for 

smaller data sets and there are certain modeling techniques which can be implemented swiftly and 

easily [29]. For this study, a partial least squares (PLS) regression model was selected. 

The independent variables of the model consisted of the voltage response measurements for each pack 

at each second of the 170-second test. Two main factors which favored the use of PLS models were the 

fact that there are more variables (170) than number of observations (100) and the large degree of 

collinearity between the voltage responses at different times in the test [236]. 

Beyond pack SoH, additional modeling of the SoH CtCV of the packs was performed. As a measure of 

SoH CtCV, the standard deviation of cell SoH within a pack was modeled using the same variables as the 

pack SoH model. The pack standard deviation was calculated using equation 54, where 𝜎௣௔௖௞ is defined 

as the pack standard deviation, 𝑥௜ is an individual cell SoH, and 𝜇 is the average cell SoH in a pack. 
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𝜎௣௔௖௞(%)  =  ඨ

∑ (𝑥௜ − 𝜇)ଶସ
௜ୀଵ

4
 (54) 

 

The PLS regression models for both SoH and SoH CtCV are represented in equation 55. The 100 

observations from the training data set are indicated by the row in the variable subscripts. 𝑉 is the 

voltage response at a given second denoted by the column in the subscript, “MinCell” is the minimum 

cell SoH within a pack, and 𝑦 is either the pack SoH or 𝜎௣௔௖௞ for the corresponding models.  
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Models predicting pack SoH and 𝜎௣௔௖௞ for both chemistries were designed both with and without the 

inclusion of the MinCell variable. This was for several reasons. Firstly, in efforts to produce a model as 

simple as possible, the efficacy of solely using pack terminal voltage data was explored. Secondly, 

considering all cells maintained the same SoC throughout testing, it is reasonable to assume MinCell to 

be the power- and capacity-limiting cell in the series pack. Comparing models with and without MinCell 

would quantify the significance of including the impactful cell.  

8.3 Model Validation 

The number of PLS latent variables selected for all final models were determined based on the minimum 

MSE found using LOOCV on the training data sets for models containing up to 20 latent variables. LOOCV 

was employed due to the small size of the training data set. Once the number of latent variables to 

include was determined, the models were trained using the training data sets. These trained models 

were then used to provide pack SoH or 𝜎௣௔௖௞ estimations for the testing data sets. The final accuracy of 
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the models’ predictions for the testing data sets were reported in terms of the MAE, RMSE, and MaxAE. 

Additionally, for increased interpretability the standard deviations of the packs were categorized into 

low, medium, and high (L/M/H) standard deviation packs.  

L/M/H categorization was performed by dividing the training set packs’ standard deviations into terciles. 

Packs with standard deviations in the lower third of all training pack standard deviations were defined as 

having “low” standard deviation and so on for “medium” and “high” standard deviation packs. The 

accuracy of the standard deviation models was also reported as a function of how often the models’ 

predictions on the testing data sets correctly corresponded to their L/M/H ranking. The models did not 

directly predict a pack’s L/M/H classification, however. For example, if the lowest tercile of the training 

data set was from 1% to 3%, and the model predicted a testing pack’s standard deviation as 4% 

(corresponding to a medium ranking) when the testing pack’s actual standard deviation was 2% 

(corresponding to a low ranking), the prediction would be considered incorrect. If 30 out of 40 packs in 

the testing data set were correctly categorized in the proper L/M/H rankings, the model would be 

reported to have a categorization accuracy of 75%. 
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Part IV. Results and Discussion 

9 Cell-Level Analysis 

The results of the cell characterization tests are shown in Table 3. The correlative relationships between 

the extracted cell parameters and cell SoH were analyzed and are presented in Table 4. Results show a 

statistically significant negative linear relationship between the cell ohmic resistance values and SoH for 

both chemistries, as evidently shown in Figures 20 and 21. This result was expected and confirmed by 

the literature, which is detailed in section 4.1.3. 
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Table 3: Experimental cell characterization results. 

  NCA LFP 

Cell 
Number 

SoH 
(%) 

Ohmic 
Resistance 

(mΩ) 

Time 
Constant 

(s) 

SoH 
(%) 

Ohmic 
Resistance 

(mΩ) 

Time 
Constant 

(s) 

1 95.5 34.3 11.8 95.1 78.3 11.8 
2 95.4 53.0 11.9 94.7 82.2 12.4 
3 94.9 36.0 10.0 94.6 80.7 11.2 
4 94.8 33.5 11.7 94.6 83.3 12.0 
5 93.8 38.6 10.2 94.6 77.0 12.8 
6 91.1 33.5 10.1 90.3 80.3 14.3 
7 91.1 42.9 9.3 90.0 80.1 14.6 
8 91.1 38.2 11.5 89.9 85.6 14.0 
9 90.5 45.9 9.5 88.9 84.6 12.7 

10 86.5 52.1 9.1 86.5 89.3 14.0 
11 85.7 44.0 8.3 85.1 82.4 13.5 
12 85.3 52.4 7.6 85.1 88.5 14.5 
13 85.2 46.7 8.1 84.8 90.8 13.2 
14 81.2 66.8 5.9 83.4 89.7 13.3 
15 81.0 54.0 5.8 81.1 92.8 15.1 
16 81.0 54.3 7.9 80.4 86.8 12.7 
17 80.0 94.3 4.0 79.6 99.8 12.3 
18 - - - 79.6 94.7 12.7 

 

 

 

Table 4: Experimental cell parameter correlations. (NSS = Not statistically significant at 95% confidence level) 

Correlations NMC LFP 
Cell SoH vs Cell Ohmic 
Resistance -0.74 -0.85 

Cell SoH vs 𝜏  0.92 NSS 
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Figure 20: The ohmic resistance of experimental NCA cells vs SoH. A line of best fit included to show the linearity of 
the relationship. 

 

 

Figure 21: The ohmic resistance of experimental LFP cells vs SoH. A line of best fit included to show the linearity of 
the relationship. 

The NCA cell time constant values showed a strong positive linear correlation with SoH, meaning as the 

cells aged their time constant values decreased. Figure 22 shows this trend clearly. These findings are in 

agreement with the results from Attidekou et al. [242], who looked at the time constant values of NMC 
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voltage relaxation curves. Voltage relaxation curves refer to the nonlinear voltage response that occurs 

as a battery slowly approaches OCV after the cessation of a current pulse. While Attidekou et al. [242] 

used NMC cells and not NCA cells, there has been a noted similarity in the shape and magnitude of the 

relaxation curves of NMC and NCA cells in the literature [249]. 

 

Figure 22: The voltage relaxation curve time constant of experimental NCA cells vs SoH. A line of best fit included to 
show the linearity of the relationship. 

Figure 23 shows the voltage relaxation curves of a representative subset of the experimental NCA cells 

used in this study. These curves show the cell voltage response over time following the initial ohmic 

drop after the removal of a 2 C charge pulse. The existence of a relationship between cell SoH and the 

shape and magnitude of voltage relaxation curves is evident. The rapid initial voltage decay and overall 

magnitude of the voltage change in relation to cell SoH is consistent with the literature [50], [263]–

[266]. The steepening slope of the initial voltage response as SoH decreases explains the positive 

relationship between the time constant and SoH. The steeper slope of a highly degraded cell means that 

its voltage decays 63.2% towards OCV over a shorter period of time. 
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Figure 23: Voltage relaxation curves over time of experimental NCA cells of various SoH. The y-axis shows the 
voltage change of the cells following the ohmic drop after the cessation of a 2C charge pulse.  

The LFP cells did not show a statistically significant linear correlation between cell SoH and time 

constant values. This makes sense when looking at Figure 24 and the representative LFP voltage 

relaxation curves in Figure 25. The lack of clear correspondence between cell SoH and the relaxation 

curves is also supported by the literature [264]. 
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Figure 24: The voltage relaxation curve time constant of experimental LFP cells vs SoH. A line of best fit included to 
show the linearity of the relationship. 

 

 

Figure 25: Voltage relaxation curves over time of experimental LFP cells of various SoH. The y-axis shows the 
voltage change of the cells following the ohmic drop after the cessation of a 2C charge pulse. 
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In order to anticipate how the cell battery parameters will affect pack-level voltage behaviors upon 

assembly, it is useful to conceptualize the battery pack as a series of individual cell equivalent circuits. In 

the Thévenin model (described in section 5.4.3), the ohmic resistance and battery time constant can be 

analogized to a series resistor and RC subcircuit, respectively. Therefore, when cells are placed in series 

the expectation should be that the ohmic resistances have an additive effect, and the relationships 

between SoH and ohmic resistance should map closely from the cell to the pack-level. The RC pairs, 

however, would have a more complicated voltage response when placed in series, and the SoH-time 

constant relationship at the cell level would not clearly translate to the pack-level. 

10 Pack SoH vs Voltage Response 

The average voltage response of packs with various pack SoH setpoints is illustrated in Figures 26 and 

27. Both the NCA and LFP chemistries show significant deviations in voltage response across the various 

pack SoH setpoints during the test profile. The voltage response of the packs can be attributed generally 

into three categories: a change in OCV due to a change in SoC, an immediate voltage jump from a 

change in current due to the ohmic resistance, and the dynamic diffusion voltage response of the cells. 

The extent to which these mechanisms play a role in the voltage response of NCAs and LFPs varies and is 

exhibited in differences between Figures 26 and 27. 
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Figure 26: Average voltage response, relative to at rest voltage, of NCA packs from testing data set with various 
total SoH. Number of packs included in averages, n, specified in figure legend. 

  

 

Figure 27: Average voltage response, relative to at rest voltage, of LFP packs from testing data set with various 
total SoH. Number of packs included in averages, n, specified in figure legend. 
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There are several similarities, however, shown among the voltage responses of the different 

chemistries. Firstly, close examination of Figures 26 and 27 shows the NCA and LFP packs having minimal 

voltage deviation after an extended rest period (near 80 seconds into the test). This would allude to the 

voltage changes between packs in OCV due to SoC change being minimal for both chemistries. Next, 

Figures 26 and 27 show a variation between pack SoH setpoints in immediate voltage changes as current 

is applied or removed at seconds 10, 20, 80, and 160. This exemplifies the inverse relationship between 

ohmic resistance and SoH for NCAs and LFPs, which did indeed maintain the same relationships 

identified at the cell-level, as shown by the pack-level correlation data in Table 5 and Figures 28 and 29. 

The extent to which these relationships weakened from the cell- to pack-level may be due to 

experimental error, such as inconsistent contact resistance between cells in the pack test fixture. 

Nonetheless, these relationships were found to be significant and the difference in the strength of 

correlation amongst the two chemistries remained consistent from cell- to pack-level.  

Table 5: Pack-level parameter correlations. (NSS = Not statistically significant at 95% confidence level) 

Correlations NMC LFP 
Pack SoH vs Pack Ohmic 
Resistance 

-0.54 -0.68 

Pack SoH vs 𝜏௣௔௖௞ 0.91 NSS 
𝜏௣௔௖௞ vs |Discharge Slope| -0.90 0.28 
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Figure 28: The ohmic resistance of experimental NCA packs vs SoH. A line of best fit included to show the linearity of 
the relationship. 

 

 

Figure 29: The ohmic resistance of experimental LFP packs vs SoH. A line of best fit included to show the linearity of 
the relationship. 

The most glaring differences between the chemistries occurs during the extended low-current discharge 

from seconds 80 to 160. The NCA packs show a wide deviation in voltage response during this time, 

while the LFP packs show minimal differences amongst the different pack SoH setpoints. This is 



91 
 

explained by the calculated correlation coefficient values for pack SoH and a pack’s time constant (a 

proxy for pack dynamics), 𝜏௣௔௖௞. The 𝜌 value describing the relationship between pack SoH and 𝜏௣௔௖௞  

was 0.91 for the NCA packs, while this relationship was statistically insignificant for the LFP packs. 

Figures 30 and 31 provide supporting context to these results, which show consistency with the cell-

level parameter relationships previously discussed. Additional analysis showed that the absolute slope 

of the voltage response from seconds 85 to 160 for NCA packs has a strong correlation to 𝜏௣௔௖௞, with a 𝜌 

value of -0.90. In contrast, this relationship showed very weak for LFP packs with a corresponding 𝜌 

value of 0.28. In summary, the slope of the pack voltage response appears to closely represent the pack 

dynamics.  

 

Figure 30: The voltage relaxation curve time constant of experimental NCA packs vs SoH. A line of best fit included 
to show the linearity of the relationship. 

 



92 
 

 

Figure 31: The voltage relaxation curve time constant of experimental LFP packs vs SoH. A line of best fit included to 
show the linearity of the relationship. 

11 Pack SoH Model Results 

The final pack SoH PLS models including MinCell for the NCA and LFP packs contained 9 and 4 latent 

variables, respectively. The results of the cross-validation procedures for both chemistries are shown in 

Figures 32 and 33. 
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Figure 32: Results from leave-one-out cross-validation procedure for NCA pack SoH model. The MSE of the packs is 
shown to change as more latent variables are included in the model. The minimum MSE for the number of latent 
variables tested is circled in red. This corresponds to the number of latent variables included in the final NCA pack 
SoH model. 

 

 

Figure 33: Results from leave-one-out cross-validation procedure for LFP pack SoH model. The MSE of the packs is 
shown to change as more latent variables are included in the model. The minimum MSE for the number of latent 
variables tested is circled in red. This corresponds to the number of latent variables included in the final LFP pack 
SoH model. 
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The accuracy of the NCA and LFP SoH models’ predictions for the testing data sets are reported in Table 

6. Results show that the NCA pack SoH model is substantially more accurate when compared to the LFP 

model. This appears reasonable, considering the NCA packs had a much more diverse voltage response 

amongst different pack SoH compared to the LFP packs. With a stronger association between pack SoH 

and pack voltage response the model was able to leverage these relationships to produce higher 

accuracy estimates. 

Table 6: Pack SoH and Pack Standard Deviation model results for NCA and LFP packs. Mean Absolute Error (MAE), 
Root mean squared error (RMSE) and Maximum Absolute Error (MaxAE) reported. Categorization Accuracy refers 
to the percentage the model correctly estimated if a pack was in the Low, Medium, or High standard deviation 
ranking. 

  Pack SoH Model Pack Standard Deviation Model 

  MAE 
(% SoH) 

RMSE 
(% SoH) 

MaxAE 
(% SoH) 

MAE 
(% SoH) 

RMSE 
(% SoH) 

MaxAE 
(% SoH) 

Categorization  
Accuracy 

 (%) 

MinCell 
Included 

NCA 0.38 0.47 1.09 0.69 0.84 1.83 72.5 
LFP 1.43 1.92 6.58 0.77 1.02 2.35 65 

MinCell 
Excluded 

NCA 0.41 0.51 1.12 1.43 1.7 4.74 43.59 
LFP 8.50 10.99 26.67 12.62 15.14 31.18 20 

 

Including MinCell in the model drastically improved the accuracy for the LFP packs and only marginally 

improved the NCA pack SoH model. To contextualize the accuracy of these SoH models, various studies 

in the literature have set a threshold of acceptable accuracy under 3-5% cell SoH error [154], [267], 

[268]. In addition, the model performed very well in comparison to the studies reported in Table 2. 

Considering these studies and the thresholds of acceptable error were based on cell SoH models, the 

accuracy of the pack SoH models are especially impressive. For the LFP packs, including MinCell was 

required to meet the threshold standard. Even so, the ability to produce an accurate model using the 

data from pack voltage terminals and the weakest cell in the pack is substantially less burdensome than 

modeling the SoH of all individual cells in the pack. In practical applications, the pack performance-
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limiting cell(s) can be easily identified based on the weakest cells reaching upper and lower cutoff 

voltages first. The added computational resources required for SoH estimation of the weakest cells may 

be reasonable to accommodate for a BMS, especially considering the simplicity of the PLS estimation 

procedure. The NCA pack SoH model that solely relied on pack-level voltage data was extremely 

accurate. Results indicate that these modeling procedures may work especially well for cell chemistries 

in which dynamic behavior is strongly affected by cell aging and may not require any information at the 

cell-level.  

The under 3-minute testing time makes these procedures immensely advantageous over other testing 

methods, such as EIS or ICA. The ease of data collection and lack of reliance on historical battery usage 

data provides additional advantages over pack-level models found in the literature and various data-

driven methods. While the size of the experimental packs pale in comparison to that of an ESS or EV 

pack, the results and methodology outlined in this dissertation provide a roadmap for further 

experimentation. Moreover, given the modularity of large battery packs that are a combination of 

smaller battery strings and modules, these techniques may offer critical simplification to estimate SoH at 

resolutions above the cell-level.  

12 Pack CtCV vs Voltage Response 

The average voltage response of NCA and LFP packs with the same SoH setpoints, but different standard 

deviation rankings (i.e., L/M/H), was investigated. Representative illustrations of the apparent 

relationship (or lack thereof) between 𝜎௣௔௖௞ and voltage response for both chemistries are shown in 

Figures 34 through 37.  
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Figure 34: Average voltage response, relative to at rest voltage, of 85% SoH NCA packs with different standard 
deviation (σ) rankings. Number of packs included in averages, n, specified in figure legend. 

 

Figure 35: Average voltage response, relative to at rest voltage, of 91.25% SoH NCA packs with different standard 
deviation (σ) rankings. Number of packs included in averages, n, specified in figure legend. 
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Figure 36:  Average voltage response, relative to at rest voltage, of 85% SoH LFP packs with different standard 
deviation (σ) rankings. Number of packs included in averages, n, specified in figure legend. 

 

Figure 37: Average voltage response, relative to at rest voltage, of 91.25% SoH LFP packs with different standard 
deviation (𝜎) rankings. Number of packs included in averages, n, specified in figure legend. 
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While the relative magnitude of voltage response was seemingly random between L/M/H packs for both 

chemistries across multiple pack SoH setpoints, one parameter did consistently behave in accordance 

with pack ranking for NCA packs. For NCA packs, regardless of which pack ranking had experienced the 

largest average voltage response during the 10-second charging pulse, the slope of the voltage response 

during the discharge pulse was always in rank order. Specifically, the smallest absolute slope 

corresponded to the “Low” standard deviation ranked packs (i.e., the most homogenous packs), the 

next highest were “Medium” packs, and the steepest slopes corresponded to “High” standard deviation 

packs. This relationship was always true during the discharge pulses across all pack SoH setpoints where 

each L/M/H ranking was represented. This relationship did not extend to the LFP packs, most likely due 

to the aforementioned weak relationship between discharge slope and LFP pack dynamics. 

In order to further investigate the relationships between pack voltage response and pack standard 

deviation (i.e., SoH CtCV), it was necessary to isolate and parse out the relationships between pack 

voltage response and pack SoH established in section 10. To that end, partial correlations were 

calculated for various pack parameters, controlling for the parameters’ relationships to pack SoH. Key 

findings of this analysis are demonstrated in Table 7. 
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Table 7: Partial correlation coefficient values for NCA and LFP packs, controlling for pack SoH interactions. (NSS = 
Not statistically significant at 95% confidence level) 

Partial Correlations NMC LFP 
𝜌 (𝜏௣௔௖௞, 𝜏ெ௜௡஼௘௟௟) 0.68 0.26 
𝜌 (𝜏௣௔௖௞, 𝜏 of 2nd lowest SoH cell in pack) NSS 0.21 
𝜌 (𝜏௣௔௖௞, 𝜏 of 3rd lowest SoH cell in pack) -0.32 0.31 
𝜌 (𝜏௣௔௖௞, 𝜏 of highest SoH cell in pack) -0.50 NSS 
   

𝜌 (𝜎௣௔௖௞, 𝜏ெ௜௡஼௘௟௟) -0.65 NSS 
𝜌 (𝜎௣௔௖௞, 𝜏௣௔௖௞) -0.70 NSS 
𝜌 (𝜎௣௔௖௞, Pack ohmic resistance) 0.02 NSS 
   

𝜌 (|Discharge slope|, 𝜎௣௔௖௞) 0.24 -0.23 
𝜌 (|Discharge slope|, 𝜏௣௔௖௞) -0.41 0.25 
𝜌 (|Discharge slope|, 𝜏ெ௜௡஼௘௟௟) -0.56 0.20 
𝜌 (|Discharge slope|, Pack ohmic resistance) NSS NSS 

 

Results showed that for NCA packs the lowest SoH cell (i.e., MinCell) dominated the overall pack’s 

dynamics, with a partial correlation coefficient value for 𝜏௣௔௖௞ and 𝜏ெ௜௡஼௘௟௟  of 0.68. This correlation was 

much stronger compared to 𝜏௣௔௖௞ and any other cell’s time constant. This therefore may explain the 

moderately strong relationship found between 𝜎௣௔௖௞ and 𝜏ெ௜௡஼௘௟௟, which had a partial 𝜌 value of -0.65 

for NCA packs. Considering packs with higher standard deviation will inherently have a lower minimum 

cell SoH compared to homogenous packs of the same total SoH, the dynamics of the packs will be 

different due to the substantial influence of the minimum SoH cell. Therefore, the time constant of a 

pack can offer insight into the SoH CtCV of an NCA pack relative to other packs of the same SoH. Given 

the outsized influence of the weakest cells on pack power and energy capacity in series packs, it would 

appear the impact of these cells extends even further. These findings provide novelty to the CtCV 

diagnostic literature, as SoH CtCV has seldom been truly isolated as a variable for inspection, especially 

at multiple pack SoH. 
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Regarding the voltage response slope and 𝜎௣௔௖௞ relationship observed, the partial 𝜌 value showed a 

weak relationship between the two with a value of only 0.24 for NCA packs. Given the moderately 

strong 𝜌 value for the NCA pack’s absolute discharge slope and 𝜏ெ௜௡஼௘௟௟ (controlling for pack SoH) of        

-0.56, it would appear that while 𝜏ெ௜௡஼௘௟௟ correlates with 𝜎௣௔௖௞ and discharge slope individually, 𝜎௣௔௖௞ 

and discharge slope are relatively independent of one another directly. All of the relationships described 

in this section were weak or statistically insignificant for the LFP packs, most likely due to the weak 

relationship between cell dynamics and SoH described in section 10. 

13 CtCV Modeling Results 

Table 6 details the accuracy of the pack standard deviation models for both chemistries. Without the 

inclusion of MinCell both models performed extremely poorly in properly categorizing pack standard 

deviation. The inclusion of the minimum SoH cell increased the accuracy of both substantially. This is 

likely due to the fact that the training data for the standard deviation models was the same as the SoH 

models. If the information present in the data alluded to overall pack SoH, then the inclusion of the SoH 

of one of four cells, and specifically the minimum SoH cell, provided enough data to produce modestly 

accurate categorization. The NCA model was more accurate, perhaps primarily due to the higher 

accuracy of NCA pack SoH estimation, though the relationship between dynamic voltage response and 

𝜎௣௔௖௞ being stronger in NCA packs than LFP packs may have played a minor role as well.  

The NCA and LFP standard deviation PLS models that contained the MinCell variable were created with 8 

and 3 latent variables, respectively. The results of the cross-validation procedures for both chemistries 

are shown in Figures 38 and 39.  
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Figure 38: Results from leave-one-out cross-validation procedure for NCA pack standard deviation model. The MSE 
of the packs is shown to change as more latent variables are included in the model. The minimum MSEP for the 
number of latent variables tested is circled in red. This corresponds to the number of latent variables included in the 
final NCA pack standard deviation model. 

 

Figure 39: Results from leave-one-out cross-validation procedure for LFP pack standard deviation model. The MSE 
of the packs is shown to change as more latent variables are included in the model. The minimum MSEP for the 
number of latent variables tested is circled in red. This corresponds to the number of latent variables included in the 
final LFP pack standard deviation model. 
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Figures 40 and 41 detail the models’ classification predictions with MinCell included. For both 

chemistries no “High” standard deviation packs were predicted “Low” and vice versa, but packs were 

often mis-classified as having “Medium” standard deviation. Results indicate that pack-level voltage data 

and the minimum SoH cell in a pack can provide a basic understanding of SoH CtCV. Experimentation on 

larger packs will need to be undertaken to establish the limits of this premise. 

 

Figure 40: Pack standard deviation model classification results for NCA testing data set. The actual pack standard 
deviation classifications and the model’s predicted standard deviation classification are specified. 
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Figure 41: Pack standard deviation model classification results for LFP testing data set. The actual pack standard 
deviation classifications and the model’s predicted standard deviation classification are specified. 

14 Experimental Sources of Error 

Despite diligent care taken to maintain experimental integrity and reproducibility, there are a number of 

sources of error in this study worth mentioning. Based on the relationships dictated by Ohm’s law, 

consistent contact resistance between battery terminals and electrical load is critical to produce 

comparable voltage responses of experimental battery cells and packs. In response, cell and pack test 

fixtures were strategically designed with the purpose to produce uniform contact pressure and surface 

area to the experimental batteries. However, it is possible that 3D printing tolerances and unobserved 

strain in test fixtures would produce imperfect consistency between tests. 

Unintended variation between cells may also be a source of error for this study. Intrinsic variations, of 

course, are always present in battery experimentation. Efforts were made to limit these effects by using 

multiple redundant cells and packs with the same approximate SoH and SoH CtCV for model training and 
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testing. Extrinsic sources outside of aforementioned contact resistances are also of relevance. While 

NCA cells were all degraded under the same conditions, the LFP cells used from a previous study were 

partially degraded under temperature gradients and different cycling conditions than the NCA cells. 

Based on the pathway dependence of degradation sources and resultant battery behaviors, this could 

produce imperfect comparisons between the two battery chemistries as well as variation amongst the 

LFP cells. 

The calculation of time constant values for experimental packs and cells is another area for critique. In 

theory, time constant values should be calculated based on the battery voltage relaxing to full open-

circuit voltage. Given that full voltage relaxation can take several hours, the voltage after a short rest 

was used in place of OCV for expediency, as stated in sections 6 and 7. Though the magnitude of voltage 

change between the actual and approximated value for OCV is minimal (several mV), it is technically 

incorrect. Cross referencing and confirming results with the literature and using the lower resolution 

equivalent of a one-RC Thévenin model gives confidence that the impacts of this approximation are 

minor. Furthermore, time constant values were used for conceptual interpretation of test results and 

did not play a role in model training or testing. 

Finally, measurement errors from the Arbin system and rounding errors from data processing can 

attribute errors to the modeling results. Given that the same Arbin system was used for all cell and pack 

testing and the same data processing schemes were applied to all data, these errors are considered to 

be equal in effect across all data. Therefore, comparisons between the voltage responses of all 

experimental cells and packs should be considered appropriate.  
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Part V.        Conclusion 

15 Research Summary 

NCA and LFP battery packs were tested to train pack SoH and SoH CtCV PLS models. Pack SoH was 

defined as the cumulative capacity of the pack divided by its cumulative nominal capacity. SoH CtCV was 

defined in terms of the standard deviation of cell SoH in a pack. Each pack was made up of four cells in 

series that were degraded to form packs of various SoH and SoH CtCV. For each battery chemistry 100 

packs were used to train the models and 40 additional packs were used to validate the models’ 

accuracy. The under 3-minute tests performed on the packs consisted of a quick charge pulse followed 

by a rest and extended low-current discharge pulse. The voltage response from each second of the test 

were used as predictor variables in the PLS models. Models were also created with and without the 

addition of the minimum SoH cell in a pack (i.e., “MinCell”) as a predictor variable. 

Analysis of test results showed that the slope of the discharge voltage response curves had a strong 

correlation with the dynamic voltage response of the NCA packs. The dynamic response of the NCA 

packs was shown to have a strong relationship with pack SoH, and at a given pack SoH the minimum SoH 

cell within the pack dominated the overall dynamic response of the pack. The dynamics of the minimum 

SoH cell was also shown to have moderately strong relationships with SoH CtCV and the slope of the 

discharge voltage response curve, though the SoH CtCV and voltage response slope did not appear to be 

directly related. No notable relationships with the LFP pack or cell dynamics were observed. 

The pack SoH models without the MinCell variable produced a MAE of 0.41% and 8.50% pack SoH for 

the NCA and LFP packs, respectively. The difference in model accuracy was attributed to the 
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relationships between the dynamics of each battery chemistry and SoH. The pack SoH models including 

the MinCell variable produced a MAE of 0.38% and 1.43% pack SoH for the NCA and LFP packs, 

respectively. The relative ease of acquiring MinCell values in real-world applications provides evidence 

of the practical applicability of the model.  

SoH CtCV models without MinCell produced unreasonable error in categorizing packs with low, medium, 

and high standard deviation rankings. The models including MinCell were able to properly categorize 

packs 72.5% and 65% of the time for NCA and LFP packs, respectively. Further experimentation is 

necessary to understand the effectiveness of these methods for larger packs. 

In summary, the results of this study detail a reproducible methodology for LIB pack characterization. A 

thorough review of the relevant research literature detailed the deficiencies of common modeling 

practices, including the scarcity of pack-level SoH models and overly burdensome data collection and 

computation procedures. In response, this study leveraged quick testing procedures, easily accessible 

data, and computationally expedient modeling methods. Results produced accurate pack SoH models 

that pose major advantages over many commonly used modeling procedures.  

16 Future Works 

The results of this study inspire further questions regarding opportunities to expand on this work. In 

order to further identify the practicality of these methods, several incremental approaches should be 

taken to identify the limitations of these procedures in accurately estimating pack SoH. Considering the 

varying voltage responses and subsequent modeling results of the NCA and LFP packs, testing 

procedures should be reproduced using additional commonly used LIB chemistries, such as NMC and 

LCO cells. This would be a simple procedure to help further identify the practical scope of these 

methods. To that end, larger SoH ranges could be modeled using cells degraded below 80% capacity, as 
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cells are frequently retired well after their supposed EoL conditions [37]. Provided the proper testing 

equipment is available, larger series packs should be tested to validate the applicability of these PLS 

models for use in larger energy storage applications. This would also provide insight to better 

understand the impact of including or excluding the MinCell variable in the estimation accuracy of pack 

SoH and SoH CtCV. To closer reflect common LIB operating conditions, additional relevant variables that 

affect voltage behavior could be included in the models. These would include environmental conditions 

like temperature, or testing the cells at various SoC. The added interactions of multiple variables would 

significantly increase model complexity and likely require much larger training and testing data sets. 

Finally, the test pulse profile could be optimized by identifying the most important components for 

parameter estimation in the test procedures. Prior to producing this study, brief testing was performed 

on several NCA and LFP cells before selecting final pulse testing procedures. Longer and higher current 

pulses produced more variation in voltage responses between cell SoH, hence the selection of a 

maximum 2C charge pulse and long secondary pulse for this test. A more systematic approach may be 

effective in reducing testing times and increasing predictive accuracy.  
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