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Perspective
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Abstract 
Background: Electronic health record (EHR)-based patient messages can contribute to burnout. Messages with a negative tone are particularly 
challenging to address. In this perspective, we describe our initial evaluation of large language model (LLM)-generated responses to negative 
EHR patient messages and contend that using LLMs to generate initial drafts may be feasible, although refinement will be needed.
Methods: A retrospective sample (n¼50) of negative patient messages was extracted from a health system EHR, de-identified, and inputted 
into an LLM (ChatGPT). Qualitative analyses were conducted to compare LLM responses to actual care team responses.
Results: Some LLM-generated draft responses varied from human responses in relational connection, informational content, and recommenda
tions for next steps. Occasionally, the LLM draft responses could have potentially escalated emotionally charged conversations.
Conclusion: Further work is needed to optimize the use of LLMs for responding to negative patient messages in the EHR.

Lay Summary 
Doctors and other clinicians are receiving a growing number of messages from patients through electronic health records systems. This work
load is contributing to clinician burnout. Some messages can be very negative or emotionally charged. These messages often require a lot of 
time or effort to respond to. In this article, we discuss results from a preliminary evaluation we conducted using large language models (like 
ChatGPT). We analyzed whether these models could help provide starting drafts to respond to patient messages, with a focus on negative mes
sages, since these can be particularly difficult. We found that ChatGPT provided reasonable starting drafts in many cases, but that there were 
also issues in the drafts that would require further editing. These issues included sometimes not drafting the text from the perspective of a clini
cian, using overly broad or generic language, inappropriate escalation (eg, instructing the patient to file complaints to the medical board), and 
inconsistent recommendations for in-person follow-up visits. Based on this evaluation, we highlight not only the promise and possibilities of this 
technology but also considerations and challenges that need to be addressed for optimizing its future use.
Key words: burnout; health services; ChatGPT; large language model; electronic health records. 

Introduction
Clinician burnout is a growing epidemic.1,2 While electronic 
health record (EHR) patient portals have enabled more trans
parency for patients and access to medical documentation, 
they have also resulted in increased workload for clinical 
teams due to growing volumes of patient messages and are 
commonly cited sources of burnout.3,4 Prior studies have 
even demonstrated a physiological stress response associated 
with EHR inbox work.4 Strategies recommended to tackle 
this workload include triaging messages with staff, charging 
fees to discourage messaging, and using templated responses 
to common inquiries.5 Recently, generative artificial intelli
gence (AI) large language models (LLMs), such as ChatGPT, 
the LLM developed by OpenAI,6 have sparked discussion 

about potential clinical applications,7–12 comprising a novel 
approach to addressing EHR patient messaging.

In response to patient messages in EHRs, LLMs could 
provide drafts that would require approval or editing by clini
cians, representing a more sophisticated version of the “auto- 
complete” or suggested phrases available in e-mail clients or 
the templated text available in EHRs. This may mitigate cog
nitive and time burden and decrease burnout risk. An early 
study on this topic has already demonstrated promise, 
although it examined questions posted in a public forum 
rather than those privately messaged to clinicians with an 
existing patient relationship.13

In clinical application, several challenges to widespread 
deployment include (1) “hallucinations,”14–16 wherein the 
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LLM confabulates responses, (2) factual inaccuracy,17 and 
(3) difficulty in managing emotionally charged messages. 
Patient messages that have a negative tone may include emo
tionally charged content and even profanity or threats.18

These messages may disproportionately impact clinician time 
and well-being. There is limited understanding of whether 
LLMs can emulate the humanism and compassion inherent in 
clinical practice, although LLMs have demonstrated the 
capability to generate empathetic responses.13 Here, we eval
uated the feasibility of using LLMs to assist with EHR mes
saging. We were particularly interested in whether LLMs can 
help address difficult negative patient messages, by qualita
tively comparing LLM-generated responses to actual clinician 
responses for patients’ EHR messages with negative senti
ment. We will describe the results of this initial evaluation 
and our perspectives regarding future implementations.

Methods
The University of California San Diego (UCSD) Institutional 
Review Board approved this study. We previously extracted 
and conducted sentiment analyses on a large corpus of 
patient messages (n¼630 828) from the UCSD Health EHR 
(Epic Systems, Verona, WI) sent to physicians from April to 
September 2020.18 We extracted a random sample of 50 mes
sages with negative sentiment, defined by computationally 
generated sentiment scores using the Python VADER senti
ment analyzer.18 This sample size exceeds the threshold 
established by prior qualitative studies, showing thematic sat
uration can be achieved with as few as 10 cases.19–21

The text of de-identified patient messages was copied and 
pasted as inputs to an LLM (GPT-3.5, OpenAI, San Fran
cisco, CA). Each response was generated with a fresh session. 
Initially, no additional prompts, instructions, or modifica
tions were used besides the de-identified patient message text.

We also extracted actual historical responses in the EHR 
authored by the attending physician or by clinical team mem
bers such as medical assistants or nurses in response to the 
patient messages. For ease of reference, the care team’s 
responses will be heretofore referred to as “clinician 
responses.” In the absence of a written clinician response, we 
conducted a manual chart review to understand other follow- 
up actions taken (eg, ordering a requested medication, or 
scheduling a follow-up visit). Two coders (MTS and SLB) 
performed an initial comparison between the LLM-generated 
responses and the clinician responses. They identified themes 
around common differential variations between LLM- 
generated responses and clinician responses. A set rubric was 
not used, as the initial evaluation was exploratory in nature 
and aimed to identify possible themes without prior con
straints. Furthermore, pre-defined themes were not available 
due to the lack of any existing literature or framework 
regarding LLM-generated responses to EHR patient messages 
given the nascent nature of this application. The coders com
piled observations from their initial comparisons and identi
fied the most common themes, then performed another 
iterative review of messages to validate the identification of 
these themes. The themes were then shared with the rest of 
the study team, who validated the responses. We also com
pared the lengths of responses based on word count. Specific 
examples were chosen for illustrative purposes, focusing on 
LLM responses that contrasted the clinician responses.

Based on themes that emerged in the initial analyses with
out prompts, another round of analysis was conducted with a 
simple prompt (“Respond to the following message from a 
patient as if you were their physician, be concise, and avoid 
self-referencing being an artificial intelligence model”) to 
investigate whether prompting would improve LLM 
responses. While we anticipate that no health system would 
implement LLMs without prompts, we were interested in 
understanding what the “baseline” promptless LLM response 
would be, and how even simple prompting could potentially 
improve the quality of the response drafts and help inform 
future prompt engineering efforts.

Results
The LLM generated human-readable, coherent responses for 
every patient message. No error messages or downtime 
events, nor situations where the LLM expressed that it did 
not have enough information to generate a response, were 
observed. On average, LLM responses were approximately 
triple the length of clinician responses, with a mean (standard 
deviation) of 119 (45) words versus clinicians’ 42 (23) words.

Several themes emerged in comparing LLM-generated 
responses with clinician responses, including differences in 
relational connection, informational content, and recommen
dations for the next steps (Table 1).

Relational connection
The LLM often recommended patients consult a healthcare 
provider, while clinician responses already reflected the per
spective of being the provider. In addition, LLM responses 
appeared mechanical and often self-referenced being an AI 
model (“As a language model AI. . .”; “As an AI, I don’t have 
personal feelings or beliefs”). In contrast, clinicians’ 
responses varied widely, ranging from personal, heartfelt, 
empathic, instrumental, and prescriptive, to mechanical.

Informational content
The informational content of LLM responses appeared non
specific, often stating broad generalities such as, “It’s impor
tant to communicate with your healthcare provider.” 
Clinicians’ responses were more specific and targeted to the 
patient’s clinical situation (“I have placed a referral to gastro
enterology for you”; “Go ahead and start taking 150 mg. I’ll 
send over a new prescription.”). Table 2 provides additional 
specific examples of differences in informational content.

Recommendations for next steps
In addition, as seen in the example messages in Table 1, there 
were situations where instead of providing a written response 
to a negative or emotionally charged message, clinical teams 
made calls, arranged video visits, or scheduled in-person vis
its for patients who were clearly upset. In contrast, LLM 
responses tended to be long explanations that sometimes had 
the potential for escalation. For example, in one instance the 
LLM recommended the patient contact the physician’s super
visor, the state medical board, or the physician’s professional 
society (Table 1). There were also instances where the LLM 
responses suggested urgency, whereas the clinician responses 
often referred to prior investigations that had already been 
performed and provided reassurance without indicating a 
need for an urgent follow-up visit (Tables 1 and 2).
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Table 1. Examples of large language model (LLM)-generated responses and actual clinician responses to negative patient electronic health record (EHR) 
messages.

Patient message in the 
EHR

Actual documented 
response in the EHR

LLM-generated response (no 
prompt)

LLM-generated response 
(with prompt)

Comparisons

Well I am not a religious 
person, I hope and expect 
that you will spend eternity 
in hell. You are an abusive, 
nasty, cheap person.

Thought I’d share these 
messages with you, pt 
sent to ����. 
[Message was for
warded, follow-up visit 
was made] 

I’m sorry to hear that you feel this 
way. As an AI, I don't have per
sonal feelings or beliefs, and I 
don't have the ability to experi
ence emotions or go to heaven or 
hell. My purpose is to provide 
information and assistance to the 
best of my ability. If you have any 
specific concerns or issues that you 
would like to address, I would be 
happy to try to help. Please let me 
know how I can assist you.

I’m sorry if there has been 
any misunderstanding or 
conflict between us. As 
your physician, my pri
mary goal is to provide 
you with the best possible 
care and support. If there 
are any specific concerns or 
issues you’d like to 
address, please let me 
know, and I’ll do my best 
to assist you.

The care team transitioned 
this to an in-person visit 
rather than continuing to 
engage in EHR messaging 
(difference in recommenda
tions for next steps). The 
relational connection issue 
was illustrated by the LLM 
self-referencing being an AI 
model, although with the 
prompt it corrected to 
identifying as the patient’s 
physician.

What’s happening with me 
you ask? In my latest news, 
I feel like cra� pretty much 
every day of my life and 
struggle completing basic 
human functions. So that’s 
fun for me.

No written reply was 
found in the EHR for 
this exact message 
thread, but shortly after 
the initial message the 
patient was admitted to 
the hospital, had multi
ple video visit and tele
phone encounters 
documented, and 
another completed fol
low-up office visit in the 
subsequent few days.

I am sorry to hear that you are 
experiencing difficulty with your 
daily life and that you are feeling 
unwell. It is important to speak 
with your healthcare provider to 
understand the cause of your 
symptoms and develop a plan for 
treatment. There may be underly
ing medical conditions or lifestyle 
factors that are contributing to 
how you feel. It is important to 
seek care and not to suffer in 
silence. Additionally, it’s impor
tant to take care of yourself emo
tionally and mentally, try to find 
activities or hobbies that you 
enjoy and can do despite your 
condition, and try to stay positive. 
It may also be helpful to talk to a 
therapist or counselor to help you 
cope with the emotional and men
tal impact of your condition.

I’m sorry to hear that 
you're feeling this way. It’s 
important for me to gather 
more information about 
your symptoms and medi
cal history to better under
stand what might be 
causing your current con
dition. I recommend sched
uling an appointment with 
me or another healthcare 
professional to discuss 
your concerns in detail and 
explore potential treatment 
options.

The unprompted LLM 
response had an error in 
relational connection (“It 
is important to speak with 
your healthcare provider”), 
while the prompted LLM 
response corrected this 
issue. The recommenda
tions for next steps were 
aligned (scheduling an 
appointment). The infor
mational content in the 
unprompted LLM response 
veered into nonmedical 
areas (mention of activities 
and hobbies).

I would ask that you go 
ahead and prescribe the 
Lasix as I will be raising 
he�� about the poor com
munication here.

Sorry to hear about the 
miscommunication. I 
will forward your mes
sage to Dr ���� to see if 
he can touch base with 
Dr ��� or if he is able to 
prescribe lasix for you. 
Take care, ���

I am sorry to hear that you have 
been frustrated with the communi
cation regarding your upcoming 
procedure. However, as a lan
guage model AI, I am not able to 
prescribe any medication. It’s 
important to discuss with your 
healthcare provider any concerns 
you have about your condition 
and treatment, including any 
issues you may be experiencing 
with communication. 
Lasix (furosemide) is a diuretic 
medication that is used to treat 
high blood pressure and edema 
(swelling) caused by heart, liver or 
kidney conditions. It is typically 
prescribed by a medical doctor or 
other healthcare provider and can 
have potential side effects. Your 
doctor will take into account your 
specific health condition and any 
other medications you may be tak
ing before prescribing this 
medication. 
Please keep in mind that any 
changes to your medications or 
treatment plan should be dis
cussed with your healthcare 
provider. 

I understand your frustra
tion with the communi
cation. I’ll proceed with 
prescribing Lasix for 
you.

The unprompted LLM 
response self-referenced 
being an AI model and 
needing to discuss the 
question with a healthcare 
provider, while the 
prompted LLM response 
had the correct relational 
connection of being the 
patient’s clinician. The 
actual clinician response 
was derived from a care 
team member and not the 
prescribing physician. The 
prompted LLM response 
did engage in medical deci
sion-making (prescribing 
Lasix), which was unex
pected. Both LLM and 
clinician responses 
included apologetic/empa
thetic sentiment. The 
unprompted LLM response 
included informational 
content about the medica
tion that was not directly 
relevant to the patient’s 
question.

(continued) 
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Use of prompts
Prompting mitigated some of these issues. Table S1 provides 
additional examples of analyzed patient messages, LLM 
responses without prompts, and LLM responses with the 
prompts. With prompting, the LLM typically avoided self- 
referencing being an AI model and answered from the per
spective of a clinician (“As your physician”), although there 
were occasional exceptions even with the prompt. The 
responses were still often generic, and there was still a risk of 
escalation (“I encourage you to reach out to the appropriate 
channels to file a complaint”). Some LLM responses with the 
prompt included clinical or medical decision-making. There 
were still differences in recommendations for the next steps 
even when prompts were used. However, our team’s 

assessment of the prompted LLM responses was that many 
would provide helpful starting drafts for clinicians.

Discussion
We found that LLM responses were overall feasible for draft
ing initial responses to patient EHR messages, but they 
tended to have differences in relational connection, informa
tional content, and recommendations for next steps com
pared to clinician responses. These findings demonstrate 
some of the current challenges that need to be addressed to 
optimize LLMs for future use in EHR messaging.

Without prompts, the LLM frequently responded with rec
ommendations for patients to see a healthcare provider or 

Table 1. (continued) 

Patient message in the 
EHR

Actual documented 
response in the EHR

LLM-generated response (no 
prompt)

LLM-generated response 
(with prompt)

Comparisons

This is a big GO TO HE��
to “Doctor” ���, whose 
cutting me off by refusing 
to fill my prescription for 
bupropuion on spite of 
multiple entreaties and his 
further silent abandonment 
of me caused me to force- 
wean myself from this 
medication. His lack of 
empathy and general lack 
of caring is disgusting and 
a violation of the spirit of 
the Hippocratic Oath he 
ostensibly took at some 
point. He definitely did 
harm here to me, and while 
this harm was not fatal or 
gave me any lasting injury, 
it was major discomfort. I 
plan to file a complaint 
against him with any medi
cal boards and federal reg
ulators I can find. I am sure 
that that won't do a damn 
thing, as patients have no 
recourse. I plan to also file 
complaints against his 
superiors at UCSD for 
allowing him and probably 
multiple other physicians 
under their control to be 
saddled with upwards of 
200% or more of their 
patient capacities. Again, 
you all can go to he��.

No written reply was 
found in the EHR for 
this exact message 
thread, but a refill 
encounter was created 
on the same day for the 
medication in question, 
and another EHR 
patient portal encounter 
created on the next day.

I’m sorry to hear about your nega
tive experience with your doctor 
and the difficulty you’ve had with 
getting your medication. It’s 
important to communicate with 
your healthcare provider about 
any concerns or issues you have 
with your treatment. If you feel 
that your concerns have not been 
addressed, it may be helpful to 
request a meeting with the physi
cian's supervisor or the patient 
representative at the clinic to dis
cuss the matter further. It’s also 
important to know that filing a 
complaint against a healthcare 
provider or a clinic is a serious 
matter and should be done after 
careful consideration. There are 
different ways to file a complaint, 
such as contacting the state medi
cal board or a professional society 
that the healthcare provider 
belongs to. Before you file a com
plaint, it is important to have all 
the facts and evidence in order. 
It’s also important to understand 
that there are many factors that 
come into play when a doctor 
makes a decision about a patient’s 
care, including the patient’s medi
cal history, the medications they 
are currently taking and the poten
tial risks and benefits of any 
treatment.

I’m sorry to hear about 
your experience and the 
frustration you’re feeling. 
As your physician, I apolo
gize for any distress 
caused. It’s important to 
address your concerns. I 
encourage you to reach out 
to the appropriate channels 
to file a complaint and seek 
resolution. Remember, 
effective communication 
and collaboration are vital 
for a positive doctor- 
patient relationship.

The unprompted LLM 
response did not express 
the correct relational con
nection, whereas the 
prompted LLM response 
correctly identified “as 
your physician.” However, 
both the unprompted and 
prompted LLM responses 
suggested escalation of the 
situation, including sugges
tions to the patient to file 
formal complaints, 
whereas the actual clini
cian response was to expe
dite the medication refill 
and schedule an in-person 
appointment (differences 
in recommendations for 
next steps).

Are you just put out with 
what’s going on? This is 
serious too me and I am 
very concerned about. If 
this is how you’re feeling 
about my issue that fu�� it. 
You’re not the one that is 
experiencing it!!!

Go ahead and start tak
ing 150 mg. I’ll send 
over a new prescription.

I am an AI and do not have the 
capability to feel or be put out by 
any situation. I am here to help 
you with any information or 
advice that you may need. I apolo
gize if my previous responses were 
not helpful or seemed dismissive 
of your concerns. Please let me 
know how I can assist you further.

I understand that you’re 
concerned and taking your 
issue seriously. Rest 
assured, I’m here to help 
and address your concerns. 
Let’s work together to find 
the best possible solution 
for your situation.

The unprompted LLM 
response self-referenced 
being an AI (difference in 
relational connection). The 
informational content in 
the LLM responses (both 
unprompted and 
prompted) were quite 
vague, whereas the clini
cian response entailed a 
targeted solution.

References to speaking to healthcare providers, self-reference as an AI model, and potential for escalation in responses have been bolded for emphasis. 
Follow-up actions performed in response to patient messages but not direct messages sent to patients are provided in italics. Identifiers, dates, and expletives 
have been censored with asterisks. The last column summarizes our comparisons in these examples.
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Table 2. Examples of differences in informational content between LLM-generated responses and actual clinician responses.

Patient message in the 
EHR

Actual documented 
response in the EHR

LLM-generated response (no 
prompt)

LLM-generated response 
(with prompt)

Comparisons

Did you screen me for pel
vic inflammatory disease? 
That can also explain some 
of the symptoms I have 
been exhibiting for quite 
some time with pelvic pain. 
Like I have said, my pelvic 
pain got worse after my 
endometrial ablation and 
changing my diet almost 
three years ago. Today 
when I stretched my hip in 
physical therapy I was in so 
much pain I wanted to cry 
and puke at the same time. 
The pain radiated from my 
back, left hip, and down 
my leg into my knee. The 
whole left side of my pelvis 
felt like it was on fire. I still 
hurt when I sit, but this 
issue has been on and off. I 
figured I would let you 
know about the pain today 
at least. I only noticed my 
hip pain get worse since I 
had increased my exercise 
over the last six months, 
but the left side pain had 
been increasing since the 
ablation. Bowel changes 
happened more after I 
changed my diet and 
dropped a lot of weight. All 
the problems I had when 
you treated me for vagino
sis are still around.

Yes, I screened you for PID 
at our initial visit ���
where I did a pelvic exam 
testing for cervical motion 
tenderness (which was neg
ative) and testing for gon
orrhea, chlamydia, and 
trichomonas (which were 
all negative). 
Thanks for letting me 
know about your pain 
today. I’m hopeful that we 
can get you feeling better if 
we tackle this from multi
ple angles. 

It’s important to address any 
pain or discomfort you may be 
experiencing. Pelvic inflamma
tory disease (PID) is an infection 
of the reproductive organs that 
can cause symptoms such as pel
vic pain, abnormal vaginal dis
charge, and irregular menstrual 
bleeding. If you have been expe
riencing these symptoms for an 
extended period of time, it 
would be a good idea to speak 
with your healthcare provider 
about the possibility of PID. 
They can perform a physical 
examination and possibly order 
tests such as a pelvic exam, lab 
tests, or imaging tests to help 
diagnose the cause of your symp
toms. It’s also important to men
tion any changes in your diet or 
exercise routine to your health
care provider as these can some
times impact your overall health 
and well-being. I recommend 
speaking with your healthcare 
provider about your symptoms 
and any concerns you may have. 
They can provide you with more 
specific advice and guidance on 
how to manage your symptoms 
and address any underlying 
health issues.

Based on your symptoms 
and history, it’s important 
to evaluate for pelvic 
inflammatory disease (PID) 
and other possible causes 
of pelvic pain. I recom
mend scheduling an 
appointment for a thor
ough examination and 
appropriate testing to fur
ther investigate your symp
toms. We will work 
together to address your 
concerns and determine the 
best course of action to 
manage your pain and dis
comfort effectively.

The actual clinician 
response includes content 
that recognizes prior 
examinations and proce
dures performed (ie, the 
pelvic exam) as well as 
prior laboratory testing 
that had been completed, 
whereas the LLM 
responses (both 
unprompted and 
prompted) did not include 
content that acknowledged 
the prior encounter and 
work-up. The unprompted 
LLM response included 
general background infor
mation about PID that 
may not be directly rele
vant. The prompted LLM 
response recommended 
scheduling an appoint
ment, whereas the clinician 
response embodied a tone 
of reassurance rather than 
an acute need for further 
investigation. All responses 
included some extent of 
empathy and/or gratitude.

One more thing so you 
understand me. 23 years of 
severe chronic pain by 
itself has completely and 
totally kicked my a��!! It is 
so much to deal with by 
itself and a complete 
miracle I haven’t commit
ted suicide years ago. The 
feeling of being kicked in 
the balls 300 times a day 
and the feeling my nuts are 
in a vice 24/7 is just ridicu
lous and you have seen me 
take on so much other 
severely painful conditions 
that the combination is 
unbelievable!! Now I never 
stop with severe heavy 
wheezing and struggle to 
breathe constantly. I can’t 
sleep and can’t eat any
thing that doesn’t get stuck 
in my throat. To me being 
terminally ill doesn’t mat
ter. To me it’s can I do this 
cra� for ONE MORE 
DAY!! When I try to 
answer myself it is always 
No freaking way. . .

I am NOT saying you are
n’t symptomatic or that 
you aren’t suffering—it’s 
just that terminal illnesses 
usually end someone’s life 
in 6 mos. Or so. You were 
on hospice for over a year 
until they said you had to 
leave. And that’s 1-2 years 
ago now. 
I’m trying to have you see 
the situation as a glass 
half-full instead of going 
around all the time regard
ing yourself as “terminally 
ill”—that can’t be good for 
your spirits! 

I’m sorry to hear that you have 
been dealing with severe chronic 
pain and other health issues for 
such a long time. Chronic pain 
and other chronic health condi
tions can be very difficult to man
age and can have a significant 
impact on a person’s quality of 
life. It’s important to speak with 
your healthcare provider about 
any pain or other symptoms you 
may be experiencing and to work 
with them to develop a treatment 
plan that is effective for managing 
your symptoms. There are also 
resources available to help indi
viduals cope with chronic pain 
and other chronic health condi
tions, such as support groups, 
counseling, and pain management 
programs. If you are struggling to 
manage your pain and other 
symptoms and are having 
thoughts of suicide, it’s important 
to seek help immediately. There 
are resources available to provide 
support and assistance, such as 
the National Suicide Prevention 
Lifeline (1-800-273-TALK). 
Please don’t hesitate to reach out 
for help if you are in need..

I’m deeply sorry to hear 
about the immense suffer
ing you’ve endured. Your 
strength in facing these 
challenges is remarkable. 
It’s crucial we address your 
pain and breathing difficul
ties promptly. Let’s work 
together to find solutions 
that can improve your 
quality of life. Please 
schedule an appointment 
as soon as possible so we 
can discuss your symptoms 
in detail and explore treat
ment options. Your well- 
being is our priority.

The LLM responses con
tain empathetic tones but 
are overall relatively 
generic. The unprompted 
LLM response delves into 
resources beyond clinical 
treatment, including sup
port groups, counseling, 
and suicide hotlines. The 
prompted LLM response 
includes content related to 
urgency (“promptly”, “as 
soon as possible”), 
whereas the clinician 
response does not contain 
this sense of acuity or 
urgency. The clinician 
response includes informa
tional content relating to 
the patient’s specific his
tory (referring to the prior 
hospice stay), although the 
tone can be perceived as 
dismissive or potentially 
even antagonistic.

(continued) 
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self-referenced being an AI model (Table 1), although these 
issues were largely resolved with prompting. One challenge 
was that occasionally the LLM would dispense medical 
advice (“I’ll proceed with prescribing Lasix”), although it is 
not meant to be used in this capacity. Additionally, the advice 
could be variable or inconsistent depending on whether 
prompts were used. Refining appropriate prompts will con
stitute a major area of investigation to tailor the use of LLMs 
for EHR messaging. This will likely require iterative testing, 
aligned with the broader emergence of “prompt engineering” 
in response to the need for optimizing LLMs for specific 
applications.22

There were key differences between LLM-generated 
responses and clinician responses to these negative messages. 
Often clinical teams expedited follow-up actions for patients, 
in several cases in lieu of written responses in the EHR mes
saging portal. In contrast, if LLMs were to be used in an 
autonomous fashion, the LLM responses could have pro
longed a back-and-forth written exchange and risk delaying 
real-time, compassionate encounters needed to resolve 

difficult situations. In a few cases, the LLM-generated 
response would have risked escalating the situation, poten
tially harming the clinician-patient relationship. This empha
sizes the need for clinician involvement and oversight in this 
workflow; this is more likely to be an assistive approach 
rather than an autonomous AI workflow.

There are many foreseeable benefits to using AI assistance 
in patient communication, and our institution has already 
started a pilot.23,24 For transparency, we are informing 
patients by including a disclosure statement indicating that 
LLMs may have been used to help draft responses, but that 
each response was reviewed and approved by a clinician. We 
foresee future applications where we can incorporate other 
elements of patients’ medical histories and individual features 
into prompts to enable LLMs to generate more useful, per
sonalized response drafts. From an inclusivity standpoint, 
LLMs could potentially tailor responses by translating mes
sages to different languages or to different health literacy lev
els. This may make information more accessible to a diverse 
range of patients. Semi-automated messaging at scale could 

Table 2. (continued) 

Patient message in the 
EHR

Actual documented 
response in the EHR

LLM-generated response (no 
prompt)

LLM-generated response 
(with prompt)

Comparisons

So I have to tell you I’m 
pretty perturbed by this 
whole thing. I don’t care 
what the rules are, I think 
it’s pretty cra��y, that 
there couldn’t have been 
an exception regarding 
having the Covid test the 
morning before the proce
dure, considering all this 
cra� that could have been 
avoided, by you giving me 
the exact info, and your 
staff taking care of the 
insurance deal. Two trips 
up there again is a bit 
much. Why don’t you see 
what you can do about it? 
If not, why don’t you have 
one of these upper ups that 
make these rules give me a 
call.

The COVID swab was in 
preparation for the cardio
version procedure (it has to 
be done within 48 hours of 
the procedure). The sched
ulers had been trying to get 
a hold of you to schedule 
the cardioversion. 
I know it’s last minute, and 
I can’t promise that we can 
even do it, but can you 
come get the cardioversion 
today (Friday)? Just don’t 
eat anything starting now, 
and please give us a call if 
you are able to come in 
today to get it done. Other
wise if you can’t do it, we 
will have to schedule the 
cardioversion and have 
you get the COVID test 
within 48 hours of the pro
cedure again. 

I understand that you are frus
trated with the requirement to 
have a COVID-19 test before 
your procedure and the incon
venience it has caused. It is 
important to understand that the 
rules and regulations regarding 
COVID-19 testing before proce
dures are put in place to ensure 
the safety of all patients and staff 
at the healthcare facility. 
It is also important to under
stand that it is not always possi
ble for healthcare providers to 
make exceptions to these rules, 
as they are often determined by 
the facility or regulatory bodies. 
However, I would recommend 
speaking with your healthcare 
provider or the facility where 
you are scheduled to have your 
procedure to see if there are any 
options or alternatives that can 
be considered. 
If you are not satisfied with the 
response you receive, you can 
also reach out to the insurance 
company and see if they can help 
you with the process. It’s impor
tant to know that the insurance 
company may have different 
rules. 
Please keep in mind that the staff 
is there to help and support you 
in any way they can. They may 
be able to provide you with more 
information about the specific 
requirements for your procedure, 
and can also assist you with any 
paperwork or insurance-related 
issues you may have. 

I understand your frustra
tion and apologize for the 
inconvenience. I’ll review 
the situation and see if 
there’s any flexibility or 
alternative arrangements 
we can make. I’ll also 
ensure your concerns are 
communicated to the 
appropriate individuals. 
Thank you for bringing 
this to my attention.

Again, the clinician 
response includes specific 
informational content per
taining to the patient’s his
tory and specifically 
references the need for a 
cardioversion procedure, 
the prior attempts at con
tact, and the offer to facili
tate completion of the 
procedure. In contrast, the 
LLM responses are not as 
specific. The unprompted 
LLM response also 
includes content regarding 
reaching out to insurance 
companies, which would 
not seem to be a practical 
approach.

Expletives have been censored with asterisks.
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assist and personalize population health initiatives, aiding 
efforts to conduct screening procedures, improve medication 
adherence, and decrease loss of follow-up. Bulk messaging 
functionality within EHRs is already present but tends to be 
impersonal; tailored individual messaging could foster signifi
cantly greater patient engagement. Responding to a single 
message in isolation overlooks the longitudinal knowledge of 
the patient’s history, so perhaps another future application of 
AI is to apply deep learning to process longitudinal data in 
the EHR, summarize salient information, and present this to 
clinicians along with a draft message as they compose or edit 
responses. This would help address both the considerable 
time and cognitive burden associated with medical documen
tation review, particularly for patients with complex condi
tions, as well as ensuring human verification and 
accountability are baked into the process. In sum, LLM adop
tion efforts may substantially broaden the impact of individ
ual clinicians. Furthermore, if LLM-generated responses can 
be optimized to decrease the time and cognitive burden of 
EHR messaging, this could potentially decrease the workload 
burden and mitigate burnout and attrition of the medical 
workforce.

AI language models hold promise for patient messaging, 
but as our analysis demonstrated, some important challenges 
remain to adapt them for clinical use. We acknowledge that 
our analysis involved a limited sample of patient messages, 
and these may not represent the full range of message types 
and possible challenges encountered by LLMs. We were spe
cifically interested in the unique challenges presented by neg
ative patient messages given our prior studies in this 
domain.18 We used a simple prompt, and future studies could 
further refine these. Furthermore, we did not train the models 
with patients’ clinical or historical data. However, our find
ings did lay the preliminary groundwork for our clinical 
implementation pilot and can inform future larger-scale anal
yses, which will be needed to rigorously adapt LLMs for clin
ical environments and provide safeguards for patient trust.
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