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MATHEMATICAL STUDY OF THE NONLINEAR SINGULAR INTEGRAL 

MAGNETIC FIELD EQUATION 

Mark J.. Friedman 

Computer Science andApplied Mathematics 
Lawrence Berkeley Laboratory 
University of California 
Berkeley, California 94720 

Part 1 

Abstract 

We consider the nonlinear singular integral magnetic field equation 

R = h+AN = Ha, in the Hilbert space of vector-functions L 2 (0) where 

N is the magnetization vector, (hM)(x) = (ii(x),x) is the total field, and 

(Al)(x) = - 	grad div f M(y) dy . We prove that: i) A is bounded, 
with hAil = 1; ii) A is seif-adjoint; iii) A is positive semi-definite, 

with 

Uniqueness is proved in case h is strictly monotone; existence of 

R 1  and its continuity are proved in case h is strongly monotone, continuous 

and bounded. In this case the Galerkin method (and, if the magnetic material 

is also isotropic, the Ritz method) is shown to yield a numerical solution 

of the equation. 
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Q• 	INTRODUCTION 

Magnetic field calculations have applications to various engineering 

devices [3].  Generally, the magnetostatic problem is that of determining 

the magnetization or magnetic field in a highly permeable three-dimensional 

body of complex geometric configuration. There are but afew mathematical 

investigations of the problem in the nonlinear case known to this author. 

In [15] a uniqueness theorem and in [7] a uniqueness and existence theorem 

have been proven. 

Currently, magnetic field problems can be formulated using either a 

differential equation approach or an integral equation one. In the Russian 

electromechanic literature, the latter approach has been pioneered by 

I. I. Pekker [10,11] and in the Western literature by A. H. Halacsy [4]. 

Now it is widely used (see for example, [1-6,8,12,14]. But the author is 

unaware of any publications containing a rigorous mathematical analysis 

of the integral equation approach. In his opinion, such analysis might 

clarify both the possibilities of this approach and the restrictions on it, 

and might also suggest more effective techniques for solving the equation. 

1. FORMULATION OF THE PROBLEM. PRINCIPLE RESULTS 

The general problem is to solve the nonlinear singular integral 

equation [10,11] 

- 	grad dlvj 	dy = 	, 	(x = (x 1 ,x2 ,x 3 )E) (1 1) 

for the magnetization M(x) = (N 1  (x),, M2(x) ,M 3(x)) given an "applied field" 

H(X)• Here ci is a bounded open region in R 3  (=Euclidean 3-space) with a 

sufficiently smooth boundary S. which we imagine to be filled with a 

- 	 I 
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ferromagnetic material; r(y,x) = x-y, r = x-y l, H(x) = (i(x),x) is 

the net field in 1 considered as a function of M; g is, as a rule, an 

experimental function representing the magnetic permeability of the 

ferromagnetic material which varies with the magnetization. This 

relationship is usually given by a single valued magnetization curve, 

called the N-Fl characteristic of the magnetic material; obtained by 

neglecting the hysteresis effects. The integral represents the demagnet-

ization field due to spatial distribution of magnetization. 

In this paper we first study the singlar integral operator. 

Then we choose the appropriate functional space, L 2(), for studying 

the equation. Making use of the monotone operator method we prove the 

existence and uniqueness of the solution of (1.1), and the continuity 

of the inverse operator. (The latter result implies the so-called 

"correctness" property, i.e., that the solution depends continuously 

on the right side of the equation). We then justify the application of 

the Galerkin method for solving the equation in the general case and 

the Ritz method in the isotropic case. Note that the conditions (3.4) 

and (3.5) imposed on g are valid for isotropic as well as nonlinear 

anisotropic media in the limiting case of no hysteresis or very strong 

hysteresis (permanent magnets). 

In later papers we plan to establish the Tucker stability of the 

Galerkin procedure, obtain perturbation estimates, consider some applica-

tions of these estimates, and give a more detailed analysis of the spectrum 

of the singular integral operator. 
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2. ANALYSIS OF THE SINGULAR INTEGRAL OPERATOR 

Let us set 

	

= - 
	

dy 	 (2 0) 

We also use the following notation 	
I 

(U,V)G = f(x)(x)dx , flII 	= f i 2 (x)dx , 	 , 	iii 	1i11 , 

where G is a region in R 3  

Lemma 2.1. 	Let M(x)be smooth in Q=US and i(x) =Oin R 3\. 

Then the following identities hold 

	

N = N1+M2 , 	 (21) 

where 

	

1(x) = grad div'P(x) = 	grad (Jr 
	

dS f diVr (Y)  dY) 

2(x) = -rot rot'  T(x) = -- rot (f_ r><M 	ds f rot R (y) 
dY) 

II grad div Pli 	= IINlI - II grad div 	- II rot rot T11 R 	
(2.2) 

(M, grad div. 	= Igrad dlv WII + IIgrad dlv 	½1trot rot 	R\Q 
(2.3) 

Proof. The identity (2.1) follows from the identities 

AT = - rot rot W + grad div Y 	 (2.4) 

	

M'(x) 	14(x) , 	(x E S2) 	, 	 (2.5) 
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div (x) = - 
	

i(y) • grads  dy = 
	

M(y) grady  dy 

= 	

11(Y) 	dS 	f diVri;i(Y)  dY) 	, 	(2.6) 
47T f 	r 	y 

(x) _Lf-rot = 	
- 	

(y) x grads  - 	dy 	
= 	

R(y) X  grady 2 dy 

= 	

- 	
f rot 	dy +f 

rot ii(y) dY) 

= 	(-f 
n(y) xi(y) dS 	+f 

rotM(y) dy) (2.7) 

We proceed now. to prove 

(rot rot 'I', grad div 'I') 	= 	f rot rot 'V • grad div 'V dx c2 

= 	fdiv(divP 	rot rot 'V) dx 

fiv 'V)(rot rot 'i'i) 	dS 

Since div 'V and rot rot W.n are continuous when crossing S [13] we have 

f(div') (rot rot 	_+)dS 	= 	_f(div 'V)(rot rot 	'ii )dS 

= 	f rot rot 'V 	grad div 'V dx 

V  
R3\Q 

where n= n 	is the outer normal and R 	is the inner normal to S. 

Asaresült 

(rot rot 'V, grad div 	= 	-(rot rot '1', grad div 'R\0 (2.8) 

Further, 	(2.4), (2.5) 	and •(2.8) 	give 
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iiII 	= lirot rot 'Yj - 2(rot rot 'F, grad div 'Y) + grad div 

= lirot rot 	+ 2(rot rot , grad div 'F)R 	+ grad div 'FII 

(2.9) 

From (2.4) and the identity I'F = 0 for x in R 3\0 it follows that 

0 = llrot rot 	- 2(rot rot 'F, grad dlv ) \ +IIrad dlv 

(2.10) 

Adding (2.9) and (2.10) gives(2.2); (2.3) follows from (2.4), (2.7) 

and (2.10) and the fact that 

(grad div ii) 	= 	grad div 	- (rot rot 'F, grad div 

= jgrad dlv "II + ( grad div 'F, rot rot 

= jgrad div 	+ ½ 11 grad dlv 	+ ½ llrot rot 

This ends the proof. 

Let L 2 (Q) be the Hubert space of real square-suimnable in 2 

vector functions M(x) with norm 11.11 and scalar product C.,.). We define in 

the operator 

(Afl) (x) = grad div 11(x) = - 	grad divf 
3T) 

 dy 	(2.11) 

We take the functions M(x) satisfying the conditions of Lemma 2.1 for 

the domain of definition D(A) of A. 

1heom 2.1. Operator A is 

bounded, with hAil = 1, 

seif-adjoint, 

positive semi-definite, with inf(A,M) 	0 

tiflI=i 
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Proof. From Eq. (2.2) it follows that IIAIID(A) < 1. If N € D(A) 

and rotMO, Rx -nj = 0, then (2.1) gives AM = N. Thus HAIID(A) = 1. 

Extension of A by continuity onto L 2 c) results in HAIl = 1. Using 

(2.6) and the theorem on differentiation of integrals with weak 

singularities [9, p.1391 we obtain (compare with [5, pp.12,22-27] and 

[7, p.379] 

	

(i) (x) =  - 	grad divf 	dy = 	f i(y) . grady  dy 

	

= - 	f (ii(y) grady ) grady  - dy - - M(x) 

) + 	 )] r 	r(xY 	dy - 

	

i 	 (x) 

(2.12) 

where. the latter integral is •understood in the Cauchy sense, (i.e., 

ff(x,y)dy = lirn ff(xy) dy, 
r-O

2\B(x,r) 

where B(x,r) is a ball of radius r with the center at x). Since the 

kernel of thelatter integral is even, according to [9, p.1621 A is 

seif-adjoint. 

To prove the third statement we note that due to Eq. (2.3), 

(AM,M)0, ard due to Eq. (2.1), (Aii,ii) =0 if div N = O,Mn 	= 0. 

The properties of A established above suggest the choice of L 2 W) 

as the natural space in which to •study (1.1) and attempt a numerical 

solution. 

Remark. 

The established properties of A have a physical interpretation 
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which is as follows 	let us denote by H 1(x) the field (x) - Ha(x)  

induced by i(x) 	Then Eq (1,1) is written as 

	

A 	. 	 (2.13) 

The application of (iii) gives _(fl,M) = (AN,M) 	0, and therefore 

(H.,N) < 0 . 	 (2.14) 

Now by (2.13) and (1), -(W,i) = (,ii) 	and usihg (2.14), 

IIII, or 

---' 	iiiiii 	. 	 ( 2.15) 

1M11 1  

The inequality (2.14) indicates that the mean angle between the induced 

fieldH •and the magnetization M in Q is not less than 7r/2; (2.15) 

indicates that the mean value of the projection of H. onto M is not 

more than the mean value of M in Q. Thus, (2.14) and (2.15) give a 

rigorous mathematical interpretation to the well known maxims among 

electrical engineers that, "the induced field is directed opposite the 

net field, or magnetization," and "the induced field is less than the 

magnetization." 

3. 	NUMERICAL SOLUTION BY THE GALERKIN AND RITZ METHODS 

We now study the general equation (1.1) in L2W) 	j2 •  We make 

the assumption that Ha  EL 2 , and g (ii(x),x) EL for all MEL and 

define in L the operator 

	

(hN)(x) = g(N(x),x) , 	(M E L 2 ) ; 	 ( 3.1) 

(1.1) is rewritten in operator form as 

2  

	

= hi + AM = 	, 	(iaE L 	. 	( 3.2) 
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Definition. An operator R i 2  L is called monotone if for any 

E 	we have (RN 1-RM 2 , M 1-M2 ) 	0 	If () is replaced by (>), it 

is strw 	 H tly monotone, and if 0 is replaced by c 1 -i 2 II 2 , where c>0 does 

not depend on N, it is strongiy monotone. 

For h the inonotonicity condition is written as 

f 9 
(i1(X)'X) - (i 2 (x),x)) (ii 1 (x) - i2 (x))dx > 0 	 (3.3) 

Since A is positive semi-definite, it is monotone. It follows, 

that R is monotone if h is monotone. Due to [16, p.1941 this implies 

The.o/Le.m 3.1. 

If h satisfies (3.3) with () replaced by (>), then(3.2) [or (1.1)] 

cannot have more than one solution. 

To prove the existence of the inverse operator R' and its continuity 

we subject h to stronger conditions. Let g(M,x) be continuous with 

respect to M for almost all xEQ, measurable in Q with respect to x for 

all M, and satisfy the inequalities 

g(M(,x) - 2,x)) 	(- ) 	 c() 	 (3.4) 

for almost all xE2, where M 1 ,N2  ER 3  are arbitrary and c>0, 

f g .(i,x) 
	

a(x) + b E INkI 	, 	( i = 1,2,3) , 	(3.5) 

•where a(x) E L 2 (2), and b>0. It is easy to see that (3.4) amounts to 

the condition of the strong monotonicityforh.By[16, p.62] (3.5) implies 

that h is bounded a id continuous in L 2 . By [16, p.2731 there holds 
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Thw'LeJi 3.2. 

If g satisfies (3.4) and (3.5), then (3.2)[or (1.1)] has the 

uniue solution M in L for each Ha  in L 2  and the inverse operator R 1  

is continuous. 

The condition (3.4) means that the angle between the increments 

of H and i is less than 7r/2. It is.valid for the magnetic materials 

mentioned in Section 1; the condition (3.5) is valid for all known 

materials. 

For the numerical solution, (3.2) must be replaced by a sequence 

of finite-dimensional equations. This can be done by a Galerkin method. 

Let 
1'2' 	

be a coordinate system in L, i.e., . E L2, 	are
11 

linearly independent, and every M in L 2  can be represented as 

00 

f:i = 	 k(M) k 1 1   

where cLk  are functionals. We seek the solution in the form 

M 	akk 	 (36) 

The coefficients. 	are obtained from the system of equations 

(R(k k)' 	= 	a'j , 
	(i=l,2, ,.. ,n) 	(3.7) 

which is called the Galerkin system. 

ThwMjn 3.3. 

If h :L 
2 	

L 	 satisfies (3.4) and (3.5), then the Galerkin 

2  approximations M exist for each n and M converges to N0  in L 

Moreover, 
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IIM-M011 n1allo) 	 (3.8) 

Proof. 	For M E L with sufficiently large IIMU we have 

IIMII> 1/c IIRO_Ra ll > 0, which gives, using (3 4), 

aIM) = (RN_RO,M)+(ROHa M) >1 cIlMIi2 - 10_Ha ,M:1I 

iiiiii (cHiiII - IIRO_HaD) > o 

Now R satisfies the conditions of Theorem 23.3 [16], which gives the 

conclusions asserted above. 

Consider now the particular case of the isotropic magnetic 

material when h has the form 

(h)(x) = H(M(x),x) M(x) 	 (3.9) 
M(x) 

where M 	Ml, and satisfies (3.4) and (•)• 

Definition. An operator R L 2 L is called potential if 

there exists a. function F(N) on L such that RN = grad F(M). 

Lemma 3.1. 	 . 	 . . . 	... 	 . 	. . 

If h :L 2 4 L 
2 satisfies (3.9), then R 

E2
L 

 2 
is potential 

Proof... 	Consider on L the functional 

M(x) 

F(M) = f dx  f H(M,x) dN + ½ 	- aM) 	 (3 10) 

Let us calculate gradFOO. For arbitrary L E L we have 
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(grad F(N),L) = - 	(F(i+ti))_o dt 

(x) + tL(x) 

= [f M.H(M,x)dM + ½ (A(+ tL),M+tL) - a' 	ti)] L=0 

= f dx H(M(x),x) M(x)1(x) + (A,L) - 

It follows that grad F(M) = 	Ha • 

From (3.4), (3.5), and Lemma 3.1, by [16, p.1131, it follows that 

the problem of minimizing F(M) is equivalent to that of solving (3.2). 

We remark that functional (3.10) is the energy of the corresponding 

magnetic system and Eq. (3.2). is the.condition that minimizes it. 

For the numerical minimization of (3.10), the Ritz method can be 

used. In this case we seek the approximate solution Mnin the form 

(3.6), and the problem of minimizing F(M) is replaced by the problem of 

minimizing each of the functions 

,an) = F(M) = F(kk) 	 11) 

of n variables (n 	It is easy to see [16, p.1681 that this problem 

is equivalent to that of solving (3.7), which is also called the Ritz 

system in this case. 	 . 

Acknowledgments 

The author wishes to express gratitude to Prof. Daniel Gallin for 

editing the manuscript. This work was done under the auspices of the 

U.S. Department of Energy under Contract W-7405-ENG-48. . 



-13- 

REFERENCES 

H.N.Bertràm, "On the convergence of iterative solutions of the 

integral magnetic field equation," IEEE Trans. on Mag. 11, No. 3, 

(1975) 928-933. 

C.J.Collie, N.J.Diserence, M.J.Newman, C.W.Trowbridge, Proceedings 

of 4th Conference on Magnetic Fields, Electrical Engineering Dept., 

College of Engineering, University of Nevada, Reno, Nevada (1973). 

J.S.Colonias, "Calculation of magnetic fields for engineering 

devices," IEEE Trans. on Nag. 12, No. 6, (1976) 1030-1035. 

A.A.Halacsy, Proceedings of 2nd Conference on Analysis of 

Magnetic Fields, Electrical Engineering Dept., College of Engineering, 

University of Nevada,. Reno, Nevada (1969). 

A.A.Halacsy, Three-Dimensional Magnetic Fields, Nevada (1973). 

[61 	A.A.Halacsy, Proceedings of 4th Conference on Magnetic Fields, 

Electrical Engineering Dept., College of Engineering, University 

of Nevada, Reno, Nevada (1973). 

F.I.1fnti1a, "A method of solving stationary magnetic fields in 

nonlinear media," Rev. Roumaine Sci. Tech. Ser. Electrotech. 

Energet 20, No. 3, (1975) 397-407. 

H.C.Karmaker, S.D.Robertson, "Integral equation formulation for 

the solution of magnetic field problems," IEEE Trans. PAS 92, 

No. 2, (1973) 824-835. 

S.G.Mikhlin, Multidimensional Singular Integrals and Integral 

Equations, (Phiz. Mat. .Izdat., Moscow, 1962), in Russian. 

V: 



-14- 

[101 	I.I.Pekker, "Calculation of magnetic systems by integration over 

field sources," Isv. VUZ Electromekh. 9, (1964) 1047-1051, in 

Russian. 

I.I.Pekker, "On calculation of magnetic systems by integration 

over field sources," Isv. VUZ Electromekh. 9, (1968) 940-943, 

in Russian. 

I.I.Pekker, N.I.Pekker, A.G.Kirsanov, "Calculation of magnetic 

torus with air gap by integration over field sources," Isv. VUZ 

Electromekh. 1, (1975) 11-15. 

M.I.Pekker, I.I.Pekker, "On satisfaction of boundary conditions 

when calculating magnetic systems by integration over field 

sources," Isv. VUZ Electromekh. 8, (1973) 904-909. 

R.J.Potter, "Digital magnetic recording theory," IEEE Trans. Mag. 

10, (1974) 502-508. 

C.W.Steele, "Uniqueness theorem for static electric and magnetic 

field in saturable media," J. Appi. Phys. 44, (1973) 3790-3791. 

N.N.Veinberg, Variational and Monotone Operators Method, 

(Nauka, Moscow, 1972), in Russian. 



MATHEMATICAL STUDY OF THE NONLINEAR SINGULAR INTEGRAL 

MAGNETIC FIELD EQUATION* 
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Part 2 

Abstract 

For the numerical treatment of the nonlinear singular integral 

magnetic field equation RN = hN+AN = Ha which has been considered 

by the author in Part 1, Tucker stability is established in the case 

where (hi)(x) = ( fI(x),x) is a bounded, continuous, and strongly 

monotone operator in L 	In the special cases 	= cM and 

= gM,x) HIM, which are important for engineering applications 

explicit perturbation estimates are obtained. 

* 
This work was performed under the auspices of the U.S. Department 
of Energy under Contract W-7405-ENG-48. 
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4. 	PRELIMINARIES 

In this paper we continue the numeratipn of Part 1 [5]. This 

series of papers deals with theoretical analysis of the nonlinear 

integral equation 

I(x),x) 	- grad divf 	dy = 	
xE 	(1.1) 

and the Galerkin method for its solution, x= (x 1 ,x 2 ,x 3 ), 	is a region 

in R 3 , the bars refer to 3-vectors, MW is the magnetization, and 

11(x) 	g((x),x) is the net field. (The key assumption is that g 

• 	is monotone increasing in N.) In the isotropic case, H = -- N, 

B = 	
N, where p = p(M,x) is the permeability, N = Ml. 	a is a 

known "applied field" (usually produced by currents). Equation (1.1) 

is considered as the operator equation 

= 	a 	
(3.2) 

in the Hubert space of vector-functions L= L(), where h=g and A 

is the differential integral operator in the second term on the left 

• of (1.1). 	By 	and ( , ) we denote norm and scalar product. 

The validity and applicability of (1.1) has been discussed in Ref. 

[5]. The main results of [5] are given by the following two theorems. 

TheoAem 2.1. 

Operator A.  is 

i) 	bounded, with hAil 
• 	 ii) 	seif-adjoint ; 

• 	 iii) 	positive semi-definite, with inf(AN,M) = 0 

iiiii 	= 1 



-3- 

Theoitein 3.3. 

Let g(M,x) be continuous with respect to M for almost all xE, 

measurable in Q.with respect to x for all N and satisfy the inequalities 

(,x) - 	 2,x)) ( 	 c( 1 N2 ) 	 (34) 

for almost all xE, where N 1 ,M2  ER3  are arbitrary, c>O; 

3 

., (N,x)I 	a(x) + b Igi 	IMkI 	, 	 (1 = 1,2,3) ' 

k= 1 

where a(x) E L2(Q) , b > 0. Then the Galerkin approximations 

= 	
, cLk k exist for each n and M converges to the unique 

1 l 
 

solution R of (3.2). 

The Galerkin process (3.7) for (3.2) can be written in the form 

= 	 = H 	, 	 (4.1) 

where a (n) = (Ct 	30 0t) T 	FI 	a'1' 

Gct 	
= (& akk)1) 	' ( l akkn)) T , A = (Ak , )jl 

Let Yki
denote  the errors arising in the computation of G+A, 

= 	
be the error matrix, and 6 	be the corresponding error in 

(The discrepancy arising in the approximate solution of Eq. (4.1) 

• can also be included in 	Then instead of the exact Galerkin process 

(4.1), we solve the "nonexact" one 

(n) 	
(G11 ~A+) )  = 	+ 	 (4.2) 

and obtain the nonexact solution 
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i(x) = 	°k k9 	
(4.3) 

Let us denote by L 2  the Finite-dimensional subspace of L 2  spanned by 

the functions 	1(x), ... , (x), and let P be the orthogonal 

projection of L 2  onto L 2  for each nl. Now the Galerkin process (4.1) 

can be written in L2 n 
 as 

PRI 	= P h 	+ p  AM =  p j 	. 	
( 4.4) 

n n 	n n 	nn 	na 

To writa the process (4.4) in L we use the approach of Ref. [2, p.2601. 

Let Sn : L2 - Rn be the linear operator defined by 

SM = ( dr,1), ... (M4))T for each MEL 2  and let •Sn be the 

restriction of S to 1:2.  It follows that OS Il = uS II , S 1  exists 
fl 	fl 	 n 	n 	n 

and S. 1 S = P . Moreover,lf M = 	 is any element in L 
n n 	n 	 n 	. 	ii 	 fl 

i=1 
then S M= K 	where K is the Granim matrix given by 

=for each nl Since 	= Kn'SnNn the above 

dIscussion implies that the perturbed process (4.2) can be written 

in 1:2 as n 

(PR+A)N = + iAN + ARM = n1a + h 

where 	= 5-i(n) E -2 
, and 	AR = S 'T K ' .S : 1: 2 	1: 

n 	n 	n 	 n 	n nfl n 	n 	n 

In order to investigate the stability of •a general nonlinear 

process one can apply a theorem of Tucker [8]. 	His definition of 

stability is based on the one of Mikhlin [3].  We would also like to 

refer to apaper.by Omodei and Anderssen [4], where Tucker stability 
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have been investigated for certain classes of nonlinear elliptic boundary 

value problems; and a paper by Hertling and Schiop [1],  where the Tucker 

stability has been established for some classes of Hammerstein equations. 

In section 5 we establish Tucker stability for the Galerkin process 

(4.4) in the general case wherein the operator h is bounded, continuous, 

and strongly monotone. The Tucker stability provides the stability of 

the numerical process. However, for various applications, the explicit 

• perturbation estimates can be useful. Following basically the approach of 

• Mikhliri [3] and Krasnoselskii and others [2],  we obtain in Section 6 such 

perturbation estimates for important special cases. In the case where 

g(M,x) 	cM, c = const>O, we obtain detailed perturbation estimates and 

illustrate by an example their usefulness for engineering applications. 

Then we obtain some estimates in the case g(,x) 	g(M,x) M/M , certain 

natural restrictions being imposed on g. 

00 

Remark 4.1. We consider coordinate functions 	kk=l , where the 

kth coordinate function 
k 
 is independent of the dimension of the 

subspace in which the approximate solution is sought.. However, if 

piece-wise polynomial coordinate functions are used, then the accuracy 

of the Ritz-Galerkifl approximations is improved by refining the mesh, 

and this leads to a completely new set of coordinate functions. It is 

easy to show that all our results are valid in the latter case as well. 
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5. 	TUCKER STABILITY 

Definition 5.1 [7] 	An operator Rn is said to lie in an Qn,rn,bn) 

neighborhood of R if R—R =where U is nonexpansive in 

= { (n) 	1(n)_(n)11 	r} (where II II denotes the 

Euclidean norm) and IlU '•' 11 < 11(X(n)1 	independently of n. 

Then the stability definition is as follows: 

00 

Definition 5 2 [7] 	The numerical process (4.1) is stable at 

if for each r there exist neighborhoods V n (oln ),numbers p and 

constants s,t such that, if R n  is in an 	
neighborhood 

of R with bP and 	E V, then the perturbed numerical process 

(4.2) is solvable and 

- all n < Sb+tll5ll 

where s and t aredindependent of n but may depend on the sequence 

I \ 

nl 

Thgo.'teyn 5.1. If the coordinate system 	 is strongly 

minimal in L in the sense of Mikhlin [3], and the operator h satisfies 

conditions (3.4) and (3.5), then the Galerkin process (4.1) for Eq. (3.2) 

is Tucker stable. 

• 	Proof. Equation (3.5) gives the continuity of h. Together with 

lIAlkl by Theorem 2.1, this gives the continuity of R. 
By Theorem 3.3, M converges to M inL 2 , and hence there exists 

a constantA0  independent of i, such that 

ii M 11 2  
o<x 	••n 

0 	
Ilail 
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It follows that lcxII are bounded above independently of n. 

By (3.4), (3.7) and (4.1) the strong minimality of the coordinate 

system, for all a 	 E Rn we have the following chain of 

inequalities: 

 n 	 n 

DR c' - R 	
= II 	ak k) - g F, k k) 

+
Ak(a k - 	II 

c 	(ak_ kk 	
c 	- 11 

(5.1) 

We also used here the inequality 

II()-()lI 	Jci-i.JI 

Tucker has proven [7] that the continuity of R. the uniform boundedness 

of {IcII} , together with (5.1), ensure that the numerical process 
(4.1) is stable. 

• Remark 5.1. The Tucker.stability of the numerical process (4.4) 

can be shown similarly. 

6. 	THE PERTURBATION ESTIMATES 

Let H = g(M,x) 	N (or B = pH), p being known as the perme- 

bility of the magnetic material. For simplicity we suppose here that 

the coordinate systems 
qkk=l 

 are orthonormal which implies KmI, 

where I is an identity matrix; and that for any M E L nil  0 < X 0 < (PAM,M) 

It < 1, where A0 ,A0  may depend on coordinate systems. The latter 

assumption is justified as follows. By Theorem 2.1, 0 < (AM,N) < (M,M) 
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for any M E L. It can be shown (we shall do it in Part 3), that 

Ker A = 	u = rot v, v ew(c2), div = 0, 	= o} 

Ker(I - A) = l u u= grad , 	ew2), 4I = O}. It is easy to choose 

so that 	KerA U Ker(I-A) as, for example, in the case when 

are the charactáristic functions of parallelpipeds. 

1) 	p 	const>l 

Equation (3.2), the exact Ritz process (4.4), and the perturbed 

one (4.5) are rewritten, respectively, as 

RM 	p-1 M + AN = Ha 	(MHa E L 	 (6.1) 

P RM= 	1  
n 	

n +P n  AN = pnj a 	
, 	 (6.2) 

.i-1  

(P R+iR )M 	
1 	H + P AN + F M 	p H. + h. (6.3) 

n 	n n 	p+p-1 n 	n n 	nn 	na 	n 

Here Ap is the maximum by modulus error in p (the error in p is usually 

known since p is usually obtained from experiment). From physical 

considrations, p +Ap - 1 > 0; r = 1k 	
where Y denotes the errors

kk  

arising in the computation of (Ak,4). We shall suppose that "n is 

seif-adjoint; F = s'r S , hF = hir . We denote by i , 	= P 
n 	n nfl 	n 	fl 	 o 	nno 

M the solutions of (6.1), (6.2), and (6.3), respectively. Let us also n   

set A = 1+(A0 - hIrhI(P+AP - l). 

Thoitrn 6.1. Let A>O for all n>n . Then Eq. (6.3) is solvable 
0 

and 
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UN - 	II 	 A 	IIó(n)Ii 

	

A 1  [ 1 1 + (p + Ap - 1) II 	U + {i + A0  (p - 1)] (i + 
	IPHII I 

(6.4) 

- 	 II n   - oII
A' I _IAp 	+ (p +Ap - i) ii r ii + ( + 	ii 	

4-(I -P )M0 fl 

U 	 L - 	 li-i 	PH 	II N0  II 	J 

IInaII 	 (p-i) InaII 	. 	(6.6) 

Proof. The spectral theory fOr self-adjoint operators [6] implies 

that 

(P nA + p + ' p -1 
	mm 	+ • 
	-1 = 

o  + p + p - 1 	
(6.7) 

A E  {X 0 , ... ,A} 

in addition A>O implies iirii < A0 +1/(p+Ap-1). Together with (6.7), this 

gives llrII II 	+ p+Ai-1 i) 
	< 1, and thus by a well known theorem 

the process (6.3) is solvable. Transforming (6.2), 

(P R + AR )M 	ARM + P H 
n fl 	 nn 	na 

and subtracting the result from (6.3) gives 

	

(PR + ARC) (M - Mn) = _ARNn +n 	
(6.8) 

or 	

NM = (PAR + ARY 1  (_AR 	+ 	 ( 6.9) 

and 

- o = (PR + AR) 1 (_ARnNn  + h) - (i - P)M 	 (6.10) 
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Equation (6.9) gives 

n 	n 	II n 
(P R+AR n 	nil 	Ii 	n ) 1 AR 1 + II (P R+AR )1 	- 	. 	( 6.11)  

11  
Ii 	 Ii  

liMnil 	 iiMII 

From (6.7) and (6.3), by the perturbation theory for symmetric matrices [8], 

(PR+AR )il! 
	 + 	- irii)' = 

p+A-1 . 
	(6.12) 

n 	n 	ii 

Further, 

AR =- 	
All 	I + F 

(ij+Ap-1)(ii-1) 

lIAR Ii < 	 + or U  ii 	. 	 ( 6.13) 
(p+Ap-1)(p-1) 

From Eq. (6.2), 

lip R 11 Il n 	n a Ii 	HIP H II 	, 	lipn 	p RI! 	= 	+ 

It follows that 

	

p- i 	ii ii 	. 	 ( 6.14) 

	

Il 	II n 	i+A0 (p-l) n a 

Now (6.4) follows from (6.11) to (6.14). 

Taking into account 

llM0lI> 	tl iliaiI 	, 	 (6.15) 

we obtain (6.5) from(6.l0), (6.12) and (6.13). Further, (6.1) implies 

R(M - M) = 'na 	' 	 = R'(RN-H) 

which gives (6.6), and the theorem is proven. 
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Remark 6.1. The above analysis may give some other useful pertur-

bation estimates. For example, (6.8) implies the estimate of IiMnMnH 

from below in the case that T is not necessarily symmetric. 

Remark 6.2.. The inequality (6.5)implies the condition for 

consistency of the errors of various types: 

IAPI(p+A- 1) iir ii 	(l + 	
) 	

11(1 -P)M0 II 

	

11-1 	1111 II 	 II M II - 	 a 	 0 

< 1 + A0 (i+tp-1) 

Remark 6.3. It is easy to show that the estimates (6.4) to (6.6) 

cannot be improved. 

Remark 6.4. The remarks analogous to the ones 6.1to 6.3 are also 

valid for the following theorems. 

Formulating (6.1) - (6.3) in terms of B gives 

SB 	-B+ 1 AB+H 	, 	 (6.16) a. 

ps 	= - + PA 	= PH 	, 	(6.17) 

	

n n 	j fl 	 n n 	na 

(ps -i-s -) 	 1 	+P+I1l(PA. +FB)= 	H +h 	(6.18) n 	n n 	p + Ap n 	p + Lip 	n .n 	a n 	n a n 

We denote by B, B = PB0 , B the solutions of (6.16) to (6.18), 

respectively. 
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Theo/z.em 6.2. Let A >0 for all n>n0 . Then Eq. (6.18) is solvable 

and 

11 
 flfl 	A ' [(l_X ) 	+ (+ - l) or ii + [ i+A0 (p - 1](1 + 

IIB II 	
lipn 

 H 
a Ii 

n  
(6.19) 

llnoll 	
A 1  (1-X ) 	+ (+ p-l) iir ii + (- p) 

II B •ll 	
0 	Ii 	 n 	 II Hall 

il(I-P)B II + 	 ° 	, 	 (6.20) 

IIB 	II 
0 

ISBn_Hall < 11 B 	B 	<p II SBnHa  II 	 (6 21) 

The proof is completely analogous to that of Theorem 6.1. 

Formulating (6.1) to (6.3) in terms of H gives 

TH 	H + (P -1)AH 	Ha 	 (6.22) 

PTH = n + (p - l)PAM 	na 	
(6. 23) 

(PnT+Tn) 	 + (+P_l)(PnA n  ± FnHn) = 	+ n 	(6.24) 

We denote by H 	H 	PnHo 	n the solutions of (6.22) to (6.24), 

respectively. 
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Theom 6.3. Let A>O for all n<n. Then Eq. (6.24) is solvable 

and 

IIH -H H 	A IAuI 	 , (n) 

< l+C(A 1) + 	
' [(P+A_l) llry + El +A0 (p - l)I 

(6.25) 

un -H ii 	A0IAIiI 	-1 1 	 I 	i(i-P)HII 
< 	(A 	+ A 	I (p+Ap-l) Hr II + p 	+

H V 	 I 	 n 	P H U 	IIH H 
0 	 na 	 0 

(6.26) 

1 , if x0 -iir11 < 0 

where 	c = 
A0  

if xo_Iirnll > 0 

lITHHII < HH-H0 II < UTH_Ha ll 	. 	. 	(6.27) 

The proof is analogous to that of Theorem 6.1. The distinction is that 

II(PnT+ATn) ' PnAII can be estimated in two ways: either by using the 

same method as in the proof of Theorem 6.1: 

1 	 1 	 A0 

	

II(PT+AT) 	PAIl 	
• 	

II llPA II  

or by using.. 	. 	. 	. 	. 	. 	. 	. 	. 	. 

II[(PA)' +(p+Ap-l)I]'Il = (+ p + Ap - i) 

as 



-14- 

= 	[(pnA)_l  + (p+Ap -i)(i - (PEA) 1F) 
11 - 
 11 

A0  

A0  
1 + -i--- (A - 1) 

A0  

To illustrate the engineering applications of the above theorems 

we consider the following 

Example 6.1. It is often required to estimate both the magnetiza-

tion and induction, i.e., the pair. (M,B) inside magnetic material. Since 

it might be too expensive to solve both Eqs. (6.3) and (6.18), as a rule 

one proceeds in either of two ways: (1) one solves (6.3) and obtains the 

pair (lvi ,im P+IXP ) , or (ii) one solves (6.18) and obtains the 

	

( 	p+Ap-1 	\ 	 i pair M= 	+Ap B,B) . The question s: which way is preferable, 

i.e., which of the latter two pairs is closer to the pair (MnBn)? 

If we solve (6.3), then from the identity 

- 	
= 	p+Ap (+A-1 + 	= 	p+Ap 	 - p+Ap-1 

	

a n 	p + Ap  -1 \ 	p +Ap n n/ 	p +Ap -1 ' p n 	p+ Ap 	n 11 fl 

= 	p+Ap [ -Ap 	+ 	 ( -) 
p+Ap-1 p(p+Ap) n 	p 	p 1 	n n 

= 	-Ap 	+ (p+Ap)(p-l)  
(p+Ap-l) n 	(p+Ap-l)p \ p 1 	n n 

we obtain the error estimate for B n 

IIB-B 	 - 
n 	n 	< (p+Ap 	

N 	Mn)(p-l) 11 fl + 	lAp 	 (6.28) 
(p+Ap-l)p II:fI 	p(p+Ap-l) 
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If we solve (6.18), then from the identity 

- 
	+ (p+Ap-l)p 	 - 

n 	n 	(p+Ap)(p-l) n 	(ji+Ap)(p-l). 	(BBti). 

we obtain the error estimate for Mn  

llI 	-ll 	 ll  n n 	< (p+Ap-l)p 	n n 	 Ap 	
2 

(ii+Ap)(ji-1) 
n 

From (6.28) and (6.4), 

Ap 
iiBn _Bn ll 	< 	1 	JAP I +P 	(p+Ap-l) IlrII 

- Ii 	 1 	p Ii B 	 1 1 - 
	 p-i 

 Ali  
+ [1 + A0 (p-i)] (i + 	

) lip 	+ 	
IA_ I 

(p+Ap)(pl) 	A 

	

n a 	
(6.30) 

From (6.29) and (6.19), 

Ap Ii 	- 	II 
- P±AP)_xO) jI 

+ 1 + 

	
(p+Ap-i) iirii 

Ap 	16''11  + [1 + A0 (p-l)] 
(i+) IPnHaiJ + (

p+Ap)(p-l) 

(6.31) 

Now, comparing (6.30) with (6.19) and (6.31) with (6.4), we can answer 

the primary question in various situations. If, for example, p+Ap is 

close to 1, then the perturbation error (6.30) can become much bigger 

than the one (6.19); on the other hand, the estimates (6.31) and 
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(6 4) can be close 	In this situation the pair. (M,B) seems to be 

closer to the pair (M,B) than the one (M,B), i e , procedure (ii), 

solving (6.18), is preferable. 

2) 	= 11(H,x) 

Let p(H,x) be a function such that 	(iH) exists and is piece- 

wise continuous with respect to H for, all xE12 and measurable in Q with 

respect to x for every fixed HE [O,). Let us set 11 =  DB/3H. We 

now require 

	

1 < 
1 min 	"d 	max < °° 	I Ali d I 	jAp 	 . 	 (6.32) 

The error estimates for the perturbed Ritz process can be obtained on 

the .basis of the following 

Lemma 6.1. [2, p.2931 Let C be an operator in a Banach space F 

which is Frchet-djfferentjab1e for llx - xfl < 	where x is a fixed 

point of F, 6>0. Assume that the linear operator C ' (x) is continuously 

invertible in F, and for some 6 and q (0 < 6 < &, 0 < q < 

sup jJ [C'(x)] 	[C'() _c'(x)]If < q 	, 	 (6.33) 

Ilx — xfl 

a = 

 

II(C',  ( X * )] 	Cx* 	< &(l-q) 	. 	 (6.34) 

Then the equation Cx= 0 has the unique solution x 0  in the ball 

IPx-xH 	&, and x0  satisfies the estimate 

Ux0-xH 	1-q 	 (6.35) 
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To show how Lemma 6.1 works, we obtain (without detailed proof) 

some perturbation estimates, useful for the example 6.1, and indicate 

how to obtain others. 

Calculating (PR+LR) '  () gives 

(PR+R)' (M)L = 	(PR+R)(ii+ti)I 0  

(M•L) 2  - 

= P[(ad(Mfl) - a(M)) 	2  Mn  + c(Mn)  + AL 
Mn 

+ FL 	(L E j) 	 (6.36) 

where ad(Mfl) 	 c(M) = [i(Mn)+ All  

The operator (6.36) is seif-adjoint. Let [3] Q = c2+U1, where 

ad(Mfl) -a(M) 	0 for xEc and ad(Mfl) c(M) < 0 for xE. Taking 

into account (L) 2 < ML 2  gives 

f
(Mn-L ) 	 E 

	

P n  (Ot  d 
 (M n) _a(Mn 	 2 + (M)2]  dx > f Pn  M)L2  dx 

max + 	
1)_i 11

j2 

n 

f 	- (Mn) 	 + ()L2Idx > f Pa(M)L 2  dx 

ma 	
- 1)_i 	: 2  

+ 	
. 

which leads to the estimate 

!I[ flfl  ()]_1II 	
max II -1) [1+ o urn H)(p 	+ Ap - l)]_l

max 
(6.37) 
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The proof of the following estimates 

IARnII 	min + JAPI - i) 	min _ 1) 	IAf+ iirii , 	( 6.38) 

[i + A0(i. - l)]l (pmm . -1) lIP ii II 	, 	(6.39) 
na 

is analogous to that of (6.13) and (6.14). The application of Lemma 6.1 

with F=L, C, = PR+1R, 	 x0  = M, ct c, q=q 	gives 

the estimate 

• 	iiii -iii 	a- 
n 	n 	 M 	, 	 ( 6.40) 

l-q- 

where the estimate 	for 

=+  

liNnil 	l-E(xo_lIrnII)(pmax+fApI -.1) 

l±Ao(Pin_l) Il6lI 
+ Ijrn Il + 	 - 

min + Ali - 1)(p.-1) 	 min' 	IIPnHaII 

(6.41) 

is obtained from (6.37)-(6.39). The following estimates, (6.42) and 

(6.43), are obtained in the same way as those of (6.40) and (6.41), by 

applying Lemma 6.1 with F=L, C = PS+AS, X* =Bn  Xo = Bn  

act, q=q. 
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1max + jAP j I 	(l-X0)ItpI 

itII - 	- vrnIl)(umax+IiI -i) [ min ( mjn +ll -i) 

+ umax_+_ 
	

iiru + 
l+Ao(min_l) 11(n)11 1 , 	( 6.42) 

j 	+Lii 	 u. 	 - max 	 mm 	IIPHII 

IIB - II 	a- n _n 	B 	• 	 ( 6.43) 
1-q 

n 

Further, the estimate for q can be obtained from (6.36) and (6.37); 

the estimate for q can be obtained in the same way. To obtain the 

estimates similar to (6.28) and (6.29) we must use Lemma 6.1. 
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Part 3 

Abstract 

We extend the results of Part 1 on the spectrum of the singular 

integral operator,  

(AN)(x) = - - grad divJ M(y) dy 

As an application we obtain an estimate of the lower bound of the 

spectrum of the magnetic field operator RN = hN+AN from 	into 

the subspace J of generalized solenoidal vector-functions from L 2 . 

Here M is the magnetization vector, hN = 	 is the total 

field, AN is the induced field, and 2 is a domain in R 3 . 

This work was performed under the auspices of the U.S. Department 
ofEnergy under Contract W-7405-ENG-48. 
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INTRODUCTION 

In this paper we keep the notation and the enumeration of Part 1 [5] 

and Part 2 [6]. 

inPart 1 [5] we began the investigation of the spectrum in L 2  of 

the singular integral operator 

(A)(x) = grad div (x) 	- 	grad divJ M7)  dy , xEQ 

(2.11) 

We showed there that, i) A is bounded, with hAil = 1; ii) A is seif-adjoint; 

and iii) A is positive semi-definite, with (AN,M) 	0. The present paper 

extends the results of Part 1 [5]. The principle result is given by 

Theorem 8.1, and follows from the classical potential theory, elementary 

properties of pseudodifferential operators on a compact manifold 

without edge, and the decomposition (8.19) of LT  into a direct sum [1]. 

Theorem 8.1 can have various applications to the investigation of 

the magnetic field equation 

RM 	hN+AN = HA 	 (6.1) 

and numerical methods for its solution. As an example we obtain an 

estimate of the lower bound of the spectrum of R:L 2 -J, where J is a 

subspace of generalized solenoidal vector-functions from L 2 . This 

choice is natural, since in applications we always have HAEJ. For 

simplicity, we consider the isotropic case. We denote by II. h1 	and 

the norms inH5 = HS() ,  HS(S) (see [3] for the definition of 

these spaces. We shall also use the notation hi 1l 	11.11 	= L2 . 

O,6 

THE SPECTRUM OF A AND R 

Let us introduce some subspaces of L 2  [1] 

= {i:i = rot F , FEH '  , divFO , FXn15 = o} 	(8.1) 

= {:ii = grad i, IpEH1 ' 	= 0 } 	
(8.2) 
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U = {ii :14 = grad , iJJEH 1 , Aii=O  

Here 	
= 	is the space of vector-functions 	= (F 1 ,F,F.3 ), 

F.EH', i=l,2,3. 

Theom 8 . 1. 

Let the boundary S of 	be twice continuously differentiable. Then 

0 

KerA = J 

• Ker(A-I), 	. 	 . 	. 

Within the interval (0,1) the spectrum of A is not more 

than countable: 'A ½ is the unique limit, point; each 

value A # ½ is regular or has a finite multiplicity; 

U is an invariant subspace of A, and the eigenfunctions 

of A in U form a complete orthogonal system mU. 

We divide the proof into Lemmas 8.1 - 8 4 

Lemma 8.1. . For any eigenvalue A of A, the smooth eigenfunctions 

2  bf A form a set which is dense in the set of all eigenfunctions of A in L, 

corresponding to A. 

Proof - Let X,M satisfy 

Aii -AM = 0 	' 	 (8.4) 

Setting 	()E0 for any  xER 3-, (8.4) is rewritten as a convolution 

mR 3  

- -grad div ( (x) -AM(x) = 0  
lyl 

Now let p(x) E c(R 3 ) be such a function that p(x) has a compact 

	

support in R3, f p(x)dx 	1. Setting p(x) = e 3 p(x/e) for e >0, 
R 3  

we have from the properties of convolution 

= 	* 	(grad div ( * 	= 	grad div((P*N) 
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i.e., the smooth function 
Re

= p6 *M satisfies (8.4). To end the proof 

we note that ME converges to M in 
E 2

as e - 0. 

0 

Lemma 8.2. Ker A = J 

Proof - Consider A on the linear set D(A) = 	fl d) of 

vector-functions with the components from c'()fl c(1). From the proof 

of Lemma 2.1 [5] we have the identities 

M(x) = -rot rot(x) + grad div P(x) 	, 	xE 	(8.6) 

divf 	dy = 
-f 	

dS +f 
divM(Y) dy , xE . (8.7) 

Using the identity (8.6), Eq. (8.4) for X=0 is written as 

	

(x) - - rot rotf M(y) dy = 0 	, 	 xEQ 

This implies 

div i1(x) = 0 	, 	 xEQ . 	(8.8) 

Using the Green's formula, it follows 

	

= 0 . 	 (8.9) 

From (8.7) and (8.8) it follows that for X0, (8.4) can be written as 

grad v(x) -  8radf 	dS 	= 0 , 	xEQ , 	(8.10) 

where we used the notation c = Mn. Taking into account the jump 

conditions on S. for the derivatives of the single layer potential when 

x approaches S from the interior 

(-E-) 	Cr (x) cos(i,x.) +-f() 	) dS , 	i1,2,3 

iS 	 S 
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we obtain from (8.10) 

+ T 	+ - fa(y) --() dS = 0 , 	xES 	(8.11) 
2.  

From (8.9) we see that (cl,1) 	= 0. We therefore consider Eq. (8.11) in 

the space a(S) = {aEC(S),(a,1)05  = o}. It is the homogeneous equation 

for the interior Neumann problem. The conjugate equation is the equation 

for the exterior Dirichiet problem. It is known to have only the trivial 

solution in a(S) (see, for example, [7]).  By the standard Fredhoim theory 

(8.11) also has only a trivial solution in C(S). It follows that 

KerA fl D(A) c{M E D(A) : divM 0' 	= 0 } 

The inverse inclusion follows immediately from the identity (8.7). By 

Lemma 8.1 the closure of KerA fl D(A) in L is KerA, and, by [1, Theorem 

3.2] this closUre coincides with J , and thus the lemma is proved. 

Lemma 8.3. ' Ker(A-1) = G. 	 . 

PrOof - Consider again A on D(A) = '() fl C(). 	For A = 1, 

(8.4). is written as 	 . 	. 	. 	. . . 	. 

(x) + 	grad divf 	Y)  dy = 0 , ' xEQ . 	( 8.12) 

This implies rotM = 0. Let us set' 	. 

(x)= 	-- divf 
M(y) 

 dy , 	 xER 3  . 	 ( 8.13) 
41T

Then M = grad 	in Q. It is easy to verify that t satisfies the. 

boundary value problem 

= divM 	 xE2 , 	( 8.14) 

xES , 	( 8.15) 
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= 0 	, 	 x E R 3-Q 	 (8.16) 

an = 0 	, 	 xES 	 (8.17) 

urn (x) = 0 , 	 for I xt  

where (+) and (-) denote, respectively, the inner and outer limits on S. 

Here (8.14),(8.15),(8.16) and (8.18) follow immediately from (8.7) and 

the properties of the space potentialand the single layer one. From 

(8.12) M+.n - 
	

= 0, together with 	- 	= M.n this gives (8.17). 

The problem of (8.16)-(8.18) has only the trivial solution, and therefore 

by (8.15), 	It follows 

Ker(A- I) ii D(A) C  {M E D(A) : N = grad 	 = 0) 

On the other hand, N = grad 4 	q+=O implies rotM = 0, N+Xn = 0 

for xEQ. Together with the identities (8.6), 

rot 	
= 	

(y)x(y) dS 
	f rot R(Y) dy 	, 	(2.7) 

this gives the inverse inclusion. From Lemma 8.1, the closure of 

Ker(A-I) n D(A) is Ker(A-I); and from the results in Ref. [11 the 

former is G. Thus the lemma is proved. 

Let us denote by X0  the minimum eigenvalue of T in a(S) and by 

A the maximum one. 
• 	0 

Lemma 8.4. In the interval (0,1) the spectrum of A in T 2  is not 

more than countable: 	 • 

1) is the lower bound, A0  is the upper bound, 0 < A0 < 1; 

X½ is the unique limit point; each value A j½ is regular or 

has a finite.multiplicity. 
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2) U is an .invariant subspace of A, and the eigenfunctions of A 

in U form a complete orthogonal system in U. 

Proof - By [1] 

(8.19) 

and therefore from Lemmas 8.2 and 8.3 it follows that the spectrum of A 

on (0,1) is a subset of U. We now reduce the problem of the investigation 

of the spectrum of A on U to that of the investigation of the spectrum 

of T on H 1 (S) = {cY E H;<G,1) .. 	. 	= 0 

	

. 	 } 
0 	 H 2(S) X  H1(S) 

For MEU let us define a potential u by setting gradu = M, 

f udS = 0. The norm in H ' (Q) can be defined as 
S 

lull 2 =  f (grad u) 2  dx + (fuds) 2 	 (8.20) 
1, 	 S 

For u defined above, we therefore have: 

llull 	= f(grad u) 2 dx = f()2dx = lll 2 	(8.21) 

Now let A be a point of the spectrum of A in U. Then a a sequence 

( )cU such that N = grad u , Au =0, f udS=0,  
n 	 n 	n 	n 	 n 

11AM - AMII -- 
0 as n -3- . 	 It follows that 

livJ
M(y)  

r 	
dy - Au 	 0 

as n - . By [3] for a harmonic function u, the mapping u - 

is continuous from H'(Q) to H 1 (S). From the proof of Lemma 8.2 for .  

G 	Nfl E U+/fl it follows thatTcr -  (½A)y II 	-~ 0 as n  

fl 	' 	 fl 	 n-i,S 

The operator T can be considered as a peudodifferential operator in Hi(S).. 
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Its principle symbol [2; p.197],[4, p.211] is T°(x,) 	i cos(n,) E 0, 

where (x,) is an element of the cotangent bundle T*(S). By [2, p.198, 

Lemma 21.5] T is compact in ils(S) for all real s, in our case s 

The first statement of the Lemma now follows from the standard properties 

of a compact operator and the fact that the spectrum of A on (0,1) 

is a,subset of that of T. The second statement follows from (8.7) 

and (8.8) and the fact that A is seif-adjoint in L 2  [5]. 

Let us denote by P1 ,P2 ,P3  the orthogonal projectors of L 2  onto 

U, , respectively. By [1] 

J E 	 = { ii:iirot, F Ei} 

TheoJern 8.2. 

Let R : L2 4-  J be such an operator that 

	

(R)(x) = p(M,x)- + (A)(x) 	1 < min 	umax < 
00 

Then there holds 

	

 1 	 - 2 (R,) 	> 	
( 	

+ rnin 	. 

max 	max 	mm - 0 
A ( . mm -1) X 0) 

 11M 11 

(8.22) 

Proof - Let us define A = const 0 by 

+ A = inf(RN,M) 	, 	 (8.23) 

max 	 IIiIi=l 
RMEJ 
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By Theorem 8.1 we have the following chain of equalities and inequalities: 

1 	
+ + II3II2) 	,) + (A P2 ,P2 ) + IIP3MII 

max 

=(RM,= 
	

,(P2 +P3))+ (A(P2 +P3 ), (P2 +P3 )M) 

< 
 (

1 	
+ 1) II (P2  +P3) II 	 (8.24) 

nun 

Now (8.22) follows from (8.23),(8.24), and the following inequalities 

inf (II P2M 112 + II P3  R  11 2 ) 
IIMIH 1  
RJ 

1 	+ 	

(_l 

	
+ i) inf(IJP2M 

112 
 + I 3  M 11 2 ) 

max 	 mm 

R[EJ. 
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