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ABSTRACT OF THE DISSERTATION 

 

Activity of Antibiotic Molecules Present in the Eukaryotic/Prokaryotic 

Interface 

 

by  

 

Roland B. Liu 

Doctor of Philosophy in Biology 

 

Professor Kit Pogliano, Chair 

Professor Eric Schmelz, Co-Chair 

 

 Antibiotic metabolites play a major role in the interactions between 

prokaryotes and eukaryotes. The exact effect of these antibiotics can be 

difficult to study due to the complexity of microbial communities and 

dynamics, as well as environmental conditions that differ from laboratory 

ones. Here, I employ Bacterial Cytological Profiling, an unbiased 

microscopy-based technique able to determine the mechanism of action 

of an antibiotic within hours. In Chapter 1, I have discovered using BCP 

that a family of plant defense metabolites called the flavones exhibits 

nontraditional structure-activity relationships, where minor modifications 
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made to the flavone backbone alter their antibiotic mechanism of action, 

as well as discover new antibiotic MOAs previous unattributed to flavones. 

I also employ BCP in Chapter 2 to study fungal-bacterial interactions on 

Cheese Curd Agar, and identify the nature of fungal inhibition of bacterial 

growth in microbial cheese communities. Finally, in Chapter 3, I use BCP to 

analyze the drug SCH79797, to show a dual effect of boosting neutrophil 

killing in vivo as well as having direct antibacterial activity, highlighting the 

complexity of studying the effects of molecules in eukaryotic 

environments. Overall, these studies provide insight into the prokaryotic-

eukaryotic interface, as well as provide proof-of-concept studies for the 

development of in situ techniques to analyze antibiotic activities in non-

laboratory settings.  
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INTRODUCTION 

There are an estimated more than 1 trillion species of 

microorganisms on our Earth1. While significant advances have been 

made towards the high-throughput identification and classification of 

large clades of microbes as well as their metabolic potentials2, we have 

only begun to scratch the surface of understanding all of these organisms’ 

ecological importance, and the ways that they influence each other on a 

micro and a macro scale. Part of the barrier towards a holistic 

understanding of microbial ecology is the “Great Plate Count” 

anomaly2,3, which estimates that only 1 out of 100 species of microbes 

can be cultured in the laboratory using current techniques – a proportion 

that may truly be even orders of magnitude lower for microbes inhabiting 

novel or understudied environments2,4. 

Microbial interactions – or symbioses – with other organisms are 

classified into six different categories: mutualism, in which both organisms 

benefit; commensalism, where one organism benefits and the other is 

unharmed; parasitism, where one organism benefits at the expense of the 

other; neutralism, in which neither organism is affected positively or 

negatively; amensalism, where one organism is unaffected while the other 

is harmed; and competition, where the fitness of both two organisms are 

harmed by the other’s presence5,6. Of these, mutualism, commensalism, 
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parasitism, and competition are the most studied, although amensalism is 

ecologically frequent and important6.  

Many of these microbial interactions are regulated or actualized 

through the production or secretion of metabolites. These metabolites 

can range from being generally produced to being induced only under 

specific circumstances, and can embody all forms of symbioses. For 

example, mutualistic species living in microbial biofilms may cycle carbon 

and nitrogen-containing nutrients between each other, allowing for 

streamlined and thereby more efficient metabolisms7. Conversely, 

bacteria that sense the presence of other organisms may increase 

siderophore production, chelating valuable iron atoms away from the 

other organisms8,9. In turn, some organisms have developed specialized 

siderophore uptake channels for their competitor’s siderophores, allowing 

them to ‘steal’ both the iron atom and the siderophore produced by the 

original bacteria9. 

Perhaps one of the most well-known examples of metabolic 

warfare are antibiotics. The growth of the antibiotic discovery field in the 

modern era is largely attributed to the discoveries of Paul Ehrlich and 

Alexander Fleming. At the beginning of the 20th century, Paul Ehrlich 

noticed that certain dyes were able to selectively stain some bacteria but 

not others, and extrapolated that therefore, there should exist chemicals 
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that are able to selectively kill some bacteria while leaving others 

unharmed. In 1909, Ehrlich the compound arsphenamine, an arsenic-

based compound that was able to kill the Treponema pallidum, the 

causative bacterium for syphilis. The late 1920’s and 1930’s saw the 

discovery of the sulfadrugs at Bayer, and the serendipitous discovery of 

penicillin by Alexander Fleming. Fleming noted that a fungal contaminant 

on a petri dish prevented the growth of Staphylococcus bacteria in a 

radius around the fungal colonies, implying the secretion of a potent 

antibiotic molecule.  

The discovery of penicillin engendered the discovery of many new 

families of antibiotics in the next few decades, especially in the 1940’s 

through the 1960’s, where more than half of the antibiotics used in clinics 

today were discovered10. Researchers capitalized on the fact that many 

organisms in ecological settings produce antibiotic molecules in order to 

compete with or protect themselves against the milieu of microorganisms 

surrounding them. Indeed, many modern antibiotics were originally 

isolated from Streptomyces, an actinobacterium ubiquitous in soil that is 

rich with biosynthetic gene clusters. Scientists are exploring links between 

microbial diversity and specific nutrient limitations of environmental niches 

and the antibiotic biosynthetic potential of the organisms in these niches 

with the end goal of discovering new antibiotics11. However, a major 
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roadblock to the clinical effectiveness of these new potential antibiotics 

the resistance mechanisms that bacteria have evolved, which can be via 

nonspecific mechanisms (expression of drug efflux pumps or increasing 

physical barriers to antibiotic entry)12-14, or specific ones (mutations in the 

target molecule of the antibiotic, or expression of enzymes able to cleave 

the antibiotic molecule, rendering them ineffective)14, 15. Emergence of 

antibiotic-resistant bacteria in hospitals occurred immediately after the 

adoption of antibiotics into clinical use in the 1940’s; however, initial rates 

of antibiotic discovery were high, so newer antibiotics could be used in 

lieu of the previous, now-ineffective ones. Thus, an “arms race” was 

created between antibiotic discovery and antibiotic-resistant pathogens. 

As sources of novel antibiotics from screening natural metabolic 

products started to dwindle in the 1970’s and 1980’s, researchers 

developed more streamlined drug discovery pipelines, incorporating both 

natural, synthetic, and semi-synthetic chemical scaffolds for screening16. 

Modern drug discovery pipelines comprise several steps, including 

chemical library screens, in silico filtering steps, mechanism of action 

(MOA) determination, synthetic analog generation, and 

verification/optimization of candidate molecules to be sent to clinical 

trials. 
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In drug discovery, researchers often first compile large libraries of 

compounds, from either natural product libraries, synthetic chemical 

libraries, or a combination of both. These libraries are screened for 

potency against test strains of bacteria. The minimum inhibitory 

concentration (MIC) of molecules are then often determined either by 

disk-diffusion, where disks are infused with the antibiotic and placed on a 

plate where bacteria grown in a lawn and zones of clearing around the 

antibiotic-containing disks are measured; or by microbroth-dilution, where 

the antibiotic is serially diluted across media-containing wells in a multi-

well plate, and the lowest dilution of antibiotic able to prevent bacterial 

growth is recorded. 

After the efficacy and MICs of molecules in the libraries are 

established, molecules are studied for their mechanism of action (MOA); 

essentially, which component of the cell the antibiotic targets. Antibiotics 

can be categorized into broad categories based on which essential 

cellular process they inhibit; these include DNA replication, RNA 

transcription, nucleotide synthesis, protein translation, lipid biosynthesis, 

cell wall biosynthesis, and direct membrane activity as well as surfactant-

like activity17. The MOAs of novel or unknown antibiotics can be 

determined through several methods, including resistant mutant 

generation, macromolecular synthesis assays, and newer -omics-level 
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approaches such as transcriptomics and proteomics to conduct surveys 

of cellular response to treatment18-20. Resistant mutant generation often 

involves the serial passaging on agar plates or in liquid medium containing 

increasing concentrations of antibiotics. Once mutants with several-fold 

resistance to the antibiotic have been isolated, they are sequenced and 

analyzed for deviations from the sensitive parent strain. Sequence 

differences between mutants and the parent strain may indicate 

mutations in the target binding site of the antibiotic, or could represent 

regulatory alterations in homeostasis that are able to suppress the effects 

of the antibiotic, providing information as to potential cellular targets. 

Meanwhile, macromolecular synthesis assays directly measure the levels 

of essential macromolecules (such as nucleotides, proteins, or cell wall or 

membrane precursors) being newly produced. Treatment with most 

antibiotics will result in one or more of these essential biosynthetic 

pathways being affected, which can be detected with the assay. An 

antibiotic’s MOA can often be inferred from this information. 

While mutant generation screens and macromolecular synthesis 

assays have been invaluable for determining antibiotic MOAs, they have 

several weaknesses. While mutant generation screens often identify the 

exact target of an antibiotic, it can take weeks to months for a mutant to 

appear, and whole genome sequencing (WGS) to identify single 
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nucleotide polymorphisms (SNPs) is expensive and low-throughput. These 

SNPs need to be verified as well by backcrossing into the parent strain, 

which takes additional time and resources. Furthermore, there is a 

potential for suppressor mutations in related but non-target genes to arise, 

giving false information as to the molecular target of the antibiotic21. 

Macromolecular synthesis assays, while much faster than mutant 

generation, are not able to determine the exact target of an antibiotic, 

and the interconnectedness of biological pathways can confuse the 

interpretation of MSA results, requiring a panel of assays to be performed 

for each antibiotic18. For example, a transcription inhibitor would likely 

reduce the rates of protein translation due to the reduced levels of mRNA; 

therefore, both mRNA synthesis assays and protein synthesis assays must 

be performed to be able to delineate between inhibitors of the two 

pathways18. Furthermore, many strains have a stringent response, which 

causes cells to alter the regulation of many basic cellular processes such 

as DNA replication, transcription, and translation in response to different 

stress conditions including amino acid deprivation or antibiotic treatment, 

which can further obfuscate the analysis of MSA panels22.  

The weaknesses of such in vitro assays coupled with improvements 

in bioinformatic techniques have led to the popularization of in silico 

methods in drug discovery. Two such methods include docking studies 
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and algorithmic prediction of molecule potency based on molecular 

bond characteristics23-25. Docking studies predict the fit of candidate 

molecules to a target of interest. For example, if a candidate molecule 

appears to inhibit protein A, and the crystal structure of protein A has 

been solved, structural biologists can import chemical structure of 

hundreds of analogs of the candidate, and computationally predict the 

binding affinity of these analogs to protein A. This has the obvious upside 

of cost and through-put, where thousands of chemicals can be screened 

with only the capital investment of computer processing power. 

Furthermore, these docking studies can infer activity against a specific 

target, as opposed to merely obtaining information as to the general 

cellular pathway targeted by the antibiotic23,24. Another in silico method 

of drug candidate screening involves algorithmic prediction of molecules’ 

efficacy against a target. For this, in vitro studies must have already been 

performed against a target for a variety of chemical analogs25. With these 

data, algorithms can take chemical bond parameters (bond length, type, 

angle, and atomic members) and determine which combination of 

parameters are most predictive of inhibitory activity. This parameter matrix 

can then be used to predict the activity of other structurally similar 

compounds, allowing for faster predictive capabilities than docking 
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studies once the algorithm has been developed, at the cost of requiring in 

vitro data from a training library of compounds25. 

While in silico screens have major advantages in cost and 

throughput versus in vivo and in vitro methods of determining MOA, they 

rely on the assumption of a predetermined target molecule, as assaying 

for binding affinity against a large panel of possible targets becomes 

multiplicatively unwieldy computationally. Therefore, they rely on the 

assumption of structure-activity relationship (SAR): essentially, the 

assumption that molecules with similar core structures will likely have the 

same activity23-26. While this assumption greatly simplifies screening in terms 

of computing power and analysis, it is unable to detect when a molecule 

could have a secondary or alternate primary MOA. For example, if a 

candidate molecule was shown to inhibit protein A, but an analog to the 

candidate molecule is a potent protein B inhibitor but has less affinity to 

protein A, it may be filtered out in an in silico screen due to the 

assumption of a molecular target, biasing the screen results. 

Recent years have seen the development of more unbiased MOA 

determination methods that can be any combination of cheaper, faster, 

or more descriptive than the mutant generation, in vitro, and in silico 

procedures previously outlined. One such technique, developed by 

previous members of the lab, is called Bacterial Cytological Profiling 
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(BCP)27-29. BCP is a fluorescence microscopy-based technique that 

interprets morphological changes to cells in response to antibiotic 

treatment, based on the finding that treatment of cells with antibiotics 

that target different essential cellular processes result in distinct cytological 

profiles. In the flagship study27, the authors treated E. coli cells with 

antibiotics that inhibit protein synthesis, RNA transcription, DNA replication, 

lipid biosynthesis, DNA replication, cell wall biosynthesis, proton-motive 

force, or are directly membrane active. They showed that quantifiable 

morphological differences can be observed between cells treated with 

antibiotics that target different cellular pathways, and even between cells 

treated with antibiotics that have different targets within the same cellular 

pathway. With this, the authors constructed an algorithm based on a 

training set of known, control antibiotics wherein new drugs with unknown 

MOAs can be compared27. 

BCP has many advantages when compared to traditional methods 

of MOA determination. As it is an observation-based method, it is 

unbiased, with no prior knowledge of an assumed target needed. 

Additionally, it is cost-effective, requiring only dyes, the antibiotic itself and 

media components after the capital investment of a fluorescent 

microscope. And importantly, it is rapid, as these distinct morphological 

changes can be observed within 1 to 2 hours, and as possibly as quickly 
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as within 10 minutes. While not as high-throughput as in silico screens, 

dozens of molecules can be analyzed daily per person due to the rapidity 

of the test. After the initial work with E. coli, BCP has been developed for 

many organisms, including other Gram-negatives such as Pseudomonas 

aeruginosa and Acinetobacter baumanii, as well as Gram-positives such 

as Staphylococcus aureus28 and Bacillus subtilis29.  

Because of these advantages, BCP has been used for the screening 

and identification of bioactive natural products. As mentioned previously, 

natural products have been a rich source for potent clinical antibiotics. 

Traditional drug discovery pipelines that screen natural products are 

predisposed to select molecules that are stable, potent, and highly 

specific to their cellular target with low toxicity – all very desirable qualities 

for an antibiotic16,17. However, many bioactive natural products are less 

stable, less potent, more toxic, and can have multiple targets, but still 

serve important ecological functions30,31.  

This is likely the case with plant defense metabolites. Over the past 

century of antibiotic discovery, no clinically used antibiotic has been 

isolated from a plant, despite many attempts and the fact that plants 

produce a wealth of antibiotic metabolites31. Plant antibiotics that are 

produced locally on demand following microbial stress are termed 

phytoalexins. Phytoalexins comprise several chemical classes including 
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terpenoids, glycosteroids, alkaloids, and flavonoids31,32. As phytoalexins 

play a major role in plant defense and subsequently plant health, 

understanding the induction, production, and functions of phytoalexins 

has major implications for both agriculture and plant ecology. However, 

despite the wealth of past and ongoing research on phytoalexins, many 

aspects of phytoalexins remain to be fully characterized or understood.   

One well-known group of plant metabolites are the flavonoids31,33-35. 

Flavonoids are polyphenolic molecules that can be found in nearly all 

parts of plant anatomy, including the bark, root, stems, leaves, flowers, 

fruit, and seeds. The term flavonoids comprise the anthocyanidin, flavone, 

flavonol, flavanone, flavanonol, flavan, flavanol, and respective 

isoflavonoid groups33. They are often synthesized via the cyclization of 

chalcones, which are themselves formed via the combination of malonyl-

CoA with 4-coumaryl-CoA derived from phenylalanine36. They have been 

shown to have a wide variety of biological functions in planta and 

medicinally, including pigmentation and UV filtration, as well as having 

antioxidant, anti-inflammatory, anti-mutagenic, and anti-carcinogenic 

activities33-35. Additionally, certain flavonoids have been shown to have 

antibiotic activity, classifying them as antimicrobial defenses. However, 

flavonoids are often unstable in aqueous solution and when exposed to 

light, making longer-term studies of the antibiotic effects or MOAs difficult 



 

13 
 

to study in vivo34-35. Furthermore, many flavonoid phytoalexins have 

relatively low solubility and potency, diminishing their possible clinical 

relevance.  

Nevertheless, much research has been conducted on the antibiotic 

activities of flavonoids, most often as DNA replication inhibitors by either 

inhibiting enzymes required for DNA replication or segregation or by direct 

intercalation within the DNA. The flavone and flavonol subgroups of 

flavonoids appear to be particularly prolific DNA replication inhibitors, with 

a large body of literature supporting their anti-DNA antibiotic activity37-39. 

For example, apigenin has been demonstrated to inhibit bacterial DNA 

Gyrase in vivo, in vitro, and in silico38,39. Flavonoids have also been 

demonstrated to have direct membrane activity, likely due to their 

lipophilicity and therefore their ability to integrate directly within the 

bacterial cell membrane34,35.  

Furthermore, it has been suggested through in vitro assays and in 

silico docking studies that flavones may inhibit other cellular pathways. For 

example, some studies have shown binding affinity between flavones and 

fabZ and penicillin binding proteins40,41. However, in vivo studies of these 

MOAs are lacking, likely due to the low potency and instability of the 

flavones. The ability to examine flavonoid phytoalexin antibiotic MOA in 

vivo would impact our understanding of the plant microbiome and the 
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mechanism by which plant defense metabolites are able to inhibit the 

growth of pathogenic bacteria. In this dissertation, I outline my research 

on how the use of BCP allows us to gain new in vivo information on how 

plant defense metabolites – specifically the flavones – inhibit bacteria 

through mechanisms previously unshown, and show the power of 

unbiased in vivo MOA determination techniques when compared to in 

vitro assays or in silico docking studies. The direct analysis of these 

antibiotic effects also allows us to gain more understanding to how 

specialized metabolites affect the ecological dynamics between plants 

and bacteria within the plant microbiome environment. 

Here, we also briefly expand our use of BCP into other microbiomes. 

One microbial community that has garnered recent interest is the cheese 

microbiome42. Unlike environmental microbiomes such as the marine 

microbiome or soil microbiome which contain thousands of species of 

bacteria simultaneously interacting, cheeses contain a much smaller and 

manageable number of species – on the order of ten – allowing for an 

intermediate between studying bacteria in isolation and surveying 

extremely complex microbial interactions. Previous research on cheese 

communities saw repeatable patterns of succession in community 

member abundance over the age of the cheese42, and were replicable 

in laboratory settings when the community was reconstructed in vitro. 
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While the exact molecular mechanisms behind the robustness of this 

pattern of succession are still being elucidated, this “just-enough” level of 

species diversity allows researchers to study more than just -omic-level 

interactions between community members, and begin to dive into more 

detailed mechanisms of interaction and symbioses due to the finite 

number of cross-species interactions.  

These mechanisms include the metabolic communication and 

interactions between species that were previously described, such 

nutrient sharing and competition, the triggering of molecular signaling 

pathways by metabolites from different species, as well as the secretion of 

antibiotic molecules. The development of in vivo techniques such as BCP 

for use in ecologically relevant samples can allow us to better understand 

the molecular mechanisms underlying competition between species by 

observing them in co-culture or in a community, as opposed to in isolation 

in laboratories, which often results in a completely different metabolic 

profile for organisms than when grown in co-culture. 

In this dissertation, I outline my research exploring how bacteria 

respond to antibiotic molecules produced by plants and cheese 

microorganisms. With respect to the former, I explore a family of plant 

metabolites called the flavones, and show that antibiotic flavones can 

have different MOAs that are based off their minor modifications – 
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hydroxylations and methoxylations – to the flavone backbone, and not 

the backbone itself. These results are obtained through in vivo observation 

of cellular morphological changes as a result to flavone exposure in E. coli 

via Bacterial Cytological Profiling, and are contrasted with in vivo 

experiments and in silico research performed by other groups. The finding 

that antibiotic flavones have different in vivo antibiotic MOAs based on 

modifications runs counter to the backbone-based SAR assumption 

widely used in drug discovery pipelines and provides insight into the 

ecological importance and mechanism of phytoalexins in plant pathogen 

defense. In the latter, we explore pairwise interactions between fungal 

and bacterial species found in the cheese microbial community, and 

identify certain genes and antimicrobial peptides that impact fitness 

specifically when these fungal and bacterial strains are grown in co-

culture, highlighting their importance in the metabolic warfare present 

within cheese. Finally, we include a study on an antibiotic molecule that 

both boosts neutrophil killing and exhibits direct antibiotic activity, which 

further exemplifies the complexity of studying antibiotic molecules in the 

context of a eukaryotic-based environment. Overall, my research 

provides insight into the role of antibiotic metabolites in the symbiosis 

between eukaryotic and prokaryotic species. 
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CHAPTER 1: MINOR MODIFICATIONS TO FLAVONES ALTER THEIR in vivo 

ANTIBIOTIC MECHANISM OF ACTION 

1.1 Abstract 

Flavones are important molecules in plant pigmentation, UV 

filtration, communication, and pathogen defense. Their antibiotic 

activities have previously been studied using traditional in vitro and in silico 

drug discovery methods such as enzymatic activity assays and docking 

studies. By using Bacterial Cytological Profiling, an in vivo method able to 

determine the cellular pathway affected by antibiotics within two hours, 

we have observed at least four distinct antibiotic mechanisms of action 

among flavones that differ only by minor modifications, namely 

hydroxylations and methoxylations. Among these, we identified at least 

two antibiotic MOAs not previously confirmed either in vivo or in vitro 

within the flavone family, specifically inhibition of outer membrane 

biosynthesis by tetramethyl-O-Scutellarein and inhibition of cell division by 

tamarixetin. Most flavones that exhibited primary antibiotic mechanisms of 

action other than inhibition of DNA replication/segregation in vivo still 

demonstrated significant in vitro inhibition of DNA Gyrase and 

Topoisomerase as well as DNA intercalation. The modification-based 

antibiotic MOA of flavones provides an example of a class of molecules 

that fall outside of the traditional structure-activity relationship paradigms, 
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where analogs built from a common scaffold frequently have a similar 

MOA. Furthermore, we highlight the importance of using both an in vivo 

MOA assay together with an in vitro assay for antibiotic mechanism of 

action determination of chemical analogs even if a cellular target of a 

starting molecule has been identified. These results also provide insight 

into plant metabolite defenses against bacteria, which take a “shotgun” 

approach to pathogen defense with structurally related molecules 

providing inhibition of multiple bacterial cellular pathways. 

 

1.2 Introduction  

 A key bottleneck in antibiotic drug discovery is determining the 

molecules’ mechanism of action (MOA), the means by which an 

antibiotic either inhibits the growth of or kills bacteria[1, 2]. Traditional 

methods of MOA determination involve the use of macromolecular 

synthesis assays or resistant mutant generation and sequencing, both of 

which are low-throughput and can have difficulties identifying the MOA 

of many classes of drugs, especially those with direct membrane activity 

or other non-protein-level effects[1-3]. More recently, transcriptomics has 

been used to investigate antibiotic MOA by identifying the transcriptional 

response to antibiotic treatment.  However, many antibiotics with distinct 

MOAs can cause similar transcriptional responses in marker genes, 
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especially in bacteria with stringent responses or other generalized 

response pathways to antibiotics[4] . Another recent development in 

MOA determination is Thermal Proteome Profiling, which utilizes shifts in 

protein melting temperatures when bound to a ligand to conduct an 

unbiased survey of potential protein targets of drugs, but this method can 

be costly, low-throughput, and restricted to drugs with protein targets[5]. 

 Central to the field of antibiotic discovery is the concept of 

structure-activity relationship (SAR), where a molecules’ efficacy is often 

linked a pharmacophore present within the backbone structure[6]. Minor 

modifications to the backbones can alter various characteristics of the 

drug, such as potency, solubility, stability, and bioavailability, but these 

chemical analogs are often assumed to have similar MOAs to the parent 

molecule[6]. As such, drug discovery pipelines often identify the MOA of 

candidate molecules identified from screens, and then synthesize 

chemical analogs to improve upon these candidates. The activity of 

these analogs is often measured by killing assays or inferred via in vitro or 

in silico target-molecule interactions[2, 7, 8]; rarely are analogs re-

screened in vivo for MOA.  

 An interesting parallel to the chemical synthesis of antibiotic 

analogues can be seen in plant defense metabolic pathways. A key 

component of plant defense pathways are phytoalexins, which are 
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specialized metabolites produced in response to pathogen infection that 

include many chemically diverse families of molecules[9-12]. Plants are 

known to express an abundance of hydroxyl-, methyl- and acetyl-

transferases that allow plants to produce large libraries of defense 

metabolites that have identical backbone structures with differing 

modifications[9, 10, 13], similar to the results of chemical analog synthesis 

during drug discovery. The natural plant metabolome thus provides a 

wealth of pre-existing molecules to study for bioactivity and structure-

activity relationship. 

The flavonoids are a large family of phenylpropanoid derivatives 

containing two phenyl rings and a third heterocyclic ring, and comprise 

over 5000 characterized representatives found throughout plants and 

some fungi[14-17]. Flavonoids have been previously studied for their 

antibiotic effects, but these studies are sometimes hindered by the 

molecules’ low solubility, poor stability in aqueous solution and when 

exposed to light, relatively low potency, and their sometimes pleotropic or 

unclear effects[14, 16, 18]. Nevertheless, a large body of research exists 

characterizing the flavonoids as DNA replication inhibitors, either by 

inhibiting topoisomerases or by acting as DNA intercalators[7, 15, 19-21]. 

Specifically, the flavone (Figure 1.1A) and flavonol subgroups of 

flavonoids have demonstrated strong in vitro anti-topoisomerase or 
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intercalative activities, the efficacy of which has been attributed to the 

planarity of the molecules’ backbone due to the double bond between 

C2 and C3 [7, 18]. For the purposes of this study, we will refer to flavonols 

as within the “flavone” group for brevity, as flavonols refer to 3-

hydroxylated flavones. Flavones have also been shown to have direct 

membrane active effects, due to their lipophilicity and ability to integrate 

within cell membranes[15]. Other potential antibiotic MOAs of flavones 

have been proposed and studied in vitro and in silico[22], but in vivo 

demonstrations of these MOAs are lacking. 

Due to the difficulties of understanding the in vivo effect of flavones, 

much recent work has focused on further characterizing their anti-DNA 

replication effects in vitro or in silico, based on the assumption of SAR[7, 

15, 23]. In this study, we instead look at the in vivo antibiotic effects of 

flavones using Bacterial Cytological Profiling (BCP), a microscopy-based 

technique that can identify the primary cellular pathway inhibited by 

molecules within two hours by examining morphological changes in 

response to treatment at or near the molecules’ minimum inhibitory 

concentration (MIC)[24-26]. Unlike most in vitro and in silico studies, BCP 

does not require the prior assumption of a target, allowing for unbiased 

determination of the MOA of antibiotic molecules[25]. Furthermore, the 

rapid timeline of BCP allows us to circumvent the traditional challenges 
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associated with working with unstable plant-derived metabolites and 

requires orders of magnitude fewer amounts of material than traditional 

resistant mutant-generation-based MOA determination methods. 

 Surprisingly, our analysis of thirteen flavones using BCP suggests that 

flavones can primarily impact at least four distinct cellular pathways, 

including two that to our knowledge have not been previously confirmed 

in flavones in vivo. Specifically, we found that some flavones can inhibit 

DNA replication and others directly impact the membrane, activities that 

have previously been described[14], while others can inhibit cell division 

and outer membrane biosynthesis, activities that have not previously 

been identified in vivo. These results showcase the importance of in vivo 

MOA studies and the potential pitfalls of assuming SAR between two 

structurally similar molecules, and provides us with insight as to how minor 

enzymatic modifications such as hydroxylations and methoxylations may 

result in broad-spectrum pathogen defense within a single family of 

molecules. 

 

1.3 Results 

 We assayed a library of 31 flavones for activity against E. coli ∆tolC, 

a drug efflux pump knockout strain, to determine the minimum inhibitory 

concentration (MIC) of these compounds (Table 1.1). Of these, 18 had  
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Figure 1.1. Chemical structures of (A) the flavone backbone, and (B) 

flavones and flavonols examined in this study.   
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measurable (<200μg/mL) inhibitory effects. We then selected 13 of the 

flavones and flavonols (Figure 1.1B) with the lowest MICs to perform in vitro 

DNA gyrase/topoisomerase assays as well as Bacterial Cytological 

Profiling to determine their antibiotic mechanism of action. While several 

flavones exhibited significant (<20μg/mL) activity against the E. coli ∆tolC 

strain, none of the flavones  had a measurable (<200μg/mL) MIC against 

wild-type strains of E. coli, suggesting that all of these molecules are 

substrates for efflux and highlighting the importance of the efflux pump 

knockout strain in studying the effect of these molecules. 

 

In vitro Gyrase and Topoisomerase IV assays of flavones and flavonols 

show strong inhibitory activity 

Previous research regarding the antibacterial activity of flavones 

has centered around their anti-DNA replication activities, either by 

inhibiting topoisomerases themselves by direct binding, or by intercalating 

within DNA, preventing the progression of topoisomerases[7, 14, 15, 19, 20, 

27]. These anti-DNA replication activities and the differences between 

enzymatic binding and DNA intercalation can be resolved by in vitro 

topoisomerase assays. To confirm the in vitro activity of the flavones in our 

study, we assayed for anti- E. coli gyrase and topoisomerase IV activity 

using the TopoGEN kits TG2000G and TG1007 respectively (Figure 1.2A-E).  
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Table 1.1. Flavones tested for antibiotic activity, and associated 

modifications to the positions shown in Figure 1.1A and minimum inhibitory 

concentrations (MIC) against E. coli ∆tolC. 

MICs were measured as MIC10 after 24 hours using the microbroth dilution 

method in LB media grown at 30°C. MICs were conducted in triplicate 

with all triplicates resulting in the shown values. Column header numbers 

indicate carbon backbone positions (see Figure 1.1A). 
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All flavones were assayed at 100μg mL-1, except for Luteolin which was 

assayed at 25μg mL-1 due to solubility limitations and to keep the 0.5% 

DMSO solvent concentration consistent with all samples. 

We measured DNA Gyrase activity by providing a relaxed plasmid 

substrate and measuring the relative amount of supercoiled plasmid 

product compared to the DNA gyrase and solvent control (Figure 1.2A, 

0.5% DMSO). Lower relative amounts of supercoiled product correspond 

to a stronger inhibitory effect (Figure 1.2C). Ciprofloxacin was measured 

on a separate gel with control antibiotics and, as expected, treatment 

with ciprofloxacin resulted in no visible supercoiled DNA band (Figure 1.3). 

Among the flavones, treatment with Myricetin and Quercetin appeared 

to have the strongest inhibitory effect, with no detectable supercoiled 

product.  Tetramethyl-O-Scutallerin (TMOS) and 3,3’,4’ Trihydroxyflavone 

(33’4’THF) had the least inhibitory effect on DNA Gyrase, with 100μg/mL 

only reducing supercoiled DNA amounts by two-fold (Figure 1.2B).  

The Topo IV assay utilizes a supercoiled plasmid substrate that is 

processed into a relaxed product by active topoisomerase IV.  Topo IV 

inhibitors reduce the accumulation of relaxed product, resulting in either 

the supercoiled plasmid substrate, or a linear DNA product that is 

accumulated by inhibitors that cause DNA cleavage.  
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We then quantified the relative amount of linear DNA that was 

produced on these gels when resolved on a gel containing ethidium 

bromide (Figure 1.2B, EtBr). Linear DNA results from inhibition of TopoIV 

subunit A after making a double-stranded break in the plasmid, as seen 

with subunit A inhibitors such as the quinolones. As expected, treatment 

with ciprofloxacin resulted in a strong linear DNA signal (Figure 1.2B, D). 

This assay showed that  3,7,4’ Trihydroxyflavone (374’THF), 3-Hydroxy, 

5,7,3’,4’ Tetramethoxyflavone (3H573’4’TMF), Apigenin, Fisetin, Myricetin, 

and Quercetin accumulated the most linear plasmid DNA, and were the 

strongest Topo IV inhibitors, while TMOS showed almost no inhibition of 

Topo IV (Figure 1.2C-D). 

We then measured the ability of the flavones and flavonols to 

intercalate into DNA intercalation with the Topoisomerase IV assay based 

on the amount of supercoiled plasmid present when resolved on a gel 

without ethidium bromide. As shown with treatment with daunorubicin, 

DNA intercalation activity mimics samples where no topoisomerase has 

been added (Figure 1.3). We found Apigenin, Fisetin, Myricetin, Quercetin, 

and Tamarixetin to have a strong intercalative effect, with little to no 

intercalative activity found with the other flavones (Figure 1.2B No EtBr, 

Figure 1.2E). 
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Figure 1.2. in vitro anti-DNA replication assays. (A) Anti-Gyrase assay 

resolved on a non-EtBr 1% Agarose gel. (B) Anti-TopoIV assay resolved on 

1% Agarose gel with and without 0.2µg mL-1 EtBr; flavones were tested at 

100µgmL and Ciprofloxacin at 10µgmL for both assays with 0.5% DMSO 

solvent concentration. (C) Quantitation of gyrase activity when in 

presence of various flavones measured by intensity of supercoiled plasmid 

band; (D) Quantitation of Topo IV inhibition by various flavones measured 

by intensity of linear DNA band on EtBr gel; (E) Quantitation of 

intercalative activity of various flavones measured by intensity of 

supercoiled DNA band on the gel lacking EtBr.  

 

A 

B 
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Figure 1.3. Gyrase and TopoIV assay antibiotic controls. Antibiotics were 

added at 10µg mL-1. No Enzyme ctrl contains 0.5% DMSO solvent. Both 

assays resolved on a 1% Agarose gel without Ethidum Bromide.  

 

 

 

Figure 1.4. Bacterial cytological profiling of control antibiotics after 2 hours 

of treatment. (A) untreated cells; (B) Rifampicin; (C) Cerulenin; (D) CHIR-

0900; (E) Triton-X; (F) Polymyxin B; (G) Ciprofloxacin; (H) Chloramphenicol; 

(I) D-Cycloserine; (J) Ampicillin. Cell membranes stained with FM4-64 (red); 

DNA with DAPI (Blue); and cell permeability indicated by SYTOX Green 

(green).  
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Overall, with the notable exceptions of TMOS and to a lesser extent 

33’4’THF, the flavones demonstrated various combinations of inhibition of 

DNA gyrase and Topoisomerase IV, and/or direct intercalation into the 

DNA. These results agree well with the previous research of other groups, 

which have shown that flavones have both intercalative[7, 19] and anti-

topoisomerase[7, 20] activities. However, our following results indicate that 

while some of these flavones and flavonols exhibit inhibition of these 

enzymes required for DNA segregation and replication in in living cells, 

many exhibit different primary antibiotic mechanisms of action in vivo. 

 

Bacterial Cytological Profiling of control antibiotics against E. coli ∆tolC 

Bacterial Cytological Profiling (BCP) has been previously developed 

for many bacteria, where it provides rapid insight into the in vivo 

mechanism of action[24-26], which can differ from the mechanisms that 

are observed in vitro[24].For molecules with very high MICs such as the 

flavones and other flavonoids, BCP often uses sensitized strains, such as 

the imp mutant strain of E. coli[25], which has defects in the imp gene 

involved in outer membrane biogenesis. For these studies we decided to 

switch to strains lacking the TolC protein that is required for antibiotic 

efflux, to avoid potential synergistic effects with the imp strain, which 

necessitated the creation of a control compound training set for E. coli 
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∆tolC. We performed BCP of 32 antibiotics (Figure 1.4, Table 1.2) with 

known mechanisms of action against ∆tolC, broadly classifying the 

antibiotics into the categories of translation, transcription, DNA replication, 

lipid synthesis, outer membrane synthesis, nucleotide synthesis, cell wall 

synthesis, and cell division inhibitors, as well as membrane-active and 

detergent-like activities (Table 1.2). Exponentially growing cells were 

treated with control antibiotics for 2 hours, then stained with FM4-64, a 

membrane dye; DAPI, a membrane-permeable DNA dye; and SYTOX-

Green, a membrane-impermeable DNA dye that will only stain cells 

whose membrane integrity has been compromised[25].   

We found that many of the phenotypes seen in the imp strain are 

identical or similar to those in the ∆tolC strain: transcription inhibitors cause 

slightly larger cells with decondensed DNA (Figure 1.4B); DNA replication 

and segregation inhibitors cause elongated cells with a single central, mis-

located, or absent chromosome (Figure 1.4G), translation inhibitors cause 

toroidal DNA due to the lack of structural proteins (Figure 1.4H), cell 

division inhibitors cause elongated cells with many chromosomes spread 

throughout the cell or rounded cells with lysis (Figure 1.4I-J), and 

surfactants and membrane active compounds cause the cell to become 

permeable to SYTOX-Green, appearing as cyan when merged with the  
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Table 1.2. Control antibiotics analyzed using BCP to create a reference 

compound database, associated cellular targets, and MIC10 values at 24 

hours observed via microbroth dilution in LB.   
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DAPI channel (Figure 1.4E-F)[25]. Thus, many BCP phenotypes were 

consistent between the ∆tolC and imp strains.   

However, we found that there were several key differences in the 

BCP phenotypes of the ∆tolC and imp strains after treatment with 

molecules that inhibit lipid and outer membrane biogenesis.  For example, 

treatment with triclosan and cerulenin reproducibly produced chains of 

three small, unevenly sized cells in the imp strain, but produced chains of 

four evenly-sized cells in ∆tolC (Figure 1.4C).  Additionally, the outer 

membrane inhibitor CHIR-090, which was not tested in the imp mutant 

database, resulted in long chains of from eight to sixteen cells in ∆tolC, 

caused by the inability for the cells to septate fully due to the decoupling 

of outer and inner membrane synthesis (Figure 1.4D)[28].  The differences 

in these membrane-associated phenotypes is likely due to the different 

mechanisms by which the imp and tolC strains are sensitized to antibiotics, 

which the imp strain showing defects in outer membrane assembly, and 

the tolC strain more precisely defective in the efflux of antibiotics.  

 

Bacterial Cytological Profiling of bioactive flavones 

We then performed BCP on the thirteen flavones (Figure 1.5A-B) at 

various concentrations ranging from slightly above (2X) or slightly below 

(0.5X) their MIC (Table 1.1). Remarkably, among the thirteen compounds 
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tested, we found at least four distinct antibiotic mechanisms of action.  

First, as expected based on previous publications[7, 14, 21, 27] and our in 

vitro data, 3,7,4’THF, Apigenin, Fisetin, Hispidulin, and Quercetin exhibited 

clear phenotypes associated with the inhibition of DNA replication and 

segregation, with centrally-located chromosomes inside of elongated 

cells similar to ciprofloxacin (Figure 1.5A). Second, Tetramethyl-O-

Scutallerin (TMOS) and 3H573’4’TMF inhibited outer membrane synthesis, 

with long chains of eight or more cells (Figure 1.5B) similar to treatment 

with the LpxC inhibitor CHIR-090[28] (Figure 1.4D). Third, Tamarixetin and 

Tricetin inhibited cell septation, with elongated cells with multiple 

chromosomes spread throughout the cell. Fourth, several compounds 

(myricetin, baicalein) were primarily membrane-active.  Myricetin showed 

FM4-64 staining intensity that was twice that of untreated cells, indicating 

that the molecule was able to permeabilize the outer membrane, 

whereas baicalein permeabilized the cells to SYTOX-Green. Finally, two 

flavones exhibited unknown, novel, or possible combinatorial antibiotic 

mechanisms of action. 3,3’,4’THF treatment resulted in chains of four cells 

but was morphologically distinct from treatment with the known lipid 

synthesis inhibitors Triclosan and Cerulenin (Figure 1.4C). Treatment with 

luteolin resulted in a curled-cell shape with one or two compacted 

nucleoids, which we have never observed with this strain in response to 
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treatment with any antibiotic.  Thus, the flavones appear to kill cells via an 

array of distinct mechanisms.  While some molecules that strongly inhibit 

DNA gyrase in vitro showed a BCP phenotype consistent with a DNA 

segregation/replication defect, others did not. For example, Tamarixetin 

showed 90% inhibition of DNA gyrase activity, but failed to show a DNA 

segregation phenotype, instead accumulating long multinucleate cells.   

To further study the in vivo mechanism of action of these molecules, 

we attempted to isolate resistant mutants for some of the molecules that 

had novel phenotypes: TMOS, Tamarixetin, and Luteolin.  Isolating resistant 

mutants proved challenging for all of these molecules, and required that 

we resort to serial passaging of the strains in medium with concentrations 

slightly above the MIC. We were unable to isolate mutants with a 

significant (more than 2-fold greater than ∆tolC E. coli) level of resistance 

for Tamarixetin and Luteolin, but succeeded in isolating and 

characterizing mutants resistant to TMOS.   
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Figure 1.5. BCP profiles of antibiotic flavones. (A) Solvent control and 

flavones with an anti-DNA replication phenotype. (B) Flavones that exhibit 

non-anti-DNA replication phenotypes. Cells were imaged at 2 hours of 

treatment with 0.5X to 2X MIC. Scale bars represent 2μm. Red: FM4-64. 

Blue: DAPI. Green: SYTOX Green.  

A 
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Tetramethyl-O-Scutallerin (TMOS) inhibits outer membrane (LPS) 

biosynthesis 

The BCP results suggest that TMOS inhibits outer membrane 

biosynthesis, as it produces chains of eight or more cells after two hours of 

treatment, similar to the known LpxC inhibitor CHIR-090 (Figure 1.6A-C). To 

confirm this result and gain more insight into the cellular target of TMOS, 

we generated mutants of E. coli ∆tolC that were resistant to TMOS after 

serial passaging (as described in the Materials and Methods). We isolated 

three strains that originated from separate colonies of E. coli ∆tolC showed 

a >4-fold increase in the MIC of TMOS, and subjected the strains to whole 

genome sequencing. All three strains had different mutations in the fabZ 

gene (Table 1.3), which is involved in phospholipid synthesis[29-31]. 

Mutations in fabZ are known to suppress antibiotics that target the Lpx 

pathway[29, 30], so we tested additional strains with mutations in lpxA and 

accB originally identified by generating mutations resistant to other outer-

membrane compounds (described in Materials and Methods) against 

TMOS (Table 1.4) and CHIR-090 (Table 1.5). We found that while fabZ 

mutations were able to confer resistance to both TMOS and CHIR-090, 

lpxA and accB mutations were only able to confer significant (>2-fold) 

resistance to TMOS. These results indicate that while it is likely that TMOS 

inhibits the Lpx pathway, it likely does not inhibit LpxC specifically, as  
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Figure 1.6. Bacterial Cytological Profile of TMOS (A) and CHIR-090 (B). (C) 

Chemical structures of TMOS and CHIR-090. (D) LPS biosynthesis pathway 

of E. coli(adapted from Zhou et al 2017). 
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Table 1.3. TMOS Resistant mutants generated via serial passaging from 

three separate colonies of the parent strain AD3644. 

 

Strain genomes were sequenced via Illumina sequencing, and compared 

to the AD3644 genome using Geneious. Mutations in the above table 

reflect all deviations from AD3644 found in each strain. 

 

Table 1.4. Mutations in genes related to outer membrane and fatty acid 

biosynthesis confer resistance to TMOS. 

 

* represents strains with mutations elsewhere in additional genes (see 

Table 1.3). WT MIC was considered as 17.7μg/mL for purposes of fold 

calculations. >4x represents resistance at the limit of solubility of TMOS 

(~70μg/mL) 

  



 

45 
 

Table 1.5. Efficacy of CHIR-090 against strains resistant to TMOS as 

compared to AD3644. 

 

 

 

Table 1.6. Resistance of fabZ mutant strains with WT fabZ locus transduced 

via P1 phage as compared to AD3644. 
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mutations in LpxA, the enzyme directly upstream of LpxC in the 

lipopolysaccharide synthesis pathway (Figure 1.6D), do not confer 

resistance to CHIR-090, an LpxC inhibitor. While previous groups have 

documented flavonoid interactions with the FabZ protein in vitro and in 

silico[23, 31, 32], we do not believe that the FabZ is the in vivo target of 

TMOS, as the specific morphological phenotype of four-chained cells 

resulting from inhibition of the Fab proteins (Figure 1.4C) is distinct from the 

phenotype of eight- to sixteen-chained cells resulting from specific outer 

membrane biosynthesis inhibition Figure 1.4D).  

 

FtsZ-GFP studies reveal that tamarixetin primarily inhibits cell septation 

While tamarixetin exhibited strong in vitro anti-topoisomerase and 

DNA intercalation activity (Figure 1.2C-E), the cellular morphologies 

resulting from tamarixetin treatment (Figure 1.5B) did not match those of 

other molecules that inhibit DNA replication or segregation (Figure 1.5A; 

1.4G). Rather, cells treated with tamarixetin were elongated, contained 

multiple chromosomes, and were occasionally pinched at septation sites, 

reminiscent of molecules that inhibit peptidoglycan biosynthesis and cell 

division such as Cephalexin, which inhibits FtsI (Figure 1.7A)[33].  

Furthermore, while we were unable to generate any mutants that 

conferred more than a 2-fold increase in resistance to tamarixetin, we 
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isolated a strain with a reproducible, 1.5-fold increased resistance that 

contained a mutation in ftsA. In order to determine whether tamarixetin 

indeed affected cell septation, we transduced a chromosomally-

integrated, IPTG-inducible GFP-tagged FtsZ (FtsZ-GFP) into E. coli ∆tolC 

(ERL100) at the lamda attachment site (attlambda)[34]. We induced FtsZ-

GFP with 30 μM of IPTG one hour before antibiotic treatment, allowing for 

the visualization of Z-ring formation and dynamics. Induced but untreated 

cells did not exhibit any significant morphological defects at either 

timepoint corresponding to those of treated cells (1.5 and 3 hours of 

induction). (Figure 1.7B).  

We treated the FtsZ-GFP strain with either tamarixetin, apigenin 

(flavone gyrase/intercalator control), cephalexin (FtsI inhibitor), or 

daunorubicin (DNA intercalator) at 0.25X, 0.5X, 1X, and 2X MIC and 

observed cellular morphology, septation status, and Z-ring formation and 

location. We then classified and counted cells under each treatment as 

belonging to the five following categories: multiple Z-rings, 1 Z-ring with 

constriction, 1 Z-ring without constriction, No Z-ring with a central 

chromosome, and No Z-ring with separate chromosomes (Figure 1.7C, D). 

We found that after 30 minutes of treatment with tamarixetin and 

cephalexin cells had properly formed Z-rings between chromosomes that 

had properly replicated, but fewer cells were undergoing active septation 
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than compared to control cells. This effect was dose-dependent, with 2X-

MIC treatment of cephalexin and tamarixetin resulting in almost no (<5%) 

cells with active septation compared to the controls (31%) and cells 

treated below the MIC (Figure 1.7E). No clear dose dependency on the 

population of cells with 1 Z-ring undergoing constriction was found in the 

apigenin or Daunorubicin-treated samples. On the contrary, cell treated 

with daunorubicin had centrally-located chromosomes hallmark of DNA 

replication inhibitors[25], resulting in a significant proportion (42-69%) of 

cells that were completely unable to correctly assemble a Z-ring (Figure 

1.7F). Cells treated with apigenin exhibited a dose-dependent response 

similar to daunorubicin, with increasing concentrations of apigenin 

causing higher proportions of cells without an assembled Z-ring (4-30%) 

due to the centrally located chromosome. At 2 hours, all cells appeared 

elongated, but tamarixetin and cephalexin-treated cells had multiple 

chromosomes along the length of the cell punctuated by many properly-

assembled or spiral-shaped Z-rings, while daunorubicin-treated cells 

contained a single large chromosome, often flanked by two Z-rings (Fig 

1.7A).  
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Figure 1.7 (Opposite page): Fluorescence microscopy of GFP-FtsZ-tagged 

E. coli under treatment with DMSO, Tamarixetin, Cloxacillin/Tazobactam, 

or Daunorubicin at 30 minute and 2 hours of treatment. Cells were 

induced for expression of FtsZ-GFP with 30µM IPTG 1 hour before addition 

of antibiotic. Red: FM4-64. Blue: DAPI. Green: SYTOX Green. Treatments 

were conducted at 1x MIC (see Tables 1.1 and 1.2).  
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Figure 1.7 (continued) . Induction of GFP-tagged FtsZ does not incur 

significant morphological defects. AD3644 (left) and ERL100 (right) cells 

were induced with 30µM IPTG 1 hour before “T0” to mimic antibiotic 

treatment timeline. Red: FM4-64. Blue: DAPI. Green: SYTOX Green. 
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Figure 1.7 (continued). Quantification of cell septation status with and 

without treatment with various concentrations of antibiotics and flavones. 

(B) Classification of septation statuses. (C) Overall population of cell 

septation status in response to antibiotic treatment. (D) Ratio of cells 

actively constricting for each treatment. (E) Ratio of cells without a 

properly formed Z-ring and central chromosome.  
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Luteolin impacts cell shape by an unknown, potentially novel mechanism. 

We found that treatment with concentrations near the MIC 

(17.7μg/mL) of Luteolin resulted in a significant portion of curled cells 

(Figure 1.5B). This effect was dose-specific, centered around the MIC (16-

20 μg/mL), as treatment with lower concentrations resulted in straight, 

longer cells, and treatment with higher concentrations resulted in straight, 

slightly elongated cells with compacted DNA typical of DNA replication 

inhibitors (Figure 1.8A). The curvature of cells was determined by 

measuring the angle (θ) between lines drawn orthogonal to each pole 

(Figure 1.8D) for cells treated with varying concentrations of Luteolin. 

Angle of curvature was defined as 180- θ, such that a completely straight 

cell (θ = 180) would be defined as having 0 curvature. Only cells that had 

at least one pole not in contact with another cell were quantified, to 

avoid curvature due to spatial restrictions on growth. Treatment with 

20μg/mL of Luteolin resulted in the highest average curvature of cells 

(54.8°), compared to the average curvature of 7.1° for untreated cells 

(Figure 1.8B). We defined “curled” cells as cells that had an angle of 

curvature greater than three standard deviations from the mean of 

untreated cells (>22.7°). 82.2% of cells were curled in the 20μg/mL 

treatment (Figure 1.8C). Cells treated with 16μg/mL of Luteolin also 

displayed significant curvature and proportions of curved  
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Figure 1.8 (Opposite page): Characterization of cell curvature resulting 

from treatment with Luteolin. A) Fluorescence microscopy of E. coli ∆tolC 

cells treated with increasing concentrations of Luteolin. B) Single-cell 

quantification of cell curvature with increasing concentrations of Luteolin. 

Red lines indicate average values. C) Proportion of cells with an angle of 

curvature significantly higher (>3 standard deviations) than control cells. 

Error bars denote SEM. D) Schematic of how angle of curvature of cells is 

quantified. ***: P≤0.001; ****: P≤0.0001. Scale bars represent 2µm.  
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cells, although to a lesser extent than cells treated with 20μg/mL of 

Luteolin. 

The mechanism by which Luteolin causes curvature of cells is still 

unknown. None of the 32 control antibiotics spanning the major antibiotic 

MOAs (DNA replication, cell wall biosynthesis, lipid biosynthesis, outer 

membrane biosynthesis, protein synthesis, RNA synthesis, membrane 

active, and surfactant) tested to generate the cytological profile 

database result in curled cells. Multiple series of mutant generation by 

serial passaging over several months were unable to generate mutants 

resistant to more than 1.25X MIC. All of the resistant mutants had multiple 

indels in a variety of genes. While 4 of the 6 mutants did have frameshift 

mutations likely causing LOF in eda, biochemical studies with Eda did not 

reveal any interaction with Luteolin, indicating it is likely not being 

converted by Eda into a toxic product. The high frequency of indels in 

these mutants may suggest that Luteolin may cause DNA damage that is 

subsequently repaired by DNA repair mechanisms such as NER, which can 

repair damage caused by DNA intercalators but can result in the 

accumulation of indels. However, molecules that cause DNA damage 

such as DNA intercalators (daunorubicin) and crosslinkers (mitomycin C) 

do not result in curled cells (REF mike paper); thus, this activity alone 

cannot explain the BCP phenotype resulting from treatment with Luteolin. 
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Additionally, it is possible that Luteolin interferes with cell shape 

determining proteins such as MreB to mimic the effects of proteins like 

crescentin, or affects cell wall biosynthesis in an asymmetric fashion. As 

morphological responses such as compacted DNA indicative of DNA 

replication or segregation inhibition are clearly visible with Luteolin 

treatment, the curled-cell phenotype may also be an effect of Luteolin 

exhibiting a combination of antibiotic MOAs. These multiple MOAs could 

possibly be elucidated by performing combinatorial screens of antibiotics 

with different MOAs with BCP[26]. 

  

Synergy and Efficacy of Flavone Cocktails 

An ecological impact of the varied antibiotic MOAs of flavones 

resides in the diverse profile of specialized metabolites produced by 

plants upon pathogen challenge[9, 10, 13]. Theoretically, production of a 

panel of molecules that target different cellular pathways would guard 

against the evolution of bacterial mutations that grant resistance to 

antibiotics with a single mechanism of action, as other molecules would 

remain effective against the mutant bacteria. In other words, plants may 

employ a “shotgun” approach to pathogen defense reminiscent of 

combination therapy used in clinics for multidrug-resistant infections[35], 
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Figure 1.9: Efficacy of flavone cocktails against the parent ΔtolC strain 

and the TMOS-resistant strain ATJ029. A) Observed/Expected MIC of the 3-

flavone cocktail. B) Observed/Expected MIC of the 5-flavone cocktail. 

Expected MIC defined as the MIC if flavones in cocktail exhibit additive 

synergy. **: P≤0.01. ****: P≤0.0001. 
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Table 1.7. Flavone cocktail efficacy. 

 

 

 

 

 

 

 

 

A). MIC’s of flavones in the 3-flavone cocktail (all flavones at 1x MIC in a 

1x cocktail concentration). B) MIC’s of flavones in the 5-flavone cocktail 

(all flavones at 1xMIC in a 1x cocktail concentration, except Luteolin at 

0.75x MIC due to solubility constraints). C) MIC’s of flavone cocktails 

against the parent ΔtolC strain and the TMOS-resistant strain ATJ029 

(designated TMOSR here). “Expected” values calculated as the next-

highest dilution in the dilution series tested compared to calculated 

additive flavone synergy. 
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with high-level production of many structurally related molecules with 

different antibiotic MOAs that may not have extremely potent individual 

efficacy. This contrasts with more complex microbial antibiotic biosynthesis 

pathways which require large energy investments to produce a single, 

highly potent antibiotic[36]. 

After pathogen challenge, plants often produce an array of 

secondary metabolites that can include distinct flavone molecules. This 

mixture of molecules could be beneficial if the antibiotics are synergistic 

or additive, since this would allow pathogen control with lower 

concentrations of metabolites.  Producing related molecules with similar 

structures but a diverse array of cellular targets might also be beneficial, 

as it would make resistance less likely to occur. To test if the different 

flavones acted synergistically, we made flavone cocktails comprising 

either 3 or 5 flavones with varied MOAs. Flavones were mixed in equal-MIC 

ratios in order to balance the individual activities (Table 1.7A-B), except for 

Luteolin which was at .75x relative MIC due to solubility constraints. We first 

performed MIC assays on E. coli ∆tolC strain, using the 3- and 5-flavone 

cocktails. We found that flavones in both cocktails exhibited additive 

synergy against ∆tolC: as the observed MIC matched the expected MIC 

of approximately 0.33X for the 3-flavone cocktail (Figure 1.9A) and 0.21X 
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for the 5-flavone cocktail (not 0.2X due to the slightly lower relative 

concentration of Luteolin) (Figure 1.9B). 

We next tested if a strain selected for resistance to TMOS (ATJ029: 

fabZ Phe22Thr, >4x resistance to TMOS, Table 1.3) showed altered 

resistance to either the individual flavones or the flavone cocktails. We 

next tested the flavone mixtures.  Since ATJ029 is more than 4-fold resistant 

to TMOS, one of the constituents of both cocktails, we would expect the 

MIC to be increased from 0.33X as expected for additive synergy in ∆tolC 

to 0.5X for the 3-flavone cocktail, as it should still be sensitive to two of the 

flavones present in the cocktail; similarly, we expected an increase from 

0.21X expected in ∆tolC to 0.26X for the 5-flavone cocktail. However, we 

were surprised to find that ATJ029 was in fact more sensitive to both 

cocktails compared to ∆tolC, despite being resistant to one of the 

components with the 3-flavone cocktail having an MIC of 0.21X, and the 

5-flavone cocktail having an MIC of 0.18X (Figure 1.9A,B, Table 1.7C).  

Overall, our discovery that a mutation that grants resistance to a 

single flavone does not provide a selective advantage to a mixture of 

flavones suggests an evolutionary or ecological benefit for plants to 

produce diverse libraries of chemical analogues in response to pathogen 

challenge by safeguarding against the evolution of resistance 

mechanisms. 
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1.4 Discussion 

Standard drug discovery pipelines often involve screening large 

libraries of compounds for killing activity, determining the mechanism of 

action (MOA) of bioactive molecules often through in vitro (e.g., 

macromolecular assays) and in silico (e.g., docking) methods[1-3]. Once 

candidate molecules have been identified, modifications are made to 

the scaffold to attempt to improve the potency of the molecule, usually 

indicated by a reduction in the minimum inhibitory concentration (MIC) of 

the modified compounds[1, 37]. Modified compounds are assumed to 

have the same MOA as compounds with the same backbone, as has 

been exemplified with known families of antibiotics such as the penicillins 

and fluoroquinolones[37]. Additionally, in vivo determination of MOA by 

generation and sequencing of resistant mutations is often time- and 

resource-consuming, highlighting the importance and convenience of in 

vitro assays to confirm suspected MOA of modified molecules[1]. 

In our study, we find that minor modifications – hydroxylations and 

methoxylations – to the flavone and flavonol backbones can entirely 

change the primary cellular pathway affected, as opposed to simply 

altering potency levels. Crucial to this study is the use of the ∆tolC strain of 

E. coli[38], whose deletion in the tolC drug efflux pump allows us to study 

the internal effects of molecules without compromising the structural 
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integrity of the membrane. While the strain itself is not ecologically 

relevant, the internal environment in plants under duress can cause 

permeabilization of bacterial membranes, and certain flavones have 

been shown to inhibit bacterial drug efflux pumps[39], leading to 

synergistic activity of plant defense metabolites, allowing molecules that 

would normally be unable to enter bacterial cells to be effective. 

Equally crucial to this study is the employment of Bacterial Cytological 

Profiling as a rapid and, importantly, unbiased technique to determine the 

primary cellular pathway affected by antibiotic molecules[25]. In vitro and 

in silico assays require researchers to already have assumed a potential 

target, and studies are performed against the target. BCP is able to 

determine the antibiotic MOA by analyzing morphological changes to 

cells in response to treatment without prior assumptions of the MOA of the 

molecule. Furthermore, while there have been many recent advances in 

unbiased antibiotic target determination such as thermal proteome 

profiling[5, 40] or analyzing changes to protein levels or RNA expression in 

response to differential antibiotic treatment, BCP is still valuable due to its 

rapidity and the lack of expensive -omics-type protocols. 

Using BCP, we found at least four distinct primary antibiotic MOAs 

among the thirteen flavones and flavonols tested: DNA replication 

inhibition (3,7,4’-Trihydoxyflavone, Apigenin, Fisetin, Hispidulin, Quercetin), 
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cell division inhibition (Tamarixetin and Tricetin), outer membrane synthesis 

inhibition (TMOS and 3H573’4’TMF), and direct membrane activity 

(Myrcitin and Baicalein). Additionally, we identified two flavones, Luteolin 

and 3,3’4’-Trihydroxyflavone, that appear to have either a novel or 

combinatorial effect that is yet to be elucidated. These results challenge 

the traditional understanding of structure-activity relationship (SAR), where 

molecules with identical backbone structures are often assumed to have 

the same or similar biological activities[6].  

Furthermore, our in vitro E. coli DNA gyrase and topoisomerase IV 

assays indicate that these flavones, with the notable exception of TMOS, 

do inhibit DNA replication, either by inhibiting the topoisomerase subunits 

directly, intercalating within the DNA, or some combination of both. The in 

vitro activities of flavones against both bacterial and eukaryotic 

topoisomerases have been well-studied, and some flavones have been 

investigated in potential anti-cancer studies as a result. Our studies 

corroborate the fact that these molecules exhibit in vitro anti-

topoisomerase activity; however, our in vivo studies show that for many of 

these molecules, anti-topoisomerase activity is not the primary antibiotic 

MOA against E. coli ∆tolC. For example, Tamarixetin shows both in vivo 

and in vitro DNA intercalation activity; however, its BCP profile suggests 

that 1x MIC, treatment with Tamarixetin mimics treatment with a cell 
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division inhibitor (0.75x MIC), coupled with a sub-lethal (0.25x MIC) 

treatment of a DNA intercalator. Additionally, Baicalein showed strong in 

vitro activity against topoisomerases, and has been suggested previously 

to be a topoisomerase inhibitor[27]; however, we found that its activity at 

MIC was primarily that of a detergent-like compound. TMOS was the only 

flavone studied here to show little to no in vitro activity against DNA 

gyrase or topoisomerase; however, it had one of the lowest MICs amongst 

these compounds, and we showed that it inhibits outer membrane 

biosynthesis in vivo through both morphological studies and the 

generation of resistant mutants in the Lpx and Fab pathways. 

These results highlight two weaknesses in current drug discovery 

pipelines, where chemically synthesized analogues of bioactive molecules 

are assumed to have the same or similar MOA, and determination of 

antibiotic MOA is often a bottleneck that is resolved by high-throughput in 

vitro studies. We have shown that this family of plant defense metabolites 

differ drastically in MOA while having the same backbone, and that their 

primary in vivo activity can be missed if positive results in in vitro studies or 

potency assays are assumed to have the same MOA. 

Our studies of these plant metabolites also give us a new glimpse 

into the evolution of plant pathogen defense and how it differs from 

microbe-microbe interactions. Plant metabolites can be difficult to study, 
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as many are insoluble in aqueous solution, light-sensitive, unstable over 

long periods of time, and only transiently expressed[9, 41, 42]. These 

complications contribute to the fact that no successful clinical antibiotic 

has been isolated from plants[11], especially considering that these 

metabolites are often only active against bacteria at high concentrations 

that are physiologically relevant inside of the plant[43] but would cause 

cytotoxic effects if administered to humans[44]. The fact that Bacterial 

Cytological Profiling can identify antibiotic MOA within an hour has 

allowed us to avoid many of these complications pertaining to studying 

plant metabolites. 

The multiple antibiotic mechanisms of action of flavones may 

represent an evolutionary advantage towards avoiding pathogen 

resistance [11]. We found that mutations that conferred resistance to 

TMOS did not confer resistance to any other flavones, indicating that a 

plant expressing many different flavones with varied antibiotic MOAs may 

be better protected against spontaneous antibiotic resistance arising in 

pathogens than an organism that spends many resources making large 

quantities of a single potent bioactive molecule. However, more in vivo 

and in planta experiments with ecologically relevant pathogenic and 

commensal strains are needed in order to further study this interaction 

between the plant metabolome and microbiome. 
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Overall, our results suggest that the flavone family of plant 

metabolites have different primary antibiotic mechanisms of action that 

are modification- and not backbone-driven, and that in vitro assays are 

often unable to distinguish these primary MOAs due to their reliance on 

already having a predetermined potential target. We also demonstrate 

the value of using BCP to study the in vivo antibiotic activity of plant 

metabolites. These results could have significant impacts in drug discovery 

pipelines, as well as our understanding of plant chemical defense against 

microbial pathogens. 

 

1.5 Materials and Methods 

Minimum Inhibitory Concentration (MIC) Assays 

MICs were determined by the broth microdilution method. 

Compounds were added to LB media at starting concentrations of 200 

and 141, 100 and 70.7, or 50 and 35.4 ug/mL depending on solubility, and 

serially diluted 2-fold across ten columns into a final volume of 100uL in 

clear sterile 96-well flat-bottom plates (Corning Product #3370). Cells were 

inoculated at ~5*105 CFU (starting OD600 = 0.005) and grown in a plate 

shaker at 30C, 200rpm for 24 hours. OD600 values were measured using a 

TECAN plate reader at 0, 6, and 24 hours. MICs are reported as lowest 
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concentration required to inhibit cells to 10% of the OD600 of control wells 

after 24hrs. 

Chemical Sources 

Flavones were procured from the following vendors with the 

following purities: Fisher (Rhamnetin 99%; Fisetin 98%; Luteolin 99%), Sigma 

(Baicalein 98%; Kaempferol 99%; Eupatorin 97%; 7 Hydroxyflavone 98%; 5 

Hydroxyflavone 97%; 3,3’,4’ Trihydroxyflavone 98%; Hispidulin 98%; 

Quercetin (analytical standard); Eupatilin 98%; Herbacetin 98%; 

Rhamnazin 99%; Flavone 99%; Flavonone 98%; Sakuranetin (analytical 

standard)), Abcam (7,8 Dihydroxyflavone 99%; Tangeretin 97%; Nobiletin 

97%; Apigenin 98%), Alpha Aesar (3 Hydroxyflavone 98%; 2’,3 

Dihydroxyflavone 97%; 3’,4’ Dihydroxyflavone 97%; Myricetin 98%), 

Indofine Chemicals (2’ Hydroxyflavone 98%, 8 Hydroxy 7 Methoxyflavone 

98%, 3,7,4’ Trihydroxyflavone 99%; 5’,7 Dihydroxy 8 Methoxyflavone 99%; 

Kaempferide 98%; Tamarexetin 99%; Tricetin 99%; Gossypetin 98%; 

3,5,7,3’,4’Pentamethoxyflavone 95%), and MP Biomedicals (Chrysin 

99.4%). Tetramethyl-O-Scutallerin and 3-Hydroxy 6,8,3’,4’-

Tetramethoxyflavone were obtained as purified natural products from the 

NCBI’s Drug Therapeutics Program (DTP), and were verified for purity by 

High-resolution ESI-MS. Flavonoids were stored as dry powder, and working 
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stocks were made at 20mg/mL or 5mg/mL in DMSO dependent upon 

solubility, and stored at -20C.  

Bacterial Cytological Profiling 

Bacterial Cytological Profiling was conducted in the same manner 

as in [23]. Briefly, cells were grown at 30C and treated with antibiotics at 

OD 0.12-0.14. At 30 minutes and 2 hours post-treatment, 1uL of dye mix 

(1uL 1mg/mL FM4-64, 2uL 1mg/mL SYTOX Green, 1uL 2mg/mL DAPI in 46uL 

T-Base) were added to 20uL of cells, and 6uL of cell-dye mixture was 

spotted onto agarose-LB pads (1% Agarose, 20% LB liquid medium, 80% 

ddH2O) and imaged by fluorescence and phase contrast microscopy 

with a 100x objective. As we used a strain of E. coli (tolC) that had not yet 

been fully characterized by BCP, we retested 32 control antibiotics to 

rebuild the control compounds database for this strain (Table 1.2). Control 

antibiotics were imaged at 0.5, 1, 2, and 5x MIC, while flavones were 

imaged at 0.5, 1, and 2x MIC due to solubility limitations. Acquisition and 

deconvolution of images was performed using Deltavision SoftWorx 

software; images were thereafter analyzed using Fiji and either quantified 

using CellProfiler or assembled in Adobe Photoshop.  

Generation and Sequencing of Resistant Mutants by Serial Passaging 

Multiple colonies of E. coli ∆tolC were combined to inoculate 1mL 

starter cultures in LB liquid media. Cultures were incubated with sublethal 
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(0.75x MIC) concentrations of antibiotics at 30C for two days. After two 

days, grown cultures were split 1:1000 into two new cultures, one at the 

previous concentration and another at a slightly higher concentration 

(0.75x, 1x, 1.25x, 1.5x, 2x, 2.5x, 3x, 4x). After every two days, the culture that 

grew at the highest concentration was again split, and generations were 

frozen every week. Mutant generation for each compound was 

conducted in biological triplicates from three separate starter colony 

aggregates. Final resistant mutant cultures were established when no 

increase in resistance was observed after more than three splits (>1 week). 

Increased MICs of resistant strains were reconfirmed using the microbroth 

dilution MIC assay described above. 

Strains were sequenced on an Illumina MiSeq500-V2, through the La 

Jolla Institute for Immunology. We prepared samples using the Nextera 

DNA Flex Library Prep Kit (Cat# 20018704). Sequence analysis was 

performed using Geneious. Contigs were mapped to the parent strain of 

eRL003, MC4100 (Genbank accession no. HG_738867.1), modified to 

accommodate a 9kb deletion at bp ~67,500 to 76,500, as well as a few 

resolved SNPs between eRL003 and MC4100.  

Construction of ftsZ-GFP strain 

We obtained a strain of WM2026[34], which contains a C-terminally 

GFP-tagged FtsZ expressed under the IPTG-inducible promoter pTrc, 
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chromosomally integrated at the lambda attachment site alongside an 

ampicillin resistance marker. To generate phage lysates containing the 

FtsZ-GFP cassette, we added CaCl2 (final concentration 5mM) to 1.5mL 

OD 0.5 cultures of WM2026 and incubated in a 30C roller for 15 minutes. 

Serial dilutions of P1 HTvir lamda phage were prepared from lysates 

previously from the tolC strain. 100uL of phage dilutions were incubated 

with 1.4mL of bacteria for 20 minutes at 37C, at which point we added 

50uL of 1M CaCl2 and 20% glucose. Cultures were then mixed with HTOP 

agar and plated onto LB plates. After overnight incubation, lysates were 

harvested by flooding plates with LB for 2 hours, centrifuging the media for 

4 minutes at 13,500 rpm in a mini-centrifuge, and passed through a sterile 

0.45um filter. These FtsZ-GFP phage lysates were then used to infect tolC 

by incubating 100uL of serial dilutions (100 to 10-3) to 4mL of tolC that were 

pelleted and resuspended in 1mL of 100mM MgSO4/5mM CaCl2. After 20 

minutes of incubation at 37C, 200uL of 1M Sodium Citrate and 1mL of 

fresh LB was added to each sample and rolled at 37C for 1 hour. These 

samples were then plated onto LB plates containing Amp100 for selection 

and 0.1M Sodium Citrate to inhibit further phage activity. Resulting 

colonies were passaged twice on Amp100/0.1M Sodium Citrate to 

encourage loss of phage while maintaining the FtsZ-GFP construct. The 

clone used in this study was notated as eRL100. 
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Imaging of ftsZ-GFP strain eRL100 

BCP of eRL100 was conducted similarly to described above, with 

the following modifications: SYTOX Green was not included in the dye mix, 

instead adding 1 extra uL of T-Base; and cultures were induced with 30uM 

of IPTG at OD 0.05 for 1 hour to express GFP-tagged FtsZ before beginning 

antibiotic treatment (T0). Induced cultures of eRL100 normally reached 

OD ~0.12 after 1 hour of induction, in accordance with the normal OD at 

which antibiotic treatment is begun in the normal BCP workflow. 

Gyrase/Topoisomerase assays 

E. coli DNA Gyrase Drug Screening Kit (Catalog No. TG2001G-1KIT) 

and E. coli Topoisomerase IV Drug Screening Kit (TG1007-1A) were ordered 

from TopoGEN. Protocols were followed as provided in the kits (4 units 

enzyme per reaction), with compounds added to a maximum DMSO 

concentration of 0.5%. 1% Agarose gels were run with and without 0.5 

ug/mL Ethidium Bromide.  
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CHAPTER 2: CHARACTERIZATION OF BIOACTIVE FUNGAL METABOLITES IN 

THE CHEESE MICROBIOME 

 

Chapter 2 includes experiments and data from “Bacterial-fungal 

interactions revealed by genome-wide analysis of bacterial mutant 

fitness”, Nature Microbiology 2020. The dissertation/thesis author was a 

secondary author on this paper, but was responsible for conducting the 

experiments and results described in this dissertation. The Introduction, 

Results, and Discussion sections have been rewritten but contain reprints 

of figures from this paper, while the Materials and Methods section is a 

reprint of a portion of the Methods section found in the publication. 

 

2.1 Introduction 

Many microbiome studies have traditionally focused on the 

bacterial members of microbial communities, frequently overlooking other 

constituents such as fungi and viruses, despite the substantial impacts they 

have on these ecosystems1,2. This bacteria-centric focus can be partially 

attributed to the earlier development of next-generation sequencing 

techniques for bacterial cells than for microeukaryotes3; however, recent 

advances in sequencing techniques have allowed for a growing interest 
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in studying these microeukaryotic species such as fungi, and exploring the 

impacts that they have on microbial ecosystems3,4,5,6,7. 

 Environmental microbiomes, such as soil or water samples, are 

replete with fungal species and fungal-bacterial interactions; however, 

this very abundance of species makes it difficult to isolate mechanisms 

underlying species-species interactions, causing researchers to instead 

infer mechanisms based on -omics level surveys8,9. As a workaround to this 

problem, the cheese rind biofilm has been developed as a model 

microbial community with species that are genetically tractable and, 

importantly, multi-kingdom while on the order of ten genera10,11. This 

allows for systematic species-species interaction studies not 

combinatorically possible in larger, more complex environmental 

microbiomes. 

 Previous work in cheese rind biofilms has demonstrated that fungi 

and bacteria in these biofilms can positively and negatively impact each 

other’s growths, through mechanisms such as cross-feeding amino acids 

or enabling mobility through the biofilm (positive) or through competition 

for vital nutrients such as iron, or secretion of bioactive antibiotic 

molecules (negative)10,11,12. The use of the high-throughput genetic 

screening methods RB-TnSeq13 and RNA-Seq has further expanded our 

knowledge of fungal-bacterial interactions within cheese rinds. Pairing 
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random genetic mutations with pairwise fitness interaction studies allows 

for the determination of genes that are specifically beneficial or 

detrimental for cells only when grown in co-culture with another 

community member, allowing for the elucidation of the underlying 

mechanisms. 

 These genetic screens imply the importance of antimicrobial 

production by fungal species present in the cheese microbiome for 

community composition. Specifically, the deletion of MdtK14, a drug efflux 

pump, from E. coli decreased the fitness of E. coli only when grown in co-

culture with the fungal species. Additionally, the deletion of LaeA15, a 

global regulator of fungal specialized metabolite production, from a 

Penicillium species within the cheese community led to a large decrease 

in the required pathways in E. coli for growth in co-culture conditions, 

indicating the presence of specialized metabolites inhibiting bacterial 

growth. Here, we characterize the antimicrobial effects these cheese rind 

biofilm fungi have against different bacterial strains using Bacterial 

Cytological Profiling, and show that these fungi elicit bacterial cell 

envelope stress via the production of antimicrobial peptides and other 

undetermined non-penicillin antibiotics. 

2.2 Results 

Adaptation of Bacterial Cytological Profiling for use on Cheese Curd Agar 
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Bacterial Cytological Profiling16 has been previously developed to 

examine the morphological changes in cells in response to antibiotic 

treatment when cultured in standard laboratory media such as Luria-

Bertani (LB) broth or antibiotic testing media such as cation-adjusted 

Mueller Hinton Broth (Ca-MHB)17. However, a growing body of literature 

suggests that cells respond to antibiotics differently depending upon the 

growth media used, sometimes with multiple orders of magnitude 

differences in MIC18. Furthermore, morphological responses can differ 

when cells are tested in media with osmo-protectants such as sucrose, 

which has been used to differentiate between antibiotics that target cell 

wall biosynthesis or are membrane active, which can result in similar 

phenotypes without osmoprotectants19. 

Due to the high salinity, and fat content of cheese curd agar 

compared to LB media, in addition to the longer timescales needed for 

coculture conditions, it was necessary to generate the control antibiotic 

training set for BCP using bacterial plated on cheese curd agar (CCA) 

and treated with antibiotics overnight, instead of the standard 2-hour 

treatment conditions in liquid LB medium used in the standard BCP 

protocol.  

We tested fifteen different control antibiotics with varying 

mechanisms of action. 20μL of four different concentrations (5X, 10X, 25X, 
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100X MIC) of drugs were spotted onto quadrants of CCA plates and 

allowed to dry completely. Afterwards, 50μL of diluted cells were spread-

plated onto each quadrant, allowed to dry, and grown up overnight. 

Zones of inhibition were visible after overnight growth, and cells at the 

edges of the zones of inhibition were resuspended in dye mixture and 

imaged (Figure 2.1). 

While some cellular morphologies resulting from antibiotic treatment 

were consistent between CCA and LB media, clear differences are visible 

between the media conditions. Treatment with the DNA replication 

inhibitors Ciprofloxacin and Safranin-O both resulted in elongated cells 

with single, smooth chromosomes often removed from the poles of the 

cells, similar to the phenotypes in LB (Figure 2.1, 1.4). Treatment with 

trimethoprim also results in an elongated-cell phenotype, but with more 

separated and condensed chromosomes. Treatment with 

chloramphenicol, a protein translation inhibitor, resulted in slightly 

enlarged cells with rounded chromosomes, and exposure to the 

surfactant SDS resulted in cells with mostly normal shape, but with cell 

debris clearly visible; both of these phenotypes on CCA echo their 

counterparts in LB (Figure 2.1, 1.4).  

However, distinct differences in morphological changes between 

CCA and LB can be seen in antibiotics targeting cell wall biosynthesis and 
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lipid biosynthesis. In LB, Triclosan and Cerulenin, inhibitors of Fab proteins 

involved in fatty acid biosynthesis, result in chains of 4 cells that have 

relatively normal morphology other than their chaining. However, 

Cerulenin treatment on CCA showed chaining but also elongation, 

curling, and pinching of the ends of cells. Triclosan also showed chaining, 

but with no clear septa between chained cells, creating the look of a 

single bumpy, longer cell (Figure 2.1). 

With respect to cell wall biosynthesis inhibitors, several antibiotics 

that result in elongated cells with multiple chromosomes in LB caused 

spheroplasting of cells on CCA. This could be due to the high salt, protein, 

and lipid content of CCA acting as an osmoprotectant, as spheroplasts 

are often seen when cells are treated with cell wall inhibitors in LB with 

0.5M sucrose as an osmoprotectant, or due to the slower growth of E. coli 

on CCA, allowing for cells slow growth enough in response to antibiotic 

treatment to avoid lysis. Interestingly, treatment with cloxacillin and 

ceftazidime resulted in a hybrid elongated-spheroplast morphology. 

Mecillinam treatment resulted in misshapen, semi-amorphous cells, and 

meropenem treatment caused shortened, ovoid cells, which appear 

similar to their respective phenotypes on LB (Figure 2.1, 1.4). 
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Figure 2.1 (Opposite page). Bacterial Cytological Profiling of ΔtolC E. coli 

treated with known antibiotics on cheese curd agar. DAPI dye stains DNA 

and FM4-64 dye stains bacterial membranes. SYTOX green stains nucleic 

acids but cannot penetrate live cells. Scale bars represent 2μm. Testing of 

each antibiotic at four concentrations was performed once, and cells 

from the edges of zones of clearing were imaged for at least 5 fields from 

each condition to ensure consistency in phenotype. 
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BCP of E. coli strains when grown in coculture with cheese fungus 

When grown in 1:1 co-culture on CCA for a week, the fungal strains 

Penicillium sp. str. #12 (abbreviated as Pen12 here) and Penicillium sp. str.  

SAM3 were shown to significantly impact bacterial mutant fitness. 

Transposon mutant libraries of these bacterial species13,20 found that 

strains that had mutations in genes involved in cell envelope structure, 

such as drug efflux pumps, envelope stress response systems, penicillin 

binding proteins, and lipid and peptidoglycan synthesis genes were 

disproportionally inhibited when grown in co-culture with these fungal 

strains when compared to grown alone on CCA. One mutation that 

specifically decreased fitness of E. coli when grown in coculture was in the 

multidrug efflux pump MdtK.  

Using the BCP training set for CCA as described in the previous 

section, we performed BCP on WT or ∆mdtK E. coli cells, grown either 

alone on CCA or in a 1:1 mixed biofilm with SAM3 or Pen12 (Figure 2.2A.). 

When imaged, both WT and ∆mdtK cells appeared normal when grown 

alone on CCA. However, co-culture of WT E. coli with SAM3 or Pen12 

resulted in slightly wider, semi-amorphous cells, mimicking the effects of 

treatment with Meropenem. Many cells were still phase-dark, indicating 

that while the cell envelopes are disrupted, a significant population of 

cells remain un-lysed. However, co-culture of ∆mdtK cells with the fungal  
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Figure 2.2 (Opposite page). BCP of E. coli grown with Penicillium sp. str. 

SAM3, Penicillium sp. str. 12 or ΔlaeA Penicillium sp. str. 12 on CCA plates. 

The phenotype of E. coli grown with these fungi is similar to that seen 

when E. coli is exposed to antibiotics targeting cell wall biosynthesis. This 

effect is more dramatic in E. coli lacking the mdtK multidrug efflux pump. 

Representative fields of deconvoluted images are displayed. DAPI dye 

stains DNA and FM4-64 dye stains bacterial membranes. Scale bars, 

2 µm. b, Quantification of microscopy results. The major and minor axes of 

individual cells were measured (all cells in the image for multiple images), 

and the ratio of these measurements was used as an indicator of cell 

roundness. Each empty circle represents an individual cell (from left to 

right, n = 110, 53, 121, 136, 181, 144, 153, 79, 70 and 73 cells examined from 

one independent experiment per condition). The filled circle displays the 

mean, and the thick bar extending from the mean displays the standard 

deviation. WT E. coli has a ratio of about 3, and the cells become rounder 

as the ratio approaches 1. Asterisks indicate significantly different 

roundness in the presence of a fungus relative to growth alone or 

significantly different roundness in the presence of WT Penicillium sp. str. 12 

relative to ΔlaeA Penicillium sp. str. 12 (unpaired two-sample Wilcoxon 

test P < 0.05). Exact P values are as follows: E. coli–Penicillium SAM3 

versus E. coli alone = 3.05 × 10−13; E. coli–Penicillium 12 versus E. 

coli alone = 3.55 × 10−28; E. coli–Penicillium 12 versus E. coli–ΔlaeA 

Penicillium 12 = 5.21 × 10−37; ΔmdtK E. coli–Penicillium SAM3 versus ΔmdtK E. 

coli alone = 4.13 × 10−25; ΔmdtK E. coli–Penicillium 12 versus ΔmdtK E. 

coli alone = 1.14 × 10−41; ΔmdtK E. coli–ΔlaeA Penicillium 12 versus ΔmdtK E. 

coli alone = 2.68 × 10−13; ΔmdtK E. coli–Penicillium 12 versus ΔmdtK E. coli–

ΔlaeA Penicillium 12 = 1.16 × 10−7. 
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strains resulted in the formation of phase-transparent spheroplasts, 

indicative of the complete loss of structural integrity due to the disruption 

of the cell envelope as well as cell lysis. This phenotype resembles 

treatment of cells with Amoxicillin, which creates similar spheroplasts. 

The roundness of these cells was quantified by measuring the ratio 

of the major and minor axes (Figure 2.2B). We found that both co-culture 

of WT E. coli with the fungal strains and Amoxicillin or Mecillinam caused 

significant rounding of cells. Furthermore, the ∆mdtK E. coli strains 

exhibited more severe rounding when co-cultured with Pen12 than WT E. 

coli strains, corroborating the genetic information that the ∆mdtK deletion 

reduces the fitness of the bacteria when grown in co-culture. 

While the ability of Penicillium fungi to produce penicillins, which 

inhibit cell wall biosynthesis and thus induce cell envelope stress, is more 

than well document, penicillin biosynthesis gene clusters were not 

detected in these strains. Thus, the bioactive molecule or molecules are 

yet unknown. To try to determine which biosynthetic pathways may be 

responsible for producing the antimicrobial metabolites, we generated a 

∆laeA mutant of the fungal strain Pen12. LaeA is known to be a global 

regulator of specialized metabolites, including antibiotic metabolites, in 

other closely related fungi15. When co-cultured with ∆laeA Pen12, WT E. 

coli appear to have almost no morphological defects, and are statistically 



 

91 
 

significantly more rod-shaped than when grown with Pen12 with a 

functional LaeA, and are quantitatively indistinguishable from cells grown 

on CCA alone in terms of roundness. When ∆mdtK cells were grown with 

∆laeA Pen12, cells were also less round, indicating less cell envelope 

disruption. However, these cells did not revert to the same morphology as 

when grown alone on CCA. These data suggest that while LaeA is likely 

responsible for the production of antimicrobial metabolites that inhibit the 

growth of E. coli, there are likely other antimicrobial metabolites produced 

by these fungal strains not under the control of LaeA that differentially 

impact WT and ∆mdtK E. coli cells. 

BCP of other bacterial strains in co-culture with Penicillium sp. str. #12. 

While E. coli can be a causative agent of foodborne illness in 

cheeses, it is not a representative member in the microbial community of 

this cheese21,22. Thus, we wanted to analyze the pairwise interactions of 

the fungal species with other strains of bacteria. We selected Bacillus 

subtilis PY79, a Gram-positive strain for which BCP has been well studied, 

as well as Pseudomonas psychrophila str. JB418, a prominent community 

member of this cheese. We grew strains in a co-culture biofilm with Pen12 

for a week, after which the biofilm was filtered to remove fungal matter 

and examined via fluorescence microscopy using the same protocol as  
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Figure 2.3 Bacillus subtilis PY79 and Pseudomonas psychrophila JB418 

cultured on cheese curd agar in a biofilm for one week with and without 

Penicillium sp. str. 12 (abbreviated Pen12). Cells were scraped from the 

biofilm surface, resuspended in T-Base and filtered through a 5μm filter to 

remove fungal matter. Scale bar represents 2μm. Top row: FM4-64 (red), 

DAPI (blue), Sytox Green (green). Bottom row: Phase microscopy overlay. 
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Figure 2.4. Bacterial Cytological Profiling of Bacillus subtilis PY79 with and 

without exposure to antimicrobial peptides major royal jelly protein (mrjp) 

and peptide produced by Penicillium sp. str. 12 (Pen12 peptide). Peptides 

were added to log-phase (OD600 0.12) cultures of PY79 in LB liquid media 

for 30 minutes, and imaged on a 1% agarose pad slide made with 1:5 LB:T-

Base. Top row: FM4-64 (red), DAPI (blue), Sytox Green (green). Bottom 

row: Phase microscopy overlay. 
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120μg/mL 
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described previously (Figure 2.3). We found that co-culture with Pen12 

resulted in Bacillus cells that were permeabilized, evidenced by the 

presence of SYTOX Green within the cells. Furthermore, the membrane 

staining with FM4-64 appears to be detracted from the cell wall, visible in 

the color/phase overlay. Cell debris can also be seen widely throughout 

the field. These phenotypes indicate cell envelope stress and 

permeabilization. Co-culture of Pseudomonas psychrophila with the fungi 

resulted in longer, wider cells, as well as visible cell debris. While SYTOX 

Green was not visible, indicating that many cells were not permeabilized 

or lysed, the presence of cell debris as well as the swelling morphology 

also corroborate the cell envelope stress phenotype seen in both E. coli 

and Bacillus subtilis, indicating that the antimicrobial metabolites 

produced by these cheese fungi likely have activity against a wide range 

of bacteria.  

 

BCP of fungal antimicrobial peptides against E. coli, Bacillus subtilis and 

Pseudomonas psychrophila 

Antimicrobial peptide (AMP) synthesis clusters were detected in 

Penicillium sp. str. #12. Interestingly, the predicted antimicrobial peptide 

product of these clusters were found to have homology to major royal 

jelly protein (mrjp) produced by bees, which is known to have 
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antimicrobial properties by direct membrane action23. To test whether 

these antimicrobial peptides were responsible for the cell envelope 

activity seen in the previous section, we conducted BCP in LB liquid media 

of both the fungal and bee-produced AMPS against WT E. coli as well as 

E. coli ∆tolC, a drug efflux pump knockout that sensitizes bacteria to many 

antibiotics. However, neither E. coli exhibited any visible phenotypes in 

response to treatment with either AMP (data not shown). To determine 

whether this was specific to E. coli, we also tested the effects of these 

AMPS against Bacillus subtilis PY79, and found that these AMPS had a 

direct membrane active effect against B. subtilis, evident by the rapid 

(within 30 minutes) permeabilization of cells seen without cell shape 

defects, as seen by the presence of Sytox green staining within cells 

(Figure 2.4). While the discovery of this mrjp-like AMP produced by fungi is 

interesting, its phenotype and activity against E. coli and B. subtilis do not 

completely match the phenotypes seen when these strains are co-

cultured with Pen12, indicating that there are likely other antimicrobial 

metabolites being produced by this fungus that are yet to be isolated. 

 

2.3 Discussion 

Understanding fungal-bacterial interactions is vital to gaining a 

holistic understanding of microbial community dynamics24,25. A large part 
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of these interactions lie in competition, and the production of bioactive 

molecules plays a large role in competition, especially cross-kingdom; 

indeed, fungi have been long known to secrete powerful antibiotic 

secondary metabolites able to kill bacteria in a variety of manners26. Using 

BCP, we have provided new insight as to how fungi are able to inhibit the 

growth of bacteria on Cheese Curd Agar, more closely resembling the in 

situ chemical composition of the environment than standard laboratory 

media such as LB. The ability of BCP to be developed for virtually any 

environmental condition highlights its versality and potential uses to 

examine microbial interactions in a variety of environmental and 

experimental settings.  

Here, we observe a mechanism by which fungi impart negative 

fitness on bacterial community members, and by using RB-TnSeq we are 

able to identify key genes involved in the antibiotic production and 

response in both the fungal and bacterial species. These cheese-isolated 

Penicillium species exhibit antibiotic activity that induces cell envelope 

stress in bacteria; however, since no penicillin-like biosynthetic clusters 

were identified, the causative bioactive molecule(s) are yet to be 

identified. Furthermore, detection of antibiotics in food products is limited, 

despite the prolific secondary metabolite production characteristic of 

Penicillium species27. Use of BCP could help to identify yet unknown 
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molecules by screening fermented food products for bioactivity. We also 

identify an AMP produced in the fungi and identify its mechanism of 

action as causing direct membrane damage. These results have potential 

impacts in both the food industry and microbial ecology, as they provide 

a stepping-stone for which further microbial community interactions can 

be observed. However, many (38%) E. coli genes identified in the genetic 

screen as important for fungal-bacterial pairwise fitness are 

uncharacterized or hypothetical, highlighting that many molecules and 

mechanisms are yet to be discovered, and that defined microbial 

communities such as the cheese rind biofilm can provide a useful tool for 

furthering examining these unknown, microbial interaction-dependent 

genes. 

 

2.4 Materials and Methods 

 The Materials and Methods section, in full, is a reprint of material as it 

appears in Pierce et al., “Bacterial-fungal interactions revealed by 

genome-wide analysis of bacterial mutant fitness”, Nature Microbiology 

2020, in the Bacterial Cytological Profiling portion of the Methods section. 

The dissertation/thesis author was a secondary author on this paper, but 

was primarily responsible for conducting the experiments described in this 

section. 
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Approximately 7,000,000 WT E. coli K-12 strain BW25113 or Keio 

collection mdtK mutant cells28 were inoculated alone or co-inoculated 

with 700,000 Penicillium sp. str. #12, Penicillium sp. str. #12 ΔlaeA, or 

Penicillium sp. str. SAM3 spores on 10% CCA pH 7. After 7 days of growth, 1 

mL of T-Base buffer was added to the surface of the biofilms, and biofilms 

were scraped into the buffer. For co-culture conditions, the sample was 

filtered through a 0.5 µm filter to specifically remove fungal material. 2 µL 

of concentrated dye mix (1 µL 1 mg/mL FM4-64, 1 µL 2 mg/mL DAPI in 48 

µL T-Base) were added to 20 µL of filtrate. The dye-filtrate mix was spotted 

onto agarose-LB pads (1% agarose, 20% LB liquid medium, 80% ddH2O) 

and imaged by fluorescence and phase contrast using an Applied 

Precision Deltavision Spectris imaging system with an Olympus 

UPLFLN100XO2PH objective. Control compound references on CCA 

medium were obtained by spotting and drying 30 µL of 5x, 10x, 25x, and 

100x MIC dilutions of antibiotics onto quadrants on CCA medium pH 7 

plates and then spread-plating 200 µL of log phase (OD 0.1) E. coli 

cultures. After two days of growth, cells near the edge of the zone of 

inhibition on appropriate dilution spots were resuspended in 10 µL of 

prediluted dye mix (1 µL 1 mg/mL FM4-64, 1 µL 2 mg/mL DAPI in 998 µL T-

Base) and spotted onto agarose-LB pads and imaged as described 

above. Resulting images were deconvoluted using Deltavision SoftWorx 
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software (Applied Precision, Inc., WA, USA), analyzed using Fiji29, and 

assembled in Adobe Photoshop (Adobe, CA, USA). Brightness was altered 

linearly in Fiji to aid visualization. For quantification of cell roundness, we 

defined the cell major axis as the longest possible line along the cell, and 

the cell minor axis was measured as the longest possible line orthogonal to 

the cell major axis. Cell measurements were obtained via the measure 

tool in Fiji29, and single-cell major and minor axes measurements were 

collated. Pixel to micron ratio was set as 15.6 as per the microscope 

specifications. Major/minor axis ratio was calculated for all cells in the 

field. 26 Number of fields was chosen to ensure measurement of at least 

50 cells for each experimental condition. Individual ratio values for each 

cell were plotted via R package ggplot2 (v.3.2.1)30, and differences in 

major:minor ratios in the presence of a fungus relative to growth alone or 

with WT Penicillium sp. str. #12 relative to ΔlaeA Penicillium sp. str. #12 

were determined based on an unpaired two-sample Wilcoxon test p-

value < 0.05. 
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CHAPTER 3: SCH79797 IMPROVES OUTCOMES IN EXPERIMENTAL BACTERIAL 

PNEUMONIA BY BOOSTING NEUTROPHIL KILLING AND DIRECT ANTIBIOTIC 

ACTIVITY 

Chapter 3, in full, is a reprint of material as it appears in Gupta N, Liu 

R, Shin S, et al. “SCH79797 improves outcomes in experimental bacterial 

pneumonia by boosting neutrophil killing and direct antibiotic activity” in 

the Journal of Antimicrobial Chemotherapy, 2018. The dissertation/thesis 

author was second author on this paper, and was responsible for 

conducting the experiments related to determination of antibiotic 

mechanism of action described in this paper. 

 

3.1 Introduction 

 Severe pneumonia is the most common cause of respiratory failure 

and sepsis among critically ill patients with a mortality rate approaching 

40%–50% in the most severe cases.1–3 Other than timely antibiotic therapy 

and supportive care, there have been no proven pharmacological 

therapies for this condition. Given the rapid emergence of antibacterial 

resistance among pathogenic bacteria, the ability to effectively treat 

severe bacterial pneumonia and sepsis has been significantly impaired. 

This has been particularly observed among enteric Gram-negative 

organisms (Escherichia coli, Pseudomonas aeruginosa and Klebsiella 
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pneumoniae), which are frequent causes of severe pneumonia in the ICU. 

Therefore, novel therapies are needed to aid in the management of this 

complex syndrome.4  

 Protease-activated receptors (PARs) are G protein-coupled, seven-

transmembrane receptors that have a unique mechanism of activation 

that involves cleavage of the N-terminal region by coagulation-based 

serine proteases.5 PAR1 was the initial PAR discovered and is activated by 

a variety of enzymes, though thrombin is the principal agonist under 

physiological conditions. PAR1 is expressed by a variety of cell types 

including endothelial cells, epithelial cells and bone marrow-derived 

haematopoietic cells. Classically, PAR1 activation on endothelial cells by 

thrombin triggers a vascular disruptive phenotype, so that at areas of 

inflammation and coagulation there is fluid extravasation into organs and 

into third spaces (e.g. peritoneal cavity).6–9 In this study, we sought to 

determine the role of intrapulmonary PAR1 antagonism in a murine model 

of Gram-negative pneumonia using a well described and widely 

employed antagonist, SCH79797. We focused on the potential effects of 

SCH79797 on neutrophils, since these are the predominant inflammatory 

cells present in acute bacterial pneumonia.  

 The literature in this area is somewhat limited with conflicting results 

but suggests that there may be time-dependent roles of PAR1 antagonism 
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in experimental models of sepsis with early blockade leading to beneficial 

outcomes. Kaneider et al.10 published a report demonstrating that early 

activation of PAR1 in a sepsis model was harmful, whereas late activation 

is beneficial via a PAR2-dependent mechanism. The authors utilized 

unique cell-penetrating peptides, pepducins, that specifically targeted 

the third intracellular loop of PAR1 to dissect the time-dependent effects 

of PAR1 activation in sepsis.10 In 2012, Schouten et al.11 used a 

pneumococcal pneumonia model in mice to show that PAR1 impairs host 

defence against infection. They presented data demonstrating that PAR1 

#/# mice had improved survival early after infection, lower bacterial 

burden and less inflammatory cell influx than WT mice.11 And, in 2013, 

Khoufache et al.12 examined the effect of PAR1 antagonism and 

deficiency in a murine model of influenza A pneumonia. They reported 

that treatment with a PAR1 antagonist improved outcomes in mice with 

influenza infection.12 However, Camerer et al.13 published an article in 

2006 reporting that PAR1 #/# mice did not have improved survival or 

inflammatory indices in an experimental model of sepsis using 

intraperitoneal endotoxin.  

 In terms of neutrophils and PAR1 specifically, there are reports 

indicating that neutrophils express PAR1 and other PARs,14 and that PAR1 

antagonism has been shown to influence neutrophil recruitment in an 
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experimental pneumonia model.15,16 However, the literature is sparse in 

terms of describing the effects of PAR1 antagonism on neutrophil function 

directly.  

 Our hypothesis was that PAR1 antagonism with SCH79797 would be 

protective in murine E. coli pneumonia and sepsis and modulate 

neutrophil activity in the lung. The results demonstrated that SCH79797 did 

improve survival, lung injury and bacterial clearance in our model of 

bacterial pneumonia through neutrophil boosting of bacterial killing as 

well as a direct antibiotic effect. However, these results were not seen with 

the newer-generation PAR1 antagonist vorapaxar (SCH530348), 

suggesting that SCH79797 may be acting through both PAR1-dependent 

and PAR1-independent effects, which has been previously reported.17 

 

3.2 Methods 

Murine E. coli pneumonia model and treatment with SCH79797 

All mice used in this study were male C57BL/6J mice (Jackson Labs) 

between 12 and 15 weeks of age. Mice were housed under standard 

conditions in a clean facility at the University of California, San Diego 

(UCSD) approved by the Association for Assessment and Accreditation of 

Laboratory Animal Care (AAALAC) and all experiments were approved 

by the UCSD Institutional Animal Care and Use Committee (IACUC).  
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E. coli strain K1 was used in all in vivo and in vitro models in this study 

(originally isolated from the blood of a patient with biliary sepsis; provided 

by Xiao Su, MD, PhD, Institut Pasteur of Shanghai). Intratracheal (IT) 

instillation of E. coli (1 million cfu) into mice was accomplished using a 

previously described protocol of direct visual instillation.18 SCH79797 (Tocris 

Bioscience) was administered IT as a treatment for E. coli pneumonia at 6 

h post-infection. See Supplementary Methods (available as 

Supplementary data at JACOnline) for more details. 

Bronchoalveolar lavage and lung injury analyses 

Bronchoalveolar lavage (BAL) was done using a previously 

published protocol.19 Lungs were harvested and processed in a standard 

fashion and lung injury was scored using an established method.19,20 See 

Supplementary Methods for details.  

Mouse neutrophil isolation  

Mouse neutrophils were isolated from the bone marrow of tibias 

and femurs of adult, male C57BL/6J mice using a previously published 

protocol.21 The purity of the neutrophils was assessed by doing a cytospin 

of an aliquot of cells, fixing the cells on a slide and then doing a 

hematoxylin and eosin (H&E) stain (90% purity confirmed by this method). 

See Supplementary Methods for details.  
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Mouse neutrophil quantitative real-time PCR and western blotting for PAR1 

expression 

RNA and protein were isolated from mouse neutrophils using 

standard techniques. Quantitative real-time PCR (qPCR) was done to 

analyse gene expression of PAR1 in neutrophils and western blotting was 

performed to determine whole-cell PAR1 protein expression. Bone 

marrow-derived mesenchymal stem cells (MSCs) were used as a positive 

control, as they have been recently shown to express PAR1 by our 

group.22 See Supplementary Methods for full details of the methods used 

for these analyses.  

Neutrophil bacterial killing and reactive oxygen species assays  

Neutrophil bacterial killing assays were done, using a previously 

published protocol, with SCH79797 to determine the effects of this 

compound on killing efficiency.23 Reactive oxygen species (ROS) 

production was measured as has been previously published by our 

group.23 See Supplementary Methods for details.  

Mouse neutrophil extracellular trap visualization and quantification  

In order to ascertain whether the increase in neutrophil killing of 

bacteria by SCH79797 correlates with neutrophil extracellular trap (NET) 

formation, studies were done to visualize and quantify NETs using a 

protocol that our group has previously published.23 See Supplementary 
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Methods for complete details. Vorapaxar was also tested to determine 

whether the effects seen were generalizable to the class of PAR1 

antagonists. A protein kinase C (PKC) inhibitor was used in some 

conditions to determine whether this pathway is involved in NET formation, 

since PKCs have been previously reported to be required for phorbol 

myristate acetate (PMA)-induced NETs.24  

Mouse neutrophil cathelicidin-related antimicrobial peptide expression 

analysis  

Neutrophils were isolated as above and resuspended in Hank’s 

balanced salt solution (HBSS) with calcium and magnesium. Cells were 

plated at a concentration of 1 million cells per 250 lL in a 24-well tissue 

culture plate in the presence of SCH79797 (10 lM), PMA (25 nM) or E. coli 

(3 million cfu). Stimulation was added in a 50lL volume so the final total 

volume was 300 lL per well. Each condition was done in triplicate. The 

plate was then centrifuged at 1600 rpm for 5min and then incubated at 

37C for 3 h, after which 3 lL of the conditioned medium from each sample 

was applied directly onto a nitrocellulose membrane and allowed to 

completely dry. The membrane was blocked with appropriate buffer 

(LiCor) and cathelicidin-related antimicrobial peptide (CRAMP) protein 

was then detected and visualized using standard techniques (rabbit anti-
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mouse CRAMP antibody, 1:500, Novus Biologicals; secondary goat anti-

rabbit antibody, 1:10 000, LiCor).  

Image J software (NIH) was then used to quantify the CRAMP 

immunoblot in terms of densitometry of the respective conditions tested. 

Human neutrophil isolation and analyses with SCH79797  

Human neutrophils were isolated as previously described using a 

Polymorphprep kit (Axis-Shield, Dundee, Scotland).23 Analyses for NET 

formation and NET-based killing assays were carried out in a manner 

similar to that used for mouse neutrophils and as previously published.23  

Assessment of direct antibacterial effect of SCH79797  

To determine whether there was a direct antibacterial effect of 

SCH79797 that may, in part, account for the protective in vivo effects 

observed, we carried out two different assays to measure how SCH79797 

influences E. coli growth in vitro: (i) a continuous assessment of E. coli 

growth kinetics over 24 h; and (ii) a killing assay to quantify growth or killing 

of E. coli after 6 h. Separate conditions using vorapaxar were included to 

ascertain whether the effects seen with SCH79797 were applicable to 

other PAR1 antagonists. In addition, we tested the killing activity of 

SCH79797 against Gram-positive bacteria using an isolate of MRSA 

(TCH1516). See Supplementary Methods for details.  

Determination of mechanism of SCH79797 antibacterial action  
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Bacterial cytological profiling was utilized to determine the 

antibiotic mechanism of action of SCH79797 as has been previously 

published by our group.25,26 Bacillus subtilis was used as a Gram-positive 

bacterium against which to test the activity of SCH79797 given our 

group’s experience with this strain for morphological studies. See 

Supplementary Methods for details. Of note, experiments in high-sucrose 

medium were done to discriminate between cell membrane and cell wall 

effects of SCH79797. Published images were taken using fluorescent 

microscopy.  

Statistical analyses  

Survival data was analysed using a log-rank test, while the majority 

of the other data is presented as mean +SD for each group analysed. An 

unpaired, two-sided Student’s t test was used for most comparisons 

between two sets of data. If multiple groups of data were compared 

simultaneously, an ANOVA was used. A P value ,0.05 was used for 

statistical significance.  

 

3.3 Results  

PAR1 antagonism with SCH79797 improves survival in murine E. coli 

pneumonia  
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Figure 3.1. SCH79797 significantly improves survival, lung injury and 

inflammation in murine E. coli pneumonia. SCH79797 at 10 μM was 

determined to be the most effective dose when given as a treatment 6 h 

after infection (a; n = 17–19 per group, *P < 0.05 for 10 μM SCH79797, SCH 

10, versus PBS; 100μM SCH79797 (SCH 100) provided no survival 

advantage versus PBS). H&E staining of lungs demonstrated less lung injury 

in mice treated with SCH79797 10 μM (SCH) at 24 h post-infection (b and 

c; n = 3 lungs per group for lung injury score analysis, *P < 0.05 for SCH- 

versus PBS-treated groups, data as mean ± SD). BAL at 24 h showed 

reduced inflammatory cell influx (d), reduced bacterial burden (e) and a 

trend towards a reduction in both inflammatory cytokine levels (f) and 

vascular permeability (g) with SCH treatment (n = 6 per group for all 

analyses, *P < 0.05 and P = 0.16 for macrophage inflammatory protein-2 

(MIP-2) concentrations and P = 0.055 for albumin concentrations, data as 

mean ± SD). This figure appears in colour in the online version of JAC and 

in black and white in the print version of JAC.  
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When SCH79797 was administered via the IT route 6 h after 

establishment of E. coli pneumonia there was a significant improvement in 

survival at 48 h post-infection in the group of mice treated with 10 lM 

SCH79797 (SCH79797-treated mice" 68% versus PBS-treated mice" 29%, P , 

0.05). Mice given a higher dose of SCH79797 (100lM) had no improvement 

in survival compared with control mice treated with PBS (Figure 3.1a). 

SCH79797 reduces lung injury, bacterial burden and markers of 

inflammation  

Treatment with 10 lM SCH79797 6 h after E. coli infection resulted in 

a significant reduction in alveolar oedema 24 h after infection as 

determined by scoring of lung histological sections (Figure 3.1b and c). In 

addition, BAL studies done 24 h after infection showed a significant 

reduction in bacterial burden and inflammatory cell influx and a trend 

towards lower neutrophil chemokine levels (Figure 3.1d–f). Also, there was 

a near-significant reduction in the quantity of alveolar total protein level 

with treatment with SCH79797 at 10 lM (Figure 3.1g), but not when higher 

doses of SCH79797 were used (data not shown).  

Mouse neutrophils express PAR1 and SCH79797 boosts neutrophil killing 

activity  

Bone marrow-derived neutrophils demonstrated evidence of PAR1 

gene and protein, albeit at low levels when compared with bone marrow-



 

116 
 

derived MSCs (Figure 3.2a and b). Incubation of neutrophils with SCH79797 

(10 lM) significantly increased bacterial killing of E. coli when assessed 

after 3 h of stimulation to allow for formation of NETs. The addition of 

DNase, to disrupt the NETs, eliminated the effect of SCH79797 on 

neutrophil killing (Figure 3.2c). Of note, SCH79797 also increased neutrophil 

killing of bacteria after only 30min of stimulation, but this effect was not as 

pronounced and did not reach a statistical level of significance (data not 

shown).  

SCH79797 stimulated several pathways by which neutrophils 

classically kill bacteria including increasing ROS activity (Figure 3.2d), NET 

formation as seen visually and quantitatively (Figure 3.2e and f) and 

CRAMP release (Figure 3.2g). SCH79797-induced NET formation was 

significantly reduced by pre-incubation with the conventional PKC 

inhibitor Go6976. PMA was used as a positive control for these mechanistic 

studies and SCH79797 boosted neutrophil killing activities in a manner 

similar to or greater than that measured with PMA. Importantly, vorapaxar 

did not result in any measurable increase in NET formation suggesting that 

the effect seen with SCH79797 is not generalizable among the class of 

PAR1 antagonists.  
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Figure 3.2 (Opposite page). SCH79797 augments neutrophil killing of E. 

coli by several mechanisms. Neutrophils (PMNs) express low levels of the 

PAR1 gene and protein as evidenced by qPCR (a; n = 3 per group, 

**P < 0.01 for PMN versus MSCs and #P < 0.01 for negative control (neg ctrl) 

versus PMN and neg ctrl versus MSCs, data as mean ± SD) and western 

blotting (b). SCH79797 at 10 μM (SCH) increased mouse neutrophil killing 

efficiency (c) and ROS production (d) significantly, while the addition of 

DNase eliminated the enhanced bacterial killing seen 

with SCH79797 (n = 6 per group for killing and n = 3 per group for ROS 

assay, **P < 0.01 for PMN + SCH versus unstimulated (unstim) PMN, #P < 0.01 

for PMN + SCH + DNase versus PMN + SCH and √P < 0.01 for PMN + PMA 

versus unstim PMN, data as mean ± SD). Fluorescent imaging 

demonstrated qualitatively more NET formation with incubation 

of SCH79797 at 10 μM and this effect was reduced with the PKC inhibitor 

Go6976 at 10 μM (e). Quantitative analysis of NET formation showed a 

significant increase with 25 nM PMA and 10 μM SCH79797 and this effect 

was significantly reduced with pre-incubation with the PKC inhibitor 

Go6976. Vorapaxar 10 μM (Vorapax), however, did not result in any 

appreciable increase in NET formation compared with unstimulated 

neutrophils (f; n = 4–8 per group, **P < 0.01 for PMA and SCH versus unstim, 

#P < 0.01 for Go6976 + PMA versus PMA and √P < 0.01 for Go6976 + SCH 

versus SCH, data as mean ± SD). SCH79797 at 10 μM significantly increased 

the release of the antimicrobial peptide CRAMP from neutrophils at a 

level that approximates that seen with PMA (g; n = 6 per group, **P < 0.01 

compared with unstim PMN, data as mean ± SD). This figure appears in 

colour in the online version of JAC and in black and white in the print 

version of JAC. 
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Figure 3.3. (Opposite Page) SCH79797 increases NET formation in human 

neutrophils and enhances their bacterial killing capacity. Fluorescent 

imaging showed that SCH79797 (SCH) at a dose of 10 μM increased NET 

formation compared with unstimulated (unstim) neutrophils and this was 

partially reduced with the PKC inhibitor Go6976 at 10 μM (a). 

Quantification of NET formation demonstrated significantly higher levels of 

NETs with 10 μM SCH79797, similar to that seen with the positive control, 

PMA. Vorapaxar 10 μM (Vorapax) stimulation did not result in an increase 

in NET formation compared with unstimulated neutrophils (b; n = 4 per 

group, *P < 0.05 for PMA versus unstim and **P < 0.01 for SCH versus unstim, 

data as mean ± SD). SCH79797 at 10 μM significantly increased human 

neutrophil killing of E. coli and this was reversed by the addition of DNase 

(c; n = 4 per group, *P < 0.05 for SCH versus unstim and √P < 0.05 for 

SCH + DNase versus SCH, data as mean ± SD). This figure appears in colour 

in the online version of JAC and in black and white in the print version 

of JAC. 
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SCH79797 induces NETs in human neutrophils and enhances their bacterial 

killing  

To determine whether the findings in mouse neutrophils extend to 

human neutrophils, studies assessing the effects of SCH79797 on human 

neutrophil function were carried out, similar to those done with mouse 

neutrophils. Initially, it was determined that human neutrophils do express 

the transcript for PAR1 by qPCR (data not shown). Then, fluorescent 

microscopy demonstrated that SCH79797, at a dose of 10 lM, led to 

significant NET formation in human neutrophils (Figure 3.3a and b). As with 

the mouse neutrophil studies, the use of the PKC inhibitor Go6976 partially 

reduced the formation of NETs (Figure 3.3a). Quantification of NET 

formation also demonstrated a significant increase with SCH79797 at 10 lM 

that closely approximated the positive control, PMA (Figure 3.3b). 

However, vorapaxar did not result in any measurable increase in NET 

formation as was seen in the mouse neutrophil studies (Figure 3.3b). In 

addition, human neutrophil killing activity was significantly improved with 

SCH79797 (10 lM) and this effect was completely eliminated with the 

addition of DNase as seen in Figure 3.3(c). These findings are also 

consistent with what was observed with mouse neutrophils and 

demonstrate the importance of SCH79797-induced NETs in mediating 

bacterial killing.  
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Figure 3.4 (Opposite page). SCH79797 has a direct antibiotic effect 

through disruption of the bacterial membrane. SCH79797 (SCH) 

significantly impaired the growth of E. coli over the course of 24 h starting 

at a concentration of 1 μM (a; n = 3 per condition, *P < 0.05 versus E. 

coli alone) and resulted in no bacterial growth when used between 10 

and 100 μM (a; n = 3 per condition, **P < 0.01 versus E. coli). After 

6 h, SCH79797 significantly reduced E. coli growth at a concentration of 

10 μM, and, at 100 μM, SCH79797 resulted in approximately 95% killing of E. 

coli. Vorapaxar (Vorapax) at 10 and 100 μM did not significantly 

suppress E. coli growth (b; n = 3 per group, **P < 0.01 versus positive control 

(pos ctrl) DMSO condition, data as mean ± SD). The mechanism 

of SCH79797’s antibiotic effect was determined through cytological 

profiling of SCH79797 (c–h). ΔtolC E. coli cells were treated with 2% DMSO 

(c, e and g) or 25 μM (5 × MIC) SCH79797 (d, f and h). (c and d): 30 min 

post-treatment, LB medium. (e and f): 2 h post-treatment, LB medium. (g 

and h): 2 h post-treatment, LB medium with 0.5 M sucrose. Cell 

membranes are stained with FM4–64 (red). DNA is stained with the 

membrane-permeable dye DAPI (blue) and the membrane-impermeable 

dye SYTOX Green (green). The presence of SYTOX Green indicates cells 

with compromised membranes; thus, SYTOX Green is normally absent from 

untreated cells. Scale bars = 2 μm. This figure appears in colour in the 

online version of JAC and in black and white in the print version of JAC. 
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SCH79797 exhibits direct antibacterial activity targeting the membrane  

The Bioscreen assay demonstrated that SCH79797, starting at 1lM, 

inhibited E. coli growth compared with the positive control of E. coli alone 

in growth medium (Figure 3.4a). Concentrations of SCH79797 that were 

10lM and greater led to no apparent growth of E. coli as detected by the 

Bioscreen assay. When separate analyses were carried out to quantify the 

bacterial counts after 6 h of incubation of SCH79797 with E. coli, 10lM 

SCH79797 led to significant suppression of growth, while 100lM led to 

pronounced bacterial killing (Figure 3.4b). However, vorapaxar did not 

significantly reduce bacterial growth when tested at 10 and 100lM. These 

comparisons were made in reference to the initial inoculum of E. coli 

plated per well.  

Using bacterial cytological profiling, it was determined that 

SCH79797 used at 25 lM (5% the calculated MIC) resulted in substantial E. 

coli lysis and exposure of DNA to the membrane-impermeable dye SYTOX 

Green (Figure 3.4c–f). This was seen at both the 30min and 2 h timepoints. 

The rapid permeabilization of E. coli at 30min suggests a membrane-

active effect, but this finding could also be due to a potent inhibition of 

cell wall biosynthesis (Figure S1A and B, available as Supplementary data 

at JAC Online). To distinguish between a membrane-active or cell wall-

inhibitory effect of SCH79797, E. coli was treated with SCH79797, D-
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cycloserine or polymyxin B under osmotic stabilization conditions with 0.5 

M sucrose (Figure 3.4g and h and Figure S1E and F). In the absence of 

sucrose, SCH79797, the cell wall biosynthesis inhibitor D-cycloserine and 

the membrane-active polymyxin B cause cell permeability at 30min and 

cellular debris can be seen alongside cells with minimal shape defects at 

2 h (Figure 3.4d and f and Figure S1A–D). However, at 2 h of treatment in 

the presence of sucrose, cells treated with D-cycloserine formed rounded 

shapes with minimal membrane permeabilization (Figure S1E), whereas 

cells treated with SCH79797 and polymyxin B maintained a shape typical 

of cells grown in sucrose but were still permeabilized (Figure 3.4h and 

Figure S1F). The morphological similarity between cells treated with 

SCH79797 and polymyxin B, especially under osmotically stabilizing 

conditions, indicates that SCH79797 acts as a membrane-active 

compound and not a cell wall biosynthesis inhibitor.  

In testing the activity of SCH79797 against Gram-positive bacteria, it 

was observed that SCH79797 led to significant bacterial membrane 

disruption of B. subtilis as early as 30min after incubation (Figure S2A–D). 

Furthermore, SCH79797 showed significant growth suppression of MRSA at 

a dose of 1 lM and substantial bactericidal activity at 10lM (Figure S3).  
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3.4 Discussion  

PARs are G protein-coupled receptors that have a unique 

mechanism of activation and are predominantly cleaved and activated 

by coagulation-based serine proteases. PAR1 is the principal target of 

thrombin and sits at the fulcrum of inflammation and coagulation in 

response to infection. The role of PAR1 in experimental models of infection 

has been investigated to some extent, but there is still uncertainty as to 

whether activation is beneficial or harmful in this setting. We undertook 

the current study to determine whether intrapulmonary PAR1 antagonism 

with SCH79797 would have protective effects in an experimental model of 

E. coli pneumonia in mice. Our data yielded the following main results: (i) 

SCH79797 significantly improved survival, reduced lung injury and 

inflammation, and enhanced bacterial clearance when given as a 

treatment; (ii) neutrophils express low levels of PAR1 and SCH79797 boosts 

killing of E. coli by enhancing ROS production, NET formation and CRAMP 

release; and (iii) SCH79797 has direct, potent antibacterial effects against 

E. coli. When we tested a newer-generation PAR1 antagonist that has 

been used in clinical trials, vorapaxar, we observed that there was no 

effect on NET formation or direct bacterial killing. These results suggest that 

the in vivo effects obtained with SCH79797 are probably a combination of 

PAR1- dependent and -independent effects.  
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In relation to the existing literature on PAR1 in experimental models 

of sepsis, our findings are most consistent with the findings reported by 

Khoufache et al.12 regarding the beneficial effects of SCH79797 

administration in a model of influenza pneumonia. The publication by 

Schouten et al.11 is also congruent with our results as they report that PAR1 

#/# mice have improved outcomes in a model of pneumococcal 

pneumonia. Our study does provide some additional insights into the 

effects of SCH79797 on neutrophil function by demonstrating that 

SCH79797 enhances neutrophil killing of bacteria through several possible 

mechanisms, including ROS production, NET formation and CRAMP 

release. The induction of NET formation by SCH79797 was particularly 

robust and exceeded the quantity seen with the positive control PMA 

when using mouse neutrophils. NETs have been recognized in the 

literature as potent antimicrobial networks of chromatin and granule 

proteins since their initial description.27 NETs have been postulated to 

increase the concentration of antimicrobial factors, which aid in bacterial 

killing, and our finding of an increase in CRAMP release during the same 

approximate time period may synergize with the formation of NETs to 

result in enhanced killing. The parallel increase in ROS and NET formation is 

consistent with reports in the literature that suggest these two pathways 

are interlinked.24 Furthermore, the observed inhibition of NET formation by 
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the conventional PKC inhibitor Go6976 is also consistent with previous 

studies demonstrating that PKC isoforms are implicated in the generation 

of NETs.23,24 Importantly, we were able to demonstrate that our findings 

using SCH79797 with mouse neutrophils did extend to human neutrophils, 

which also showed robust NET formation and enhanced killing with 

SCH79797. However, there is experimental literature demonstrating that 

NETs are pathogenic in models of lung injury and that targeting NETs may 

have therapeutic potential.28–30 In this study, the stimulation of NET 

formation by SCH79797 may have conflicting effects by having a 

beneficial effect in promoting bacterial clearance but potentially 

exacerbating the development of lung injury. The net effect of NET 

formation in vivo is probably dependent on how extensive the NETs are 

within the lung and the resultant balance of these competing effects.  

In addition to the boosting the effect on neutrophil killing, we 

observed that SCH79797 had direct, potent antibacterial effects against 

E. coli. Using both the Bioscreen analysis system and direct killing assays, 

we were able to demonstrate that SCH79797 had bacteriostatic effects at 

a concentration of 10 lM and significant bactericidal activity at 100 lM. 

Using bacterial cytological profiling, we then were able to ascertain that 

SCH79797 exhibits rapid permeabilization of bacteria to the DNA dye, 

SYTOX green, indicating membrane disruption. This is the first description of 
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a PAR1 antagonist exhibiting antibiotic properties, to our knowledge. 

Furthermore, SCH79797 exerted significant antibacterial effects against 

Gram-positive bacteria as assessed by morphological (B. subtilis) and 

killing (MRSA) assays. Of note, the newer generation PAR1 antagonist 

vorapaxar had no effect on bacterial growth and did not induce NET 

formation as mentioned above. These findings support the possibility that 

SCH79797 is exerting PAR1-independent effects on neutrophils and on 

bacteria directly and are consistent with prior reports of SCH79797 

exhibiting PAR1- independent functions.17  

Although we did identify two possible mechanisms to explain the 

therapeutic effect of the PAR1 antagonist, SCH79797, our study did not 

explore the effects of this compound on other cells known to express 

PAR1. This includes endothelial cells, epithelial cells and fibroblasts in the 

lung parenchyma and possibly other immune cells such as macrophages 

and dendritic cells. It is likely that SCH79797 also affects some of these cell 

types, which may explain the dose-dependent effects we observed in 

vivo. In this context, it is important to note that lower doses of SCH79797 

led to a greater survival benefit and a greater reduction in vascular 

permeability, consistent with the fact that higher doses of SCH79797 can 

have deleterious effects on endothelial cells and other cell types.17,31 We 

focused on neutrophils primarily because they are the predominant 
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innate immune cells present in the alveolar space during the acute phase 

of pneumonia, comprising up to 90% of the total inflammatory cell 

component (assessed by cytospin and H&E staining of BAL fluid). 

Therefore, we anticipated that effects of SCH79797 on neutrophils would 

have a significant impact on lung injury and mortality in a pneumonia 

model. Understanding the relative contributions of the various effects of 

SCH79797 (neutrophil boosting, direct bacterial killing and reduction in 

vascular permeability) in the current model is difficult to ascertain 

specifically and the mortality benefit seen with SCH79797 treatment 

probably represents a summation of these actions.  

In addition to the limitations outlined above, another important 

factor to consider that was not addressed in the current project is the role 

of other PARs in mediating neutrophil killing of bacteria and the 

pathogenesis of bacterial pneumonia. Our data (not shown) show that 

mouse neutrophils do appear to express mRNA for all PARs and have 

detectable protein expression for PAR1 and PAR2 under basal conditions. 

Therefore, it is highly likely that other PARs are playing a role in regulating 

neutrophil activity in response to bacterial infection and that different 

bacterial strains activate distinct PARs on neutrophils through the 

production of proteases. These areas will be the focus of future studies.  
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In conclusion, we have demonstrated that treatment with 

intrapulmonary PAR1 antagonism using SCH79797 exhibits significant 

protective effects in a mouse model of E. coli pneumonia. These effects 

can probably be explained, in part, through the observations that 

SCH79797 boosts neutrophil killing of bacteria and has direct antibiotic 

properties. Some of the effects observed with SCH79797 are probably 

PAR1 independent, because a newergeneration PAR1 antagonist 

vorapaxar did not produce similar results on neutrophil function or 

bacterial killing. SCH79797 and PAR1 antagonism more generally, may 

have therapeutic implications for patients with severe, antibiotic-resistant 

pneumonia, but understanding which effects are PAR1 dependent and 

elucidating the optimal, therapeutic concentration will be very important 

in any translational effort.  

 

3.5 Supplementary data  

Supplementary Methods and Figures S1 to S3 are available as 

Supplementary data at JAC Online. 
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Chapter 4: Conclusion and Future Directions 

 Understanding the interactions between species is vital to our 

understanding of biology. These interactions, or symbioses, can come in 

many forms, and can be neutral, beneficial, or detrimental to any 

organism involved. One extremely common type of symbiosis is 

competition: where two (or more) organisms are in conflict with each 

other, usually for access to nutrients, space, or other necessities. In many 

such cases, a simple solution is for one organism to attempt to kill the 

other. 

 In the prokaryotic-eukaryotic interface, warfare is often chemical. 

Specifically, various eukaryotic species including plants, fungi, and 

animals have been well documented throughout scientific history to 

produce antibiotic metabolites able to kill bacteria, either to capitalize on 

nearby resources or to prevent infection. This dissertation has focused on 

the use of Bacterial Cytological Profiling (BCP) to explore how bacteria 

are affected by bioactive, antibiotic molecules present in the 

prokaryotic/eukaryotic interface. 

 In chapter 1, I discuss a family of plant defense metabolites called 

the flavones. Antibiotics are often grouped into families by their backbone 

structure, and antibiotics within the same family normally differ by various 

chemical modifications to the backbone, such as hydroxylation, 
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methoxylation, acetylation, and more. Antibiotics within the same family 

are widely considered to have the same antibiotic mechanism of action 

(MOA); namely, what bacterial cellular process they inhibit. This MOA is 

most often attributed to the activity of the backbone structure of these 

antibiotic molecules; for example, the beta-lactam ring belonging to the 

penicillin family, which conjugates to proteins in bacteria essential for the 

synthesis of the cell wall. The minor modifications, on the other hand, are 

thought to alter different properties of the drugs, such as solubility, stability, 

and avoidance of bacteria resistance. 

 When studying flavones, I discovered that their primary antibiotic 

MOA can differ based off of the modifications to the same exact 

backbone structure. Moreover, in vitro DNA replication inhibition 

experiments failed to realize that anti-DNA replication was not the primary 

MOA of many of the antibiotic flavones. I found that in addition to 

inhibiting DNA replication and membrane integrity, which are well 

characterized in previous literature, certain flavones also exhibit activity 

against outer membrane biosynthesis and cell septation machinery. These 

results are exciting, as the current paradigm throughout drug discovery 

pipelines are that antibiotic backbones are responsible for conferring an 

antibiotic’s potency. Once a candidate molecule is found, modifications 

are made to try to improve its potency, but are assumed to have the 
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same MOA; as such, resulting libraries of molecules are screened in vitro or 

in silico for activity against an assumed target. Our results show that, in 

contrast to the current understanding of antibiotic structure-activity 

relationship (SAR), plant flavones’ antibiotic MOAs are also driven by their 

modifications, and that in vitro and in silico studies fail to differentiate the 

new MOAs. 

 In Chapter 2, I explore how BCP can be used to observe metabolic 

warfare in a microbial community. By examining the defined microbial 

community of cheeses, we identified genes that were responsible for 

bacterial fitness specifically when grown in a co-biofilm with various fungal 

species. By using RB-TnSeq combined with BCP, we identified MdtK as 

important for bacterial survival under co-culture conditions, LaeA as 

important for fungal killing of bacteria, as well as the general MOA by 

which the fungi impede the growth of the bacteria – by secreting 

metabolites, including AMPs, that disrupt the bacterial cell envelope. 

 These results are important for several reasons. Firstly, I am pairing a 

wide genetic screen with phenotypic validation. Many genetic screens 

are good for “fishing” expeditions, where huge numbers of genes get 

filtered into a smaller number of candidates. However, even the smaller 

number of candidates that come out of these screens can take 

painstakingly long to validate through traditional means of knockouts, 
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identification, extraction, and fractionation of metabolic products, and 

retesting and reconfirming. As the BCP pipeline is rapid and facile, it 

provides another possible filtering step that can narrow down candidates 

from genetic screens even further, facilitating research on the production 

of antibiotic molecules by different species. 

 Additionally, these results are a proof-of-concept that BCP can be 

applied to more diverse, ecologically and/or clinically relevant situations. 

There is an ever-growing body of evidence showing that laboratory 

conditions often do not represent ecological conditions – which can be 

seen in examples such as the great plate count anomaly, where an 

estimated 1% or fewer of species can even be cultured in the lab, and in 

clinics, where antibiotics such as ciprofloxacin can have MICs many 

orders of magnitude lower (more potent) against bacteria grown on LB 

when compared to the same strain in patients or in media representative 

of conditions eukaryotic cells normally experience. The successful 

application of BCP to cheese curd agar paves the way for essentially 

creating bespoke analysis parameters for any experimental condition, 

which may allow for the better understanding of antibiotic efficacy in 

clinical settings, or metabolic warfare in various ecosystems.  

 In Chapter 3, I use BCP to examine the chemical SCH79797 that 

achieves antibacterial activity both through immune signaling pathways 
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and through its antimicrobial effect. This type of dual-purpose function is 

uncommon, and further adds to our understanding of how drugs have 

multiple activities, especially in complex environments such as the human 

immune system and infection sites. These results further highlight the 

complexity of clinically relevant settings in compared to standard 

antibiotic laboratory testing conditions, as drugs originally isolated for 

different primary activities such a neutrophil recruitment can exhibit 

antimicrobial effects, or vice versa. These can lead to interesting synergies 

or antagonisms that might only be experienced in vivo, and missed with 

traditional antibiotic susceptibility tests. While the BCP used in this study 

involved standard laboratory conditions to test the effects of SCH79797 in 

isolation from milieu of other biotic and abiotic antimicrobial agents inside 

the body, our adaptation of BCP to other experimental conditions in 

Chapter 2 may allow for an avenue for adapting it to be used directly on 

clinical samples or settings. This could have significant impacts in the 

pathology and infectious diseases fields, as normal laboratory tests require 

overnight culturing of pathogens and subsequent susceptibility testing; 

however, microscopy-based techniques similar to BCP could be 

developed for more rapid, possibly point-of-care determination of 

antibiotic susceptibility of infections. This, in turn, could lead to improved 
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diagnosis and prognosis of antibiotic-resistant bacterial infections, which 

are seen in millions of people in the United States yearly.   

 While this dissertation explores my work on the antibiotic metabolite 

interface between eukaryotic and prokaryotic species, much more 

research remains to be done to fully understand the mechanisms 

underlying these interactions. Specifically, while BCP can quickly identify 

the essential cellular pathway affected by a molecule, it cannot always 

identify the exact molecular target of the antibiotic. In Chapter 1, I 

showed that flavones with varying modifications primarily impacted 

different cellular pathways. These pathways affected were verified using 

genetic mutant screens and in vitro enzymatic activity assays; however, 

the genetic mutations found to grant resistance to the flavones are likely 

suppressor mutations and not in the actual molecular target. Therefore, it 

is worthwhile to further identify the molecular target of TMOS, NSC102049, 

Tamarixetin, and Tricetin, the former two of which inhibit outer membrane 

biosynthesis, and the latter two which inhibit cell septation. Furthermore, 

treatment with Luteolin resulted in a cellular morphology previously not 

seen before with treatment with any single antibiotic. It is possible that 

Luteolin has a pleotropic effect, simultaneously inhibiting multiple 

pathways and leading to its unique curled-cell phenotype. Therefore, 

studies with antibiotic combinations could be conducted in order to 
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phenocopy treatment with Luteolin, which may lend insight into the 

pathways that Luteolin inhibits. Alternatively, genetic mutants resistant to 

other subgroups of flavones could be tested against Luteolin, in the 

chance that these mutants would be resistant to one of the molecule’s 

effects but not the other(s), leading to the possible elucidation of 

Luteolin’s MIC. 

 Given the wealth of plant defense metabolite families that include 

many structurally related compounds that differ by minor modifications 

such as hydroxylations and methoxylations, it is possible that some of the 

other defense metabolite families exhibit the same modification-based 

activity seen in the flavones. This would lend further credence to our 

finding that minor modifications can completely change the primary 

cellular pathway affected by antibiotics. Furthermore, it would lend further 

insight into how plants defend against microbial pathogens – employing a 

‘scorched earth’ policy of broadly effective antibiotics as opposed to 

producing an antibiotic that is extremely potent but only has one target. 

While the latter would certainly be more useful for clinical antibiotic 

development, further understanding the former will better our 

understanding of the plant microbiome and plant-microbial interactions. 

 With respect to Chapter 2, possible future research includes 

identifying the causative agents for the antibiotic activity seen, and the 
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determination and classification of hypothetical or uncharacterized 

genes shown to impart differential fitness between when the bacteria are 

grown alone or in a co-biofilm. We have identified a biosynthetic cluster in 

Penicillium sp. 12 that is hypothesized to produce an AMP similar to a bee 

royal jelly protein. Future research can be done to further characterize the 

AMPs produced by these fungal species, and their potential role 

competition with bacterial species. Furthermore, fractionation of the 

fungal-bacterial cobiofilms may allow us to determine other antibiotic 

molecules produced by cheese fungi, which has potential implications in 

food safety and stability, as well as impacting the human microbiome 

when large quantities of these fermented foods are consumed. Finally, I 

can further investigate bacterial strains that have knockouts in 

hypothetical proteins shown to have reduced fitness when grown in co-

culture. As I saw with the ∆mdtK strain, it is likely that some of the strains will 

deletions in these hypothetical proteins will have sicker phenotypes when 

grown in a co-biofilm than the wild-type strains; performing BCP on these 

strains may help identify some of these genes as important for antibiotic 

resistance.  

 I would like to see long-term future research utilizing Bacterial 

Cytological Profiling focusing on adapting the technique to many more 

ecosystems or environmental conditions, in order to better understand 
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how bacteria are impacted by bioactive metabolites in situ. There are 

countless biological niches with seemingly infinite combinations of 

organisms, and perhaps the easiest way to understand how these 

community members interact is by direct observation. This mantra is 

shared in the growing field of metagenomics, which seeks to analyze 

genetic information in environmental samples without introducing 

culturability biases. Combination of BCP with other microscopy-based 

techniques such as Fluorescence in situ Hybridization (FISH) could allow for 

the identification of target species within diverse environmental samples, 

where individual members of the target species identified via FISH could 

be then filtered through and analyzed using BCP, allowing us to study 

‘rare’ or unculturable species and how they are affected by antibiotic 

metabolites.  

Furthermore, the development of BCP for usage in more 

environmental conditions could include mimicking human tissue to better 

diagnose infections diseases such as necrotizing fasciitis, or it could 

include environments that are nutrient-poor, such as seawater, which 

harbor diverse species that are often difficult to culture in laboratory 

settings. Furthermore, because many antibiotics are more effective 

against actively growing cells, using standard laboratory conditions to 

study bacteria that naturally occur in nutrient-poor ecosystems will very 
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likely engender incorrect or at the very least ecologically irrelevant 

conclusions. The ability to conduct BCP directly on environmental samples 

would be extremely powerful, and lead to a better understanding of 

microbial ecology and symbioses between eukaryotes and prokaryotes. 




