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Abstract

Essays in Labor Economics

by

Nicholas Y. Li

Doctor of Philosophy in Economics

University of California, Berkeley

Professor David Card, Co-chair

Professor Frederico Finan, Co-chair

This dissertation applies tools developed in labor economics to empirically study que-
stions in labor, development, and urban economics. Each chapter attempts to decompose
a problem into competing explanations. The first decomposes racial segregation in US ci-
ties. The second decomposes differences in wages between agricultural workers and and
non-agricultural workers. And finally, the last decomposes the heterogeneous responses of
workers to a new monitoring technology.

In the first chapter, I revisit the question of whether residential segregation in US cities
emerged in the mid-twentieth century as a consequence of decentralized location choices in
combination with white antipathy toward black residents or whether it reflected instituti-
onalized constraints on the availability of neighborhoods that black families could access.
The chapter analyzes rich population data from the 1930 and 1940 censuses to disentangle
these channels. I first lay out a simple discrete choice model of residential choices by white
and black families that depends on the local price of housing and on the fraction of black
residents in each neighborhood. I show how the preferences of both race groups can be
identified using information on the impacts of exogenous inflows of white and black residents
to different neighborhoods. White and black rural inflows constituted a major source of
inmigration to major cities during this time period; I construct a pair of novel instrumental
variables for these inflows by connecting the distributions of white and black surnames in ru-
ral areas to earlier migrants living in different census tracts in 1930. The resulting structural
estimates confirm that white families had a relatively high willingness to pay to avoid black
neighbors, consistent with an important role for preferences in the evolution of neighborhood
segregation. Combining white and black preferences, however, I also find strong evidence
that black residents faced supply side constraints on their neighborhood choices. I conclude
that about one half of the overall degree of neighborhood segregation observed in 1940 was
due to the different preferences of white and black families, while a comparable share was
due to implicit or explicit constraints on which neighborhoods black families could move
into.
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While the first chapter interpreted incumbent residents’ responses to migrants as re-
flective of their racial preferences, the second chapter, based on joint work with Marieke
Kleemans, Joan Hamory Hicks, and Ted Miguel, directly studies the migrant experience
itself. Recent research has pointed to large gaps in labor productivity between the agricultu-
ral and non-agricultural sectors in low-income countries, as well as between workers in rural
and urban areas. Most estimates are based on national accounts or repeated cross-sections
of micro-survey data, and as a result typically struggle to account for individual selection
between sectors. We use long-run individual-level panel data from two low-income coun-
tries (Indonesia and Kenya). Accounting for individual fixed effects leads to much smaller
estimated productivity gains from moving into the non-agricultural sector (or urban areas),
reducing estimated gaps by over 80%. Estimated productivity gaps do not emerge up to
five years after a move between sectors. We evaluate whether these findings imply a re-
assessment of the conventional wisdom regarding sectoral gaps, discuss how to reconcile
them with existing cross-sectional estimates, and consider implications for the desirability
of sectoral reallocation of labor.

Finally, the third chapter is based on joint work with Ernesto Dal Bó, Frederico Finan,
and Laura Schechter and empirically studies models of task assignment within organizati-
ons in a developing country context. Standard models of hierarchy assume that agents and
middle managers are better informed than principals about how to implement a particular
task. We estimate the value of the informational advantage held by supervisors (middle
managers) when ministerial leadership (the principal) introduced a new monitoring techno-
logy aimed at improving the performance of agricultural extension agents (AEAs) in rural
Paraguay. Our approach employs a novel experimental design that, before randomization
of treatment, elicited from supervisors which AEAs they believed should be prioritized for
treatment. We find that supervisors did have valuable information—they prioritized AEAs
who would be more responsive to the monitoring treatment. We develop a model of moni-
toring under different allocation rules and roll-out scales (i.e., the share of AEAs to receive
treatment). We semi-parametrically estimate marginal treatment effects (MTEs) to demon-
strate that the value of information and the benefits to decentralizing treatment decisions
depend crucially on the sophistication of the principal and on the scale of roll-out.
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burning out completely by forcing me to take breaks. And, you have taken care of me. All
the while, you coolly managed your own research and responsibilities. I stand in awe of you.
You are more brilliant than you realize. I don’t know how to fully express both my gratitude
for everything you do and my confusion for why you bother with me. I’m so excited about
our next adventure, and I will try not to seek out more windmills.

What I did to deserve all of you and your generosity is beyond me. But, you have my
thanks all the same.
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Chapter 1

Housing Market Channels of
Segregation

1.1 Introduction
Higher rates of residential segregation are associated with worse educational outcomes for
black children and persistent problems through adulthood, including lower employment and
earnings.1 Despite the wealth of findings on this correlation, researchers have been cautious
in their recommendations for policy. Cutler and Glaeser (1997), for example, conclude, “[i]t
may be that widespread social changes in attitudes toward minorities and housing choices
will be required before equality of outcomes can finally be achieved.”

Implicitly, this caution derives from the prevailing view that segregation is an indelible
feature of cities driven by the preferences of whites to avoid neighborhoods with a substantial
presence of minorities (Schelling, 1971, 1978). The role of white preferences in driving
segregation has been corroborated by “white flight” following school desegregation efforts
(e.g., Coleman, Kelly, & Moore, 1975; Reber, 2005) and by studies of rapid “tipping” of
neighborhood racial shares in response to minority inflows (Card, Mas, & Rothstein, 2008).
Recent research on the impacts of the Great Migration (Boustan, 2010; Shertzer & Walsh,
2016) suggest similar reactions throughout the twentieth century. Nonetheless, in their
landmark study of the rise of black-white residential segregation over the twentieth century,
Cutler, Glaeser, and Vigdor (1999) argued that segregation first arose as a coordinated
effort to constrain the housing supply to black residents.2 It was only reinforced in the
latter half of the century by the decentralized decisions of white residents who fled inner city
neighborhoods with growing minority shares.

Although detailed case studies have documented the existence of formal and informal
constraints on the housing market options available to black families (see e.g. Ondrich,

1See e.g., Cutler and Glaeser, 1997; Massey and Denton, 1993; the 1966 Coleman Report; Chetty and
Hendren, 2018a, 2018b; Chetty, Hendren, Kline, and Saez, 2014.

2Recently, Rothstein (2017) has underscored the role of government policies in promoting and enforcing
racial segregation.
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Stricker, & Yinger, 1998, 1999; Yinger, 1986), to the best of my knowledge, there has been no
systematic attempt to quantify the separate contributions of “demand-based” explanations
for segregation (i.e., explanations based on individualistic choices made by white and black
families) from “supply-based” explanations (i.e., explanations based on institutions as well
as extralegal threats of violence that restrict the choices available to black families). In
part, the exercise has been hampered by the absence of credible identifying information
that can make it possible to separate the effects of housing prices and neighborhood racial
composition on the housing demands of white and black families. A related requirement is a
modeling framework rich enough to specify the choices of black families in the absence of any
(non-price) constraints. Indeed, state of the art models of housing choices (see e.g. Bajari
& Kahn, 2005; Bayer, Ferreira, & McMillan, 2007; Bayer, McMillan, & Rueben, 2004) fit
to contemporary data typically assume that each family can freely choose among housing
units, given their incomes and preferences.

This paper attempts to provide a credibly identified, quantitative summary of the con-
tributions of supply and demand based explanations for the patterns of racial segregation
in large US cities in 1940, just before segregation became a permanent, entrenched fact
of the American urban landscape. Over the previous decade, many cities had experienced
large influxes of white and black rural migrants—many of whom followed the path of earlier
migrants from specific origin counties (e.g., counties near the Mississippi River Delta) to
specific destinations (e.g., the South Side of Chicago).3 I use the predictable component of
these migrant inflows as a source of identifying variation that allows me to estimate simple
structural models of the neighborhood preferences of white and black families, separating
families into broad occupation groups. I then use the resulting estimates and the structure of
the model to identify counterfactual neighborhood demands of black residents in the absence
of non-price constraints. This allows me to quantify the components of observed segrega-
tion attributable to the differential preferences of whites and blacks (demand side) and the
non-price constraints faced by black residents (supply side).

I begin my analysis by setting up a multinomial logit model of neighborhood choice where
families have preferences over the local price and black share of the neighborhood. This
model is the basis of my empirical analysis. I show that under some additional assumptions,
exogenous migrant demand shocks affect prices and the neighborhood black share. Crucially,
the model also predicts that these effects materialize differently for more and less black
neighborhoods, heterogeneity that ultimately provides part of my identifying variation.

The model provides a theoretical basis for using migrant demand shocks to perturb exis-
ting sorting equilibria and recover the preference parameters. Because migrants’ endogenous
neighborhood choices may reflect unobserved neighborhood changes, I develop shift-share
instruments for inmigration from rural counties built on the fact that migrants are attrac-
ted enclaves of past migrants (Altonji & Card, 1991; Card, 2001). To overcome the lack

3Lieberson (1980), Wilson (1987) argue that rural black migrants received focused animosity from whites
in the early part of the 20th century. Anti-immigrant settlement subsided following following the legislated
curtailments of migration from Europe and Asia, but competition from black migrants from rural counties
drew the ire of urban white residents.
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of origin county information in the data, I connect migrants living in census tracts in 1930
to origin counties on the basis of their last name. I show that surname distributions are
highly clustered and provide a strong signal of one’s county of birth within a state. The
surname-predicted based on pre-1930 migrant settlement patterns are highly predictive of
actual county-to-census tract flows in the 1935–40 period.

Instruments for rural migration in hand, I take the model to the data. I control for
unobserved neighborhood heterogeneity by estimating a series of first-differenced regressions
by census tract.4 I show that the instruments’ reduced form effects on white and black
populations replicate predictions that one would expect from the model. These population
effects similarly trace out corresponding changes in prices and neighborhood black share,
which become the first stage estimates for the model.

I then estimate the choice parameters separately by broad occupation group using the
linear instrumental variable approach developed by Berry (1994). These two-stage least
squares (2SLS) estimates provide estimates of white and black willingness-to-pay for more
or less black neighborhoods. Consistent with past findings of white aversion to more black
neighborhoods, a typical white household would have to be compensated by a 1% lower
house price for a 1 p.p. increase in the black share of the neighborhood to hold utility
constant. At the same time, blacks seem to have no or weak preferences toward more black
neighborhoods.

Nonetheless, for black families, these estimates reflect choices made among the restricted
set of tracts where they were allowed to live. To quantify the effect of any non-price rationing
on the allocation of black families to different neighborhoods, I have to specify the demand
of black families in the absence of those restrictions, a task that is fundamentally unsuited to
using only within-variation from the first-differenced regressions. To make progress, I assume
a correlated random effects (CRE) structure that maintains the instruments’ identification
of the preferences over price and neighborhood black share. The CRE model imposes the
assumption that the static component of neighborhood choice is a linear function of obser-
vable characteristics and an orthogonal unobserved component. Importantly, I allow this
unobserved component to be correlated between races. This model allows me to predict
counterfactual demand using the observed prices and white choice probabilities in all-white
neighborhoods.

Finally, I compare the actual distribution of black and white demand by extending decom-
position methods of Kullback and Liebler’s (1951) relative entropy, a measure of statistical
divergence between two distributions.5 Specifically, I decompose segregation between blacks
and whites by first comparing black families’ actual neighborhood choices to the counterfac-
tual choices that would arise if neighborhood constraints had been removed—quantifying the

4Importantly, I include as one of my controls the sum of the population shares of rural migrants in each
census tract as of 1930. The addition of this control variable addresses a commonly-raised concern that
shift-share instruments may be inadvertently picking up differences in the shares of earlier migrants that are
correlated with unobserved determinants of subsequent migration.

5Mora and Ruiz-Castillo (2010, 2011) develop methods for decomposing KL divergences between nests
of groups (e.g. city vs. school district segregation) and along different dimensions (e.g income vs. race).
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contribution of supply-side explanations for segregation—and then comparing the counter-
factual black demand to actual white demand—quantifying the contribution of demand-side
explanations based on the responses to the prices and black resident shares observed in each
neighborhood. This decomposition suggest that roughly half of segregation is explained by
divergent preferences over the neighborhood’s black share, and the remainder is driven by
constrained supply.

In forthcoming work, I turn to aggregate evidence of housing market segmentation and
its consequences for black residents. Abstracting from heterogeneity within cities, I compare
the effects of an exogenous change in black population and white population on median
black and white prices, respectively. Two facts emerge that are consistent to the within
city analysis. First, an exogenous increase in black inmigration has a quantitatively large,
statistically significant effect on average housing prices paid by blacks. In contrast, inflows of
whites have no large or significant effect on housing prices for blacks. These results suggest
that housing supply constraints caused materially higher prices for black households, as
suggested by Cutler et al. (1999).

This paper contributes to several strands of literature. Most relevantly, this paper relates
to empirical papers following Epple and Sieg (1999) that relate household equilibrium loca-
tion choice to neighborhood quality and public good provision. In particular, Bayer et al.
(2007) (henceforth, BFM) estimate models of equilibrium sorting similar to the one I pre-
sent in this paper, identifying preferences over neighborhood characteristics using variation
driven by households sorting across school district boundaries.6 Using a similar approach,
Bayer et al. (2004) report black and white preferences for segregation, but are careful to note
that their estimates “[combine] the difference that results from decentralized preferences...
as well as any centralized discrimination that causes black households to appear as if they
prefer black versus white neighborhoods.” This limitation is shared by virtually all recent
papers that characterize equilibrium neighborhood choices. My paper attempts to separate
the contributions of preferences and non-price constraints that limited the choices of black
families to a subset of neighborhoods in the late 1930s.

Second, this paper relates directly to the expansive literature studying localized effects
of migrants on labor markets, particularly those which utilizes the “past settlement” instru-
ment.7 The bulk of these papers utilize variation in migrant flows from different countries
of origin, or in the case of internal U.S. migration, the subject of this paper, different states
of origin (Boustan, 2010; Shertzer & Walsh, 2016). This paper shows that internal migrants
are drawn to the locations of past migrants defined at the much finer county geography,
which is suggestive of the importance of social networks in driving migration in addition to
access to similar modes of transportation. A similar conclusion is reached in a recent study

6One interpretation of their procedure is that they correct for unobserved selection in a hedonic model of
house prices by (1) isolating the sample to school boundary areas and including boundary-specific fixed effects
and (2) using the mean utility from a multinomial logit demand system as a control function, using inte-
ractions between housing and household characteristics and characteristics of houses in other neighborhoods
as excluded instruments.

7For an inventory of such papers, see Jaeger, Ruist, and Stuhler (2018).
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by Stuart and Taylor (2017) who use data on town of birth to study white and black migra-
tion flows over the course of the 20th century. While most of the research in immigration
has focused on labor market effects, two studies in particular, Saiz (2003, 2010), utilize the
housing demand variation driven by large inflows of immigrants to trace out housing supply
curves.

Third, I relate to a smaller literature that studies housing supply and its determinants.8
This literature has primarily sought to better understand the connections between supply
and construction, government policy, and housing durability, but less is known about whether
the determinants of housing supply are connected to race.9

Finally, this paper connects to the tradition across the social and biological sciences that
investigates the signals hidden in one’s name. The focal points of interests have diverged
across disciplines: social scientists have taken particular interest in how names, often first
names, are connected to labor market success (see e.g. Bertrand & Mullainathan, 2004;
Clark, 2014; Olivetti & Paserman, 2015; Goldstein & Stecklov, 2016), while biologists and
physical anthropologists trace divergences in gene distributions from the hereditary nature of
surnames (see e.g. Zei, Guglielmino, Siri, Moroni, & Cavalli-Sforza, 1983; Piazza, Rendine,
Zei, Moroni, & Cavalli-Sforza, 1987; Zei et al., 1993). This paper utilizes the latter to
explore how highly localized nature of social networks transmits correspondingly into highly
localized housing demand pressure by neighborhood.10

This paper is organized as follows. Section 1.2 presents the conceptual framework. It
starts with a model of neighborhood choice where agents have preferences over the price
of housing and the racial composition of the neighborhood, argues that model parameters
can be identified using migration shocks, and shows how the predicted demands from a
correlated random effects model can be decomposed. Section 1.3 develops the instrument by
tracing the origins of migrants in the 1930 census using surname distributions and shows the
predictive power of these instruments. Section 1.4 defines concepts in the full count census
data that are crucial for the analysis. Section 1.5 presents preference parameter results and
the decomposition results. Finally, section 1.6 concludes.

1.2 Conceptual Framework
In the first part of this section, I lay out a simple model of neighborhood choice, which I
estimate directly in later sections. In this model, families have preferences that depend on

8DiPasquale’s (1999) appropriately titled review “Why Don’t We Know More About Housing Supply?”
bluntly begins, “[v]irtually every paper written on housing supply begins with some version of the same
sentence: while there is an extensive literature on the demand for housing, far less has been written about
housing supply.”

9A notable exception, Bayer, Casey, Ferreira, and McMillan (2017) use rich longitudinal data and find
housing price premia for minorities.

10Massey, Alarcón, Durand, and González (1987), Munshi (2003) explore the strong ties that migrants
retain with origin communities within states in Mexico.
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the price of housing in a given neighborhood, the neighborhood black share, and a race-
specific unobservable taste component that has both a fixed (time-invariant) component and
a transitory (period-specific) component. In the empirical implementation described below,
I define neighborhoods by census tracts and study the determinants of choice across tracts
within different cities using a model with metropolitan area by time dummies, fit separately
for families with a head in different occupation groups. For the purposes of describing the
main features of the model, however, I begin by focusing on choices of white and black
families from a single occupation group within a single city.

Decomposing the channels of segregation into preferences- and constraints-based expla-
nations requires generating a counterfactual distribution of demand in the absence of supply
constraints. To do so, I need to address three key issues:

1. identification of the key preference parameters parameters that govern choices of white
and black families over neighborhoods with different housing prices and different shares
of black residents,

2. specification of the unobserved component of black preferences for neighborhoods in
which there were (essentially) no black residents in 1940,

3. linking a model of neighborhood choice by white and black families to overall segrega-
tion.

I discuss general identification issues in subsection 1.2. Then in subsection 1.2, I discuss a
random effects specification of preferences that can be used to infer black preferences across
all neighborhoods in a given city. Finally, in subsection 1.2, I show how I can use my fully
specified model of preferences of black and white families to conduct a simple decomposition
of the Kullback-Leibler divergence measure of segregation. This decomposition separates
observed segregation into two components: one that summarizes the effect of constraints
facing black residents (i.e., the effect of non-price rationing constraints); and the other that
represents the effect of different preferences of white and black families.

A Model of Neighborhood Choice
The model presented in this section is related to the one presented by Bayer and Timmins
(2005), Brock and Durlauf (2002) but with a specific functional form for the social interacti-
ons. I study partial equilibrium adjustments in this model rather than solve for the entire
equilibrium, similar to the theoretical exercise in Cutler et al. (1999).

I begin by defining a city as a set of J neighborhoods J ∗, and householders i of race
r (i) ∈ {B,W} who have preferences over neighborhoods j ∈ J ∗ in time period t given by a
linear indirect utility function:

vijt = δr(i),jt + εijt

δrjt = βr lnPjt + γrsjt + Φ′
rXjt + αrj + ξrjt,
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Here, the δrjt term is a race-specific population mean utilities for neighborhood j, lnPjt is
the price, sjt is the black share, and Xjt is a vector of observable characteristics of the neig-
hborhood. The αrj and ξrjt terms represent time-invariant and time-varying unobservable
components of race-specific demands for neighborhood j, respectively. Finally, εijt is an i.i.d.
error drawn from an extreme-value type I distribution, representing a component of demand
that is specific to family i.

During the period of my data (1930–1940), there is extensive documentary evidence that
certain neighborhoods in most cities were off-limits to black residents via formal prohibitions
(e.g., steering and restrictive covenants) and also via informal threats of violence. I formalize
this fact by allowing the choice set available to black families to be strictly smaller than the
choice set available to whites. Specifically, let Jr ⊆ J ∗ represent the set of neighborhoods
“available” to a particular race and Jr = |Jr| be the size of the choice set. Households choose
from available neighborhoods in each period that maximize their utility

Dit = arg max
j∈Jr(i)

vijt. (1.1)

The independence of irrelevant alternatives (IIA) property is generic to logit models and
allows analysts to obtain preference parameters among the set of choices available to agents.
However, I am explicit about the choice set primarily because of its mapping into supply
constraints. This representation allows households to have well-defined utility over all neig-
hborhoods but can only make choices on those directly available to them, a distinction that
will become useful in the counterfactual decomposition exercises.11

Because I do not include any within group heterogeneity in utility, the extreme value
assumption on εijt gives the choice probabilities the convenient and well-known functional
form of a multinomial logit

πrjt = exp δrjt∑
k∈Jr exp δrkt

(1.2)

for j ∈ Jr and 0 otherwise. Taking logs of equation (1.2) yields

ln πrjt = −θrt + δrjt

= −θrt + βr lnPjt + γrsjt + Φ′
rXjt + αrj + ξrjt, (1.3)

where θrt = ln∑k∈Jr exp δrkt is the “inclusive value,” the population mean utility, of agents
given the available choice set and the prices and neighborhood black shares in each neig-
hborhood.

11An alternative, observationally equivalent formulation is that black households have “access” to all
neighborhoods but have very strong negative preferences for those neighborhoods αrj → −∞. As termed
by Cutler et al. (1999), the threat of “collective action racism” in these neighborhoods serves as a de facto
restriction on access. They make verbal note of the distinction between de facto and de jure constraints
but ultimately the two are observationally equivalent in their model as in mine. Relatedly, some de facto
constraints may not be so intense as to completely exclude black families from some neighborhoods. I am
ultimately unable to capture these constraints.
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Letting Nrt represent the total number of families in a given race group in a city in period
t, the total number of housing units demanded by families in that race group is Qrjt, where

Qrjt = Nrtπrjt (1.4)

Summing across black and white families the total demand for housing in neighborhood j
is:

Q∗jt = QBjt +QWjt.

Finally, in the analysis below, I posit a generic upward sloping inverse supply curve that
relates the price of housing in a neighborhood to the number of units supplied

lnPjt = Sjt
(
Q∗jt

)
.

Empirical Implementation
Berry (1994) shows one can replace ln πrjt with the log of observed choice probabilities ln π̂rjt
and estimate

ln π̂rjt = −θrt + βr lnPjt + γrsjt + Φ′
rXjt + urjt (1.5)

using a simple specification that is linear in the log of the shares. The composite error term
urjt = αrj+ξrjt + (ln π̂rjt − ln πrjt) in this equation reflects the fixed and transitory com-
ponents of race-specific neighborhood unobservables as well as sampling error in measuring
the observed choice probabilities. Equation (1.5) is the main estimating equation for the
paper.12

Careful consideration of the composite error urjt raises several important identification
issues. A naive OLS estimation of equation (1.5) will lead to biased estimates due in part to
omitted neighborhood amenities and disamenities αrj, which are likely correlated with the
local price. Inclusion of tract fixed effects in a panel setting with at least two observations
per neighborhood will eliminate this bias. Even with fixed effects, however, the presence
of the transitory taste shocks ξrjt will lead to a similar positive correlation between the
observed neighborhood shares and prices. Morever, since sjt = QBjt

QBjt+QWjt
, the fraction of

black residents in a neighborhood is mechanically correlated with the preference factors of
whites and blacks, leading to potential biases.

Assuming a generic set of instruments Zjt, one can write a linear first stage system

lnPjt = a1 + b′1Zjt + c′1Xjt + e1jt (1.6)
sjt = a2 + b′2Zjt + c′2Xjt + e2jt. (1.7)

12The existence of sjt in equation (1.5) means that the inversion of the mean utilities into log market
shares is not a closed form system of the system of simultaneous equations and thus is not a housing demand
equation, per se. However, as pointed out by Bayer et al. (2004), agents can take the neighborhood share as
exogenous since they have miniscule influence over the racial share of the neighborhood. Still, the analyst
still must treat sjt as endogenous in the presence of unobserved, aggregate shocks to the neighborhood.
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Instruments for prices have seen much attention in empirical industrial organization, but
these approaches are infeasible in my setting. The first commonly used instrument uses
functions of other product characteristics available in the same market (e.g. Berry, Levinsohn,
& Pakes, 1995). However, as Nevo (2001) points out, the inclusion of product (in my case,
neighborhood) fixed effects will absorb most of this variation.

He instead uses a second common approach which takes variation in the prices of products
in other markets as correlated, but exogenous. When estimating housing demand, BFM take
a similar approach utilizing variation in housing quality that comes from faraway housing
outside of school district boundary areas. There are two problems with applying this second
approach in my setting. First, neighborhoods do not have clear analogs in other cities.
Second, the goal of my exercise is to characterize housing demand and segregation in the
entire city. Without being able to limit the geographic focus of neighborhoods within a city,
equation (1.6) is subject to “endogenous effects” critiques of using leave-out-means from the
peer effects literature (Manski, 1993).

Instead, in this paper, I use instrumental variables based on the predicted inflows of
whites and blacks who have a particular interest in a given neighborhood driven by their
social connections to the pre-existing residents of the neighborhood.13 The availability of
two instruments—one reflecting predicted inflows of whites, the other reflecting inflows of
blacks—resolves the need to address the endogeneity of both neighborhood housing prices
and the neighborhood share of black residents.

Intuitively, migrant shocks are relevant instruments because they increase the demand
of the neighborhood, which should subsequently increase the price. Race-specific demand
shocks affect the racial composition of the neighborhood. However, these initial shocks are
met with feedback responses as the full system returns to equilibrium.

I show in a forthcoming appendix that migrants’ effects on neighborhoods are heteroge-
neous with respect to the pre-existing black share of the population. In particular, black
migrant demand shocks in relatively white neighborhoods lead to decreases in population
and subsequent decreases in prices if whites have preferences for segregation γW < 0. This
arises because the second-order feedback effect of white families leaving in response to a
black migrant demand shock trump the first-order increase in population.

By contrast, in relatively black neighborhoods, there are few white families that leave in
response to black demand shocks so prices increase. The model’s predicted effects of white
migrant shocks are symmetric. To capture this heterogeneity, I interact the instruments with
the 1930 black share.

Correlated Random Effects and Counterfactual Demand
Subsection 1.2 lays out the requirements to credibly identify βr and γr for both black and
white families. One can use fixed effects to absorb static unobserved quality differences

13In the context of the model, one can specify εijt with two components according to Cardell (1997). One
that reflects a draw specific to individuals of race r with the same origin o and a separate component that
is individual specific. The shared first component will draw new migrants to particular neighborhoods.
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across neighborhoods that reflect in prices and quantities and migration instruments to
provide variation independent of time-varying unobservables. If it is a reasonable assumption,
the independence of irrelevant alternatives (IIA) assumption of logit models—preference
parameters can be determined by how agents interact given the choices they have—means
that the existence of a constrained choice set for black residents JB ≤ J poses no direct
threat or adjustment to estimating model parameters.14

However, in order to quantify supply constraints, I need to be able to compare actual
black demand to demand in the absense of those restrictions. An approach that only uses
the within-variation of fixed effects models gives little guidance for what black utility might
be in neighborhoods where there were no black residents because of supply constraints. In
other words, estimating βr and γr does not require parametric assumptions about αrj, but
quantifying segregation does.

In this section, I impose a correlated random effects structure to parameterize αrj, which
maintains similar identifying assumptions for βr and γr. As I will detail further, the model I
specify importantly allows the neighborhood unobservables for black and white residents to
be correlated without requiring them to be the same. This structure allows me to use infor-
mation from observable characteristics and the residuals from the models fit to white shares
to extrapolate αBj and ultimately predict the black choice shares π̂CFB in neighborhoods with
no black residents.

αrj as a Correlated Random Effect

To draw the closest parallel to the fixed effects model I present in section 1.5, I impose a
linear structure on αrj:

αrj = A′rZ̄j +C ′rX̄j + ψrj,

where Ar and Cr allow the race-specific static characteristics of the neighborhood αrj to
correlate time-varying factors in the model.

I make the standard random effects assumptions:

1. E
[
ψrj|Z̄j, X̄j

]
= 0, the static neighborhood unobservabled component of mean utility

is conditionally mean zero,

2. E [ξrjt|Zjt,Xjt, αrj] = 0, the time-varying unobservable is conditionally mean zero,

3. ξrjt is serially uncorrelated, and

4. E
[
ξ2
rjt

]
= ς2

r , the neighborhood unobservables are homoskedastic.

I further assume cross-equation correlation between the black and white unobservables ψBj
and ψWj:

14In this formulation, I continue to be agnostic between de jure (e.g. legal) and de facto (e.g. violenct)
constraints.



CHAPTER 1. HOUSING MARKET CHANNELS OF SEGREGATION 11

(
ψBj
ψWj

)
∼ N

(
0
0 ,

σ2
B σBW

σ2
B

)
. (1.8)

Note that Assumption 2 is the same as an exclusion restriction for validity of a 2SLS regres-
sion with fixed effects.15 The additional assumptions 1, 3, and 4 are used to recover Ar, Cr
and the covariance structure specified in equation (1.8). Assuming no serial correlation in
ξrjt means that all serial correlation in the composite error urjt must derive from the presence
of a time-invariant unobservable αrj.

Allowing a correlation between ψBj and ψWj allows me to predict counterfactual unob-
servables for black residents utilizing residual variation in the choice probabilities of white
residents in those neighborhoods. Here, the homoskedasticity and normality assumptions
are not crucial but produce a simple regression formula for using the white random effect to
predict the black unobserved component, i.e.,

E [ψBj|ψWj] = σWB

σ2
B

ψWj. (1.9)

It is worth considering what αrj represents. Amenities valued equally among all hou-
seholds should be capitalized into price: in a spatial equilibrium model with homogeneous
valuations of neighborhoods, this term should be zero.16 Recalling that I perform my analysis
separately by broad occupation, ψrj are race-specific deviations from of how individuals of a
particular occupation group value neighborhoods. If all heterogeneity in neighborhood taste
is driven by occupation, then AB = AW , CB = CW , and σWB

σ2
B

= 1, reflecting characteristics
not included in the model such as average commute times. However, this formulation does
not impose this restriction.

Extrapolation

I predict the log mean utilities l̂n δrj for all neighborhoods j ∈ J ∗ by combining:

1. the instrument-identified parameters β̂B, γ̂B, and observed endogenous characteristics
lnPj,1940 , sj,1940;

2. ÂB, ĈB, and observed exogenous characteristics X̄j and Z̄j; and

3. the estimated random effect ψ̂Bj,

4. setting the time-varying unobserveable ξ̂Bjt = 0.
15Mundlak (1978) shows that correlated random effects models specified similar to the one I assume give

numerically equivalent coefficient estimates for time-varying covariates that are not absorbed by the fixed
effect. This numerical equivalence does not hold in my over-identified instrumental variable setting, the
results are ultimately similar.

16In fact, the household-specific error εijt should also be zero. See Kline (2010).



CHAPTER 1. HOUSING MARKET CHANNELS OF SEGREGATION 12

Finally, I renormalize by subtracting ln∑j

(
exp l̂n δrj

)
from each predicted log choice pro-

babilities, which becomes the estimate of θ̂rt. This renormalization maintains the linear in
log-odds property of the multinomial logit model and also has the probabilities sum to 1.

This approach is not without limitations, that I will discuss in subsection 1.2. However,
one of the primary advantages of specifying a random effects variant of the Berry multinomial
logit specification is that the choice model can be directly mapped into a model of segregation
with terms that can be directly interpreted as contributions from supply side and demand
side factors. I turn to this decomposition now.

A Decomposition Framework for Segregation
The estimates from the correlated random effects model allow one to ask quantify latent black
demand for neighborhoods at prevailing prices in neighborhoods with no black residents.
Intuitively, differences between actual and counterfactual distributions of black demand are
driven purely by the constraints. Correspondingly, differences between the latter and actual
white demand are driven by preferences.

In this section, I lay out a framework that quantifies this intuition by decomposing the
Kullback-Leibler divergence between two distributions. The divergence between black and
white families’ choices in a given city and time period can be written as

KL (πB||πW ) =
∑
j

πBj ln πBj
πWj

,

where as before, πrj is the probability mass function of the race r’s multinomial choices. Just
like the indices of dissimilarity and isolation, this measure quantifies how two distributions
are different; however, its functional form lends itself very naturally to the multinomial logit
model.

To incorporate the counterfactual black demand in decomposing actual segregation, I
multiply and divide the term within the logarithm by π̂CF so

KL (πB||πW ) =
∑
j

πBj ln πBj
π̂CFBj

π̂CFBj
πWj

=
∑
j

πBj
[
ln
(
πBj/π̂

CF
Bj

)
+ ln

(
π̂CFBj /πWj

)]
. (1.10)

One can see immediately that the two terms that emerge reflect exactly the intuition from
before: the first term reflects differences driven by an expansion of the choice set and the
second reflects differences in preferences for different neighborhoods. Adding and subtracting
log π̂CF is similar to the derivation of an Oaxaca decomposition where one adds and subtracts
counterfactual predicted in a linear model. Because of the linear-in-log-share specification,
a detailed decomposition of components attributable to different covariates immediately
follows.
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Replacing the actual probabilities with model predicted probabilities in this decomposi-
tion gives

KL (π̂B||π̂W ) =
∑
j

π̂Bj
[
ln
(
π̂Bj/π̂

CF
Bj

)
+ ln

(
π̂CFBj /π̂Wj

)]
.

Using the predicted probabilities means that one can use the parameter estimates from the
structural model in equation (1.5), which yields:

KL (π̂B||π̂W ) =
∑
j

π̂Bj
{(
θCFB − θB

)
+
[(
θW − θCFB

)
+ (αBj − αWj) (1.11)

+ (βBj − βBj) lnPj + (γBj − γWj) sj + (Φ′
B −Φ′

W )Xj]} .

The supply constraints contribution to segregation on the first line is summarized completely
by the difference in the inclusive values θCFB − θB from expansion of the choice set—by
construction, these two predicted distributions do not differ in their preference parameters.
The second line is a detailed decomposition of the contribution of preferences to segregation.
In particular, the (γBj − γWj) sj term, how segregation is driven by differences in preferences
for more or less black neighborhoods, has been the focal point of the past literature.

Limitations of the Model
There are several important limitations to my procedure in capturing supply and demand
contributions to segregation. First, I do not simulate a new sorting equilibrium for black
and white families. In my approach, the simple model-based counterfactuals constructed
from the random effects estimates hold constant lnP and s. It does not take into account
second-order equilibrium adjustments (e.g. neighborhood tipping) that are likely important.
But, capturing the first-order effects is the most straightforward way to clearly attribute
contributions from supply and demand. Moreover, a full simulation of the new sorting equi-
librium in absence of supply constraints will inevitably require knowledge of neighborhood
supply curves and even stronger assumptions and parameterizations. While important, I
leave these exercises for future research.

Second, my procedure relies on the structure of the model—particularly IIA—to accura-
tely predict the latent black demand for otherwise unavailable neighborhoods j ∈ J ∗\JB.
Here, the threat to the validity of this speculative extrapolation exercise is that the mo-
del is incorrectly specified in those neighborhoods. External validity is always a lurking
issue for models estimated via instrumental variables, but in this exercise, interpreting the
extrapolated black neighborhood unobservable αBj merits additional discussion.

When supply constraints come from de jure restrictions, then the counterfactuals are
clear: lifting supply constraints means legislating or effecting policy changes that abolish
these restrictions. The modeling environment I provide in this paper treats the abolition of
de facto restrictions coming from extralegal harassment and terrorism as similarly straight-
forward in a counterfactual world.
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But, if organized violence is simply an extreme form of racism, these counterfactuals
are essentially asking what would segregation look like if racism were “bounded above.”
A more complicated correlated random coefficients model could connect γW with the black
neighborhood unobservable αBj, but ultimately counterfactuals generated from such a model
will still rely on IIA. I leave such explorations for future work.

1.3 An Instrument for Inmigration
I now turn my attention to constructing an instrument for migration. The 1930’s was a nadir
for the first wave of the Great Black Migration, marking the tail end of nearly a quarter
century of migration ending at the onset of the second World War. Nevertheless, there was
substantial black and white migration during the 1930s. Table 1.1 reports the magnitude
of gross migrant flows to the 48 major metropolitan areas with census tracts that form my
main analysis sample.

The top panel shows that roughly half of black migrant flows were movements between
cities, while the other half represented flows from rural counties, defined as those without
any census incorporated places between 1910–1940. Most of these black rural migrants came
from counties in the southern census region. By comparison, the bottom panel shows white
migrant flows in greater absolute magnitude albeit with a smaller fraction represented by
rural-to-urban migration.

Nonetheless, much of the migration to major cities for both blacks and whites was intrare-
gional. Prior literature has focused on southern blacks leaving the south, but table 1.1 shows
that roughly 60% of the rural-to-urban migration of southern blacks was within the south
itself. White migration was also heavily within-region, the notable exception of the west-
ward migration of whites from drought affected “Dust Bowl” regions in Texas, Oklahoma,
and Kansas, notwithstanding.

In section 1.2, I motivated using migration shocks as a source of exogenous variation to
perturb the sorting equilibrium. Figure 1.1 illustrates some of this variation, plotting black
(purple from the left) and white (green from the right) rural county-to-census tract migrant
flows from Texas and Oklahoma to Los Angeles County between 1935–1940. Origin counties
are shaded in intensity based on the total rural-to-urban migrants to any destination.

The black flows to Los Angeles focus primarily on tracts in Watts and Compton with a
high share of black residents in 1930 (red). But, there is dispersion: migrant flows are not
perfectly correlated with the 1930 black share with some relatively high black share tracts
getting fewer migrants than expected and vice versa.

The flow diagram also suggests that particular origin counties may have ties with parti-
cular tracts. Migrants from rural counties outside of Austin seem to be disproportionately
directed toward tracts near Glendale and Pasadena. Meanwhile, migrants from rural counties
outside Oklahoma City, seem to be particularly drawn toward Carson City and south Comp-
ton. I will shortly provide regression evidence that shows that counties do have particular
ties to particular tracts.
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Correspondingly, Figure 1.1 plots large directed flows of white migrants from rural Ok-
lahoma. These migrant flows also show both dispersion and directedness. Notably, some
counties in central Texas have large numbers of migrants, but relatively few are choosing to
move to Los Angeles altogether.

The patterns illustrated in Table 1.1 and Figure 1.1 make a case for using granular county-
level variation. But, directly applying the 1935–1940 county-level migrant flows measured
from the retrospective component of the 1940 census is problematic because it is potentially
subject to the same endogeneity that threatens panel OLS estimates of the preference pa-
rameters. This motivates using the shift-share instrumental variables approach common in
the international migration literature—a neighborhood analog to the occupation partitions
in the within-city analysis of Card (2001). This instrument uses past migrant location deci-
sions to proxy for the predictable component of current migrants’ decisions reflecting access
to similar modes of transportation as well as social networks. However, origin counties of
migrants prior to 1930 are conspicously absent in the data.

This section outlines how I utilize surname distributions to build a shift-share instrument.
First, I describe the basic intuition of the instrument, which is similar in many respects to
those used in the international migration literature. In the second subsection, I outline how
I use surname distributions constructed from the 1910–1930 censuses to construct estimates
of past migrants’ choices. Finally, in the third subsection, I show that surname-constructed
choice probabilities from the 1930 census are highly correlated with migration choice pro-
babilities at the census tract level. I also show that these instruments provide independent
variation and are not simply proxying for growing cities.

Requirements of an Instrument Using Past Settlement
In section 1.2, I dropped notational dependence on cities to focus purely on neighborhoods.
In this section, I reintroduce necessary notational dependence on destination cities d to
discuss migration.

Let qj|rod be the probability that a migrant of race r from origin o chooses neighborhood
j conditional on being in city d, and let pd|ro be the probability that the migrant chooses
city d. Let inflowrdj represent the total inflow of migrants of race group r who move to
neighborhood j within city d and let outflowro be the outflow of migrants of race r from
origin o. Observed migrant flows can be written as:

inflowsrdj =
∑
o

qj|rod × pd|ro × outflowro. (1.12)

Two main sources of endogeneity can potentially arise from this accounting formula.
First, even comparing the same cities and neighborhoods over time, migrants might be more
likely to move to cities or neighborhoods that have housing supply shocks (e.g., a faster rate
of conversion of older single family homes into multi-family apartments). In the context of
equation (1.12), this would mean that qj|rod or pd|ro endogenously adapt to housing supply
shocks.
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One solution to this endogenous adaptation is to replace the q and p in equation (1.12)
with probabilities based on the obseved settlement patterns of earlier migrants from thes
ame origin and race group, qpastj|rod and ppastd|ro , respectively. Specifically, to predict migrant
flows from 1935–1940, I use the settlement patterns for migrants from each origin county
who were observed living in larger cities in 1930—so “past” refers to migrants who had
settled by 1930 in a particular urban area. As discussed in the next section, the 1930 census
does not contain county of birth or residence at an earlier date, so I have to construct q1930

j|rod
and p1930

d|ro based on clustered patterns of surnames.
A second concern is that potential migrants from a given origin may be tightly connected

to a specific destination city. The simplest example are migrant flows to cities from ru-
ral counties on the outskirts of a city boundary. In this case, outflowro may be partially
endogenous to shocks in city d. To address this concern, one could use the outflows from
origin o leaving out migrants who end up moving to city d, outflow−dro . This flow measure
is purged of endogeneity arising from demand-pull factors in city d. Combining these sub-
stitutions, I construct a predicted inflow of migrants of race group r from all origin counties
to neighborhood j in city d between 1935–1940:

Zrjd =
∑
o

qj|rodpd|rooutflow
−d
ro . (1.13)

where outflow−dro is based on the questions in the 1940 census that asks each person where
they lived 5 years ago.

Past Migrant Flows Using Surname Distributions
An Overview of the Approach

In this section, I describe a series of steps I use to construct estimates of q1930
j|rod and p1930

d|ro based
on counts of migrants who were observed in 1930 living in specific census tracts of larger
cities in 1930. The 1910–1930 censuses have information on state of birth and current place
of residence, as well as information on fullnames of all respondents. In brief, my procedure
uses the fact that surnames were highly clustered in the early twentieth century. Thus, if
one knew that a given black person was born in Texas and had a given surname, one could
make an informed guess about their likely county of birth.

Throughout this section, I also temporarily drop the race group r subscript and the 1930
superscript. All counts and probabilities should be understood as referring to a specific race
group observed in the 1930 census.

Let Lod represent the number of residents in city d who were born in origin county o
and let Modj represent the number of residents in city d and neighborhood j who were born
in origin county o. If birth county data were available, one could easily write the city and
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neighborhood choice probabilities as:

pd|o = Lod∑
d′ Lod′

(1.14)

qj|od = Modj∑
j′∈JdModj′

. (1.15)

The key challenge is that none of these objects exist in the data.

Measuring Past Flows

I will show that surname distributions fill this gap. Throughout this section, I focus attention
to pd|o because the procedure to construct qj|od is exactly analagous.

To summarize my procedure, I first assign a set of weights to each resident living in
cities in 1930. The weights proxy the probability that an individual comes from a particular
county. I generate weights by computing the fraction of non-migrant individuals living in
the residents’ state of birth who share the same last name and 10-year birth cohort, pooling
data from the 1910–1930 censuses. Summing the origin-specific probabilities in a city gives
an estimate of the origin-specific population.

Formally, let c index cells that identify unique combinations of an individual’s last name,
state of birth, and 10 year birth cohort, all information readily available in the 1930 census.
Let Nd (c) represent the total number of individuals in a cell c. Then a probabilistic measure
of the population from origin county o becomes

L̂od =
∑
c

Nd (c)× Pr
o|surname, cohort, birth state︸ ︷︷ ︸

c

 , (1.16)

which is a count of individuals weighted by the probability that they came from a particular
county o.17

The next subsection 1.3 gives some background on common surnames and why they
might provide information on county of birth. Next, subsection 1.3 describes how I use the
population of non-migrants in each state to construct Pr (o|c). Finally, I analyze whether
these variables succeed in providing granular information that can be used to construct
county-to-county flows.

Signal in Surnames

Researchers in biology and physical anthropology (e.g., Zei et al., 1983; Piazza et al., 1987;
Zei et al., 1993) have treated surnames as alleles traditionally transmitted via male lineage
to measure patterns of genetic drift—i.e., migration. Several facts about black and white

17One can derive the same estimate for pd|ro by using Bayes’s rule with an independence assumption
Pr (o, d|c) = Pr (o|c)Pr (d|c) and assuming that the geographic distribution of non-movers reflects the
birth locations of movers.
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surnames in the early 20th century are suggestive that these same patterns hold in the
mid-20th century United States. The observation that immigrants move to enclaves of past
migrants is not a feature unique to recent waves of immigration to the United States, and as
a result, native born whites descendents of European migrants from the late 19th and early
20th centuries should be clustered and not totally dispersed (Tabellini, 2018).

For blacks, last names were often imposed by slave masters in the antebellum era, ulti-
mately making it unlikely that surnames carry any signal that can connect former slaves and
their descendants to their ethnic origin countries in West Africa. Nonetheless, Cook, Logan,
and Parman (2014) find not only evidence of distinctive black first names in the beginning
of the 20th century but also find that African Americans are more likely to have the last
names of famous figures (e.g. George Washington). African Americans also took surnames
reflecting emancipation (e.g. Freeman) or their occupation (e.g. Smith). The empirical que-
stion remains of whether common black surnames are clustered and provide signal of county
of origin.

Constructing Surname Distributions

To construct the distributions Pr (o|c) used in equation (1.16), I pool data from the 1910–
1940 censuses separately by state. First, I limit the sample to non-migrants by only keeping
individuals who are living in their state of birth. Second, I only keep individuals born in the
prior 10 years in the 1920–1940 censuses. This way, the distributions for a particular birth
cohort only come from a single census.

Most individuals have a common last name, and so this analysis relies on common last
names providing a signal of birth location. I do not rely on using uncommon names to find
unique match on individual characteristics. I define names as being common if at least one
person in each decade between 1900–1940 has the last name. Individuals with uncommon
last names are pooled into a single category according to this definition.18 At this point, I
discard individuals born between 1930–1940.

Finally, I define cells analogously to equation (1.16) and construct the fraction of indivi-
duals in each state, surname, birth cohort cell living in each county. These fractions are my
estimate for Pr (o|c).

I provide two pieces of evidence that last names provide a strong signal of county of birth,
focusing on shares constructed using cells without incorporating birth cohort to analyze the
predictive power of last names by themselves. First, figure 1.2 plots the resident shares
of three common last names for whites and blacks in Texas: Adams, Carter, and Jones.
Whereas black Adamses are more represented in Navarro County, black Carters and Joneses

18One question that arises is why limit oneself to surnames and utilize first names, finer age categories,
and respondent’s gender to in principle generate a better version of L̂od. This only makes sense if, for
example, a first name contains signal of one’s origin of birth, having already conditioned on surname and
birth cohort. However, in practice, doing so generates small cells and thus either requires assigning more
individuals to the “uncommon” binned category or placing parametric structure on Pr (o|c).
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are overrepresented in Freestone and Walker Counties. The same corresponding surnames
are not clustered in exactly the same fashion among whites, but are clustered nonetheless.

Second, I aggregate these case studies to quantify the distinctiveness of the each last
name. I systematically compare the county shares ϕo of surname ` in each state to the
county shares leaving out the surname ϕ̃`. I form a Pearson χ2 test statistic for each last
name:

χ2
` = N`

∑
o

(ϕ`o − ϕ̃`o)2

ϕ`o

where N` is the number of individuals with last name `. This test statistic is distributed
according to a χ2 distribution with degrees of freedom equal to the number of counties in
the state minus 1, and the null hypothesis of this test is that individuals who have surname
` have the same geographic distribution of those who do not. In 1930, 99.4% and 99.6%
of black and white individuals have a surname with a p-value that the computer cannot
distinguish from zero.19

Flow Probabilities

I now substitute the constructed Pr (o|c) into equation (1.16) to generate L̂od. I use these
destination populations to construct flow probabilities according to equation (1.14), and
having already assigned individuals to census tracts in 1930, I do the same for equation (1.15).
Next, I provide visual and regression evidence that the surnames have strong predictive power
using the actual flows between 1935–1940 constructed from the retrospective question in the
census. Figure 1.3 plots the log of the 1935–1940 county-to-tract flow probabilities against
the corresponding measure from the 1930 census for both blacks and whites, restricting the
sample to the 25% of rural counties with the largest outflows. A clear positive slope emerges.

Table 1.2 quantifies these relationships in regressions of the 1935–1940 flow probability
on the surname constructed probability, weighting each observation by the total rural-urban
outflows from the origin county. The first column shows that the surname constructed shares
are highly predictive of actual migrant choice probabilities.

The auxiliary analysis in column (1) is sufficient to generate an instrument for migration,
but in columns (2)–(5), I estimate the same models with increasing number of fixed effects.
In column (2), I include destination tract fixed effects. Heterogeneity across the black share
of neighborhoods provides an important source of identifying variation in this paper, and the
inclusion of tract fixed effects suggests that black migrants are not driven by neighborhood
characteristics such as share of black households.

In columns (3)–(4), I include state of origin by destination metro area fixed effects. Using
only this within variation, the persistent predictiveness of the surname constructed shares
shows that migrants from the same county are not simply chosing the same cities as past
migrants, the focal point of the cross-city comparisons in previous work. Migrants choose
the same neighborhoods.

19I.e., 2.2× 10−308 for double floating precision on the machines where I perform the analysis.
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Finally, in column (5), I include state of origin by destination census tract fixed effects.
These highly saturated regressions have two implications. First, neighborhoods have strong
connections to origin places within region, which are not likely to be purely driven by similar
access to transportation networks. Second, the distributions of surnames allows me to exploit
migrant variation generated by outflows from rural counties to cities within the same region,
and indeed the same state. The surname-constructed flow probabilities’ strength is strong
evidence of familial and kinship relationships that underly the motivation behind the past-
settlement instrument.

1.4 Data and Definitions
This paper uses the full count 1910–1940 decennial censuses digitized by IPUMS and An-
cestry.com (Ruggles et al., 2018). In this section, I address definitional questions that arise
when implementing the strategy outlined in section 1.2.

Families and Neighborhoods
The first immediate issues is how one defines a neighborhood, which I define as census tracts
according to their definition in the 1940 census. Because census tracts were first developed in
1934, they are not readily available in the 1930 census data. Therefore, I assign households
in 1930 to 1940 census tracts using a procedure based on street addresses documented in the
appendix.

The second immediate issue that arises is how to define the decision making unit in the
model. I analyze the collective decisions of family units, defined as households with a male
head between the ages of 18–50 with a cohabiting wife and at least one child. Furthermore,
I exclude analysis of families living in group housing. Overall, families were less likely to
live in group housing (e.g., hotels, the YMCA, institutionalized settings, etc.), where data
on housing costs is generally not available.

Even by limiting the analysis to families, there may still be taste heterogeneity among the
agents. Papers in empirical industrial organization have found that in models of differentiated
products, allowing for taste heterogeneity can have a dramatic effect on the conclusions one
draws (see e.g. Berry et al., 1995; Petrin, 2002).20 To overcome these concerns yet retain
parsimony of the choice models, I group families based on broad occupation groupings for
the household head. Finally, when constructing the observed choice probabilities, I exclude
consideration of tracts where there are fewer than 10 families in the same race and occupation
grouping.

20Because they only observe a single market share for each product, these papers often have to apply
sophisticated method of methods estimators to include taste heterogeneity in their models and overcome
ecological fallacies. I do not face this same challenge because I am able to construct shares using the
microdata.



CHAPTER 1. HOUSING MARKET CHANNELS OF SEGREGATION 21

Table 1.3 reports details of the 1940 subset of households that I use to construct the
shares. The top panel shows that of the 9 million black and white households living in
one of the 48 major cities with census tracts in 1930, 3.5 million households are families
by my definition. Roughly 6% of families in cities are black families. Black household
heads are clustered in three broad occupation groups that constitute 86% of families—
laborers, service workers, and operators. Men in these relatively low-skilled occupations
include longshoremen, cooks, janitors, cooks, deliverymen, and valets.

By contrast, less than 40% of white household heads are employed in one of these occu-
pations, and a majority of them are operators, a group that also includes apprentices in blue
collar professions. A comparable 23% are blue collar craftsmen, and the remaining 40% of
white family men are white collar professionals.

Having generated coarse groupings of families, I summarize the characteristics of neig-
hborhoods of the median and white black resident in table 1.4. The top panel reports
characteristics of housing, particularly the cost and ownership status of units. A typical
white resident lives in a tract with a median price of roughly $3,500 (roughly $63,000 in
2018 dollars), while the neighborhood of the median black resident is $800 less. This masks
tremendous differences in the home ownership rate between neighborhoods. The typical
white person lives in a neighborhood with double the homeownership rate of the typical
black person. Using a composite price index that combines contract rent and self-reported
house prices into a single measure (described in detail in the next subsection 1.4), the less
than 30% price gap balloons to more than 40%. Focusing on employed white people in black
occupations, that gap narrows (~25%), but is still sizeable.

The bottom panel reports characteristics of the people living in these neighborhoods. A
stark contrast emerges in terms of the black share of neighborhoods of the median white
and black family: roughly 50% of white people living in major cities live in neighborhoods
with essentially no black people, but the median black person lives in a predominantly
black neighborhood, a fact that does not change when again limiting to whites in low-skill
occupations. These differences overshadow smaller differences in neighborhood employment
shares.

Defining the Price of the Neighborhood
The 1930 census was the first where measures on housing costs were solicited.21 Because
census tracts have differing shares of renter and owner households, simply using the median
rent or the median house price within a neighborhood likely does not consistently capture
the cost of the neighborhood. In an extreme case, there are some neighborhoods with no

21Non-farm households, “[families] or any other group[s] of persons, whether or not related by blood or
marriage, living together with common housekeeping arrangements in the same living quarters” (Ruggles
et al.) were surveyed on their monthly contract rent or the estimated value of their home for renter-occupied
housing and owner-occupied housing, respectively. For owner occupied housing, the value of the home is self-
reported and represents an estimate unless the house was recently purchased. For renter occupied housing
that was provided as in-kind compensation of labor, enumerators estimated the rent paid for similar housing.
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owner-occupied or renter-occupied units. To avoid issues of composition, I create a create a
single cost index that utilizes information on both the neighborhood rents and house prices
by converting rents into home price equivalent units.

More formally, I stipulate that each house is defined by a latent cost, which translates
proportionally into either a house price or a contract rent. This in turn implies a pro-
portional relationship between a house’s inherent price and contract rent, HomeV alueit =
ρMonthlyRentit.22

To estimate ρ, I compare units at the same address that convert from rental to ownership
status and vice versa between 1930 and 1940. Operationally, I construct a longitudinal
dataset of housing units where the 1930 address could be matched on housing number and
street name to a 1940 address documented in a forthcoming appendix. I then construct a
single dependent variable that stacks owner-occupied home values and renter-occupied rents
into Yit = (1−Ownerit)× logMonthly_Rentit +Ownerit × logHomeV alueit and estimate
a regression model:

Yit = ca(i) + dj(i),t + (log ρ)Ownerit + εit (1.17)
where ca(i) are address fixed effects and dj(i),t are census tract by year fixed effects, which
absorb both changes in the overall price level and tract-level variation in housing cost growth.
Thus, ̂log ρ captures the average change in housing costs from addresses that experience
conversions of housing from owner-occupied to renter-occupied. Estimates in the appendix
suggest that log ρ = 4.8, which means annual contract rent payments are roughly one tenth
of the self-reported value of the home.

1.5 Empirical Implementation and Results

Econometric Issues
Utilizing migrant flows as an exogenous source of variation to identify the model parameters
carries with it several econometric issues. First, the static model in section 1.2 suggests a
panel IV regression identified using time-varying instruments. However, the instruments laid
out in section 1.3 are static. These shift-share instruments in the international migration
literature shift changes rather than levels of the endogenous variable.

To obtain parameter estimates of β and γ, I utilize the equivalence of fixed effects and
first-differenced regressions with two time periods and adapt a first differenced version of
equation (1.5)

∆ ln π̂rj = −∆θr + βr∆ lnPj + γr∆sj + Φ̃′
rXj + ∆urj (1.18)

and instrument for the changes in the endogenous variables ∆ lnPj and ∆sj. Thus, identi-
fication arguments for these parameters ask whether changes in the residual neighborhood

22In a frictionless world, a no-arbitrage condition suggests that rental profits from risk-neutral landlords
in perfect competition should be equivalent to interest income. Simply using the prevailing bank lending
rates during the 1930s to scale home values (roughly 4–7% according to Basile, Landon-Lane, and Rockoff,
2010) is problematic because I do not observe costs facing landlords and thus would tend to overstate ρ.
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choice probability ∆urj are correlated with the set of instruments Zj, conditional on controls
Xj.23

An immediate question relates to what constitute valid controls Xj. Allowing neighbor-
hood choices to agnostically evolve according to controls is not well-motivated by the model,
but in many empirical settings as well as in mine, controls improve the empirical performance
of the estimators. In particular, the procedure of matching addresses to census tracts in 1930
is subject to measurement error. I will outline the controls I use and argue their necessity
in my empirical specification.

Controlling for the Sum of Shares

The first set of controls I include relate generally to shift-share instruments. In a forthcoming
appendix, I show that in a linear representation of rural outflows, shift-share migration
instruments in the spirit of Altonji and Card (1991), Card (2001) have two components: the
share-weighted sum of origin push factors and the share-weighted sum of a constant, or the
sum of shares. Rhetorical justification for shift-share instruments often focuses on the former.
Endogeneity concerns focus on the latter. Critics worry that the shares are potentially related
to unobserved omitted variables that determine the outcome of interest.24,25 I include the
sum of shares as a control variable to partially alleviate this concern.

Controlling for 1930 Characteristics

The second set of controls relates to limitations of using migrant demand shocks as instru-
ments for a neighborhood choice model. In the instrument set, I include both black and
white shift-share demand shocks as well as the demand shocks interacted with the 1930
black share as instruments. These interactions are necessary: as I will show, the model’s
predicted heterogeneous effects on the neighborhood black share materializes empirically.
As such, I include a main effect for the 1930 tract black share as a control variable. I also
include the 1930 tract population and the 1930 median log housing cost as controls, which
improve the power to detect the migrants’ effects on prices in the first stage regressions.

From the perspective of the model specified in changes in equation (1.18), one can in-
clude any pre-determined lagged characteristic, including both the sum of shares and the
lags of the endogenous variable, under the assumption of sequential exogeneity. That is, the
unobserved determinants of 1940 choice probabilities are unrelated to the 1930 characteris-

23Converting the first differenced model to a fixed effects model is tantamount to utilizing as time-varying
instruments and controls Zj and Xj interacted with a dummy variables for the observation being in 1940.

24In my setting, these concerns are not without merit. In the aforementioned appendix, I show that
both the black and white sums of shares are unconditionally strong predictors of population growth of both
black and white residents across cities, suggesting that the sum of shares can easily proxy for growing cities
generally.

25Identification issues related to the shares is a matter of continued debate for Bartik style instruments.
See e.g. Goldsmith-Pinkham, Sorkin, and Swift (2018).
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tics, conditional on the tract fixed effect.26 More directly, identification of β and γ relies on
the unobserved changes in neighborhood choice being uncorrelated with the instrument set
conditional on 1930 characteristics.

In fact, Wooldridge (2010) suggests that these characteristics can even be included as
instruments in the context of the static model. However, the impetus for including lagged
endogenous variables as controls is that 1930 prices and black share are measured with
error, driven in part to the procedure I implemented to reconstruct the 1940 census tracts in
1930. In turn, measurement error in the change in the endogenous variable is mechanically
negatively correlated with measurement error in the control.

Identification Amid Measurement Error

Both the main effects of the demand shocks and the interactions with the 1930 black share
are likely to have a mechanical unconditional correlation with the endogenous variables. The
latter is clear because of the lag of the endogenous variable is in the term. But, even the
former is subject to this problem. The origin shares used in equation (1.13) are constructed
with the same census tract construction procedure and may in turn produce similar correlated
measurement error. In sum, estimation of the model parameters relies in part on the controls’
ability to absorb correlated measurement error between the endogenous variable and the
instruments.

Reduced Form and First Stage Effects of Migration
Population Effects

In this section, I present reduced-form, qualitative effects of black and white migration on
neighborhoods. To do so, I estimate basic ordinary least squares (OLS) regressions of the
form

∆Yj = am(i) +
∑
r

b′rZj + c′rZj × sj +G′Xj + εj (1.19)

where αm(i) is a metropolitan area fixed effect andXj is a vector that includes the black and
white sum of shares, the tract 1930 population, and the 1930 median housing cost as controls.
The model suggests that a black migrant is likely to have different effects in relatively black
and relatively white neighborhoods. Thus, I report results both with and without interacting
the instruments with sj. As I will show, there is important heterogeneity along the gradient
of 1930 black share.

Table 1.5 presents the relationships between changes in black, white, and total population
and the instruments. The coefficients are not directly interpretable since they reflect not
only the effect of migrant inflows but also measurement error that arises from the last name
procedure, mismeasurement in county outflows, and the leave-out procedure mechanically
scaling down the magnitude of the instrument. Nonetheless, qualitatively, columns 1 and 2

26I show this formally in a forthcoming appendix.



CHAPTER 1. HOUSING MARKET CHANNELS OF SEGREGATION 25

show that black and white migrant shocks are associated with black and white populations
for the average tract and smaller declines in white and black populations.

However, these effects by themselves mask tremendous heterogeneity. Columns 4–6 report
models where the instruments have been interacted with the 1930 black share. The second
panel of the table reports linear combinations of the coefficients to produce implied effects in
relatively white and relatively black neighborhoods. Whereas column 2 reports estimates for
a typical tract, the estimates in column 4–5 suggest that white residents leave more rapidly
than black residents enter, in these neighborhoods. The bottom panel of the table reports
joint tests of significance among all the coefficients. The first row labeled “All Instruments”
tests the joint significance of all coefficients in the top panel of the table, while the second two
rows test the joint significance of ZB and ZW and their interactions, respectively. Consistent
with strong heterogeneity, the F -statistic from the Wald joint test of significance on the
black instrument increases from 0 to 27 between columns 2 and 5.

Relative to black demand shocks, white demand shocks appear to have less predictive
power in general reflecting white rural migration being less directed than black migration
during this period. Nonetheless, even in a relative sense, white demand shocks do not seem
to have a qualitatively important impact on tract black populations operating only to change
white populations.

First Stage Regressions

Table 1.6 mirrors Table 1.5 except that it reports coefficients of regressions for housing
cost and neighborhood black share. Similar important heterogeneity can be seen across the
gradient of black share of neighborhoods. Because of scale, regressors have been divided by
1,000 before estimation.

Consistent with the model, costs fall in response to black migrant shocks in relatively
white neighborhoods and increase in relatively black neighborhoods. Additionally, neighbor-
hood minority share evolves in exactly the way one would expect: black migrants increase
the black share in relatively white neighborhoods but have no effect in relatively black neig-
hborhoods, and vice versa for white migrants. Interestingly, though white migrants had a
consistently positive effect on the neighborhood total population, white migrants seem to
have a negative effect on housing costs. Though they do not produce nearly as much variation
as the black demand, white demand shocks are nonetheless always statistically significant at
conventional levels.

Estimates of Preference Parameters
Estimation Procedure

I estimate equation (1.5) in first differences via two-sample two-stage least squares (2SLS)
in order to keep the first stage estimates the same across all samples. Because there are
many neighborhoods with few or no black residents, the sample of tracts used for the second
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stage can be considerably smaller when estimating the black preference parameters versus
when estimating white preference parameters. These smaller samples can be particularly
meaningful when estimating the interaction terms in the first stages.

The two-step procedure, however, poses no particular threat to the second stage estima-
tion under the I.I.A assumption of the multinomial logit model. I report robust standard
errors derived for two sample 2SLS according to the procedure suggested by Pacini and
Windmeijer (2016), which also incorporates the potential covariance in first stage and redu-
ced form parameters induced by the partially or completely overlapping samples.

2SLS Estimates of Parameters Governing Prices and Racial Composition

Table 1.7 reports estimated preference parameters over housing costs for black households
in panel A and white households in panel B. Column (1) estimates the model on shares
pooling the location choices of households in all occupation, column (2) focuses on heads of
household who are in low-skill occupations typical of black workers, and column (3) estimates
parameters pooling blue- and white-collar workers.

The estimates of the model are consistent with households having downward sloping
demand. Interestingly, white household utility appears to be somewhat more sensitive than
black households to price.

Starker contrasts emerge in the preferences over neighborhood black share. My preferred
estimates for black residents are in column (2) where I construct location shares using hou-
seholds in the three broad occupation groups that represent most black households. These
estimates suggest that black households have no particular affinity for more or less black
neighborhoods. The pooled estimates that include families of higher-skilled black men in
column (1) are potentially confounded by taste heterogeneity for certain neighborhoods, but
if anything point to black households having an affinity for black neighbors.

Corresponding estimates for white households are consistent with a prior literature that
find that white households have a high willingness to pay to avoid growing minority shares.
Interpreting these results through the model, in the bottom panel, I report elasticities that
reflect how households would need to be compensated for a 1 p.p. increase in the neighbor-
hood black share to keep utility constant. For white households, these estimates sugges that
a 1 p.p. increase in the black share would need to be offset by an approximately 0.7–1%
decline in house prices to keep white households indifferent.

Estimates of the Correlated Random Effects
Table 1.7 speaks to the prior literature and by using migrant shocks, estimates preferences
that do not confound potential supply and demand factors. However, these analyses by
themselves are not able to quantify segregation. As outlined in section 1.2, I first present
parameter estimates from a correlated random effects model. I then use these counterfactual
distributions directly in a decomposition of the KL divergence, which I use as a measure of
segregation.



CHAPTER 1. HOUSING MARKET CHANNELS OF SEGREGATION 27

Estimation Procedure

Direct estimation of a CRE version of the model in equation (1.5) is infeasible in my setting.
The demand shocks are suitable instruments for the model in changes in equation (1.18),
but the a CRE model requires instruments for the 1930 levels of lnP and s.

However, under the identification assumptions laid out before, the 2SLS regressions in
first differences give consistent estimates of β and γ. Thus, a consistent estimator for urjt is

ûrjt = ln π̂rjt − β̂r lnPjt − γ̂rsjt. (1.20)

To obtain the parameters of the CRE model, I can then estimate a cross-sectional OLS
regression pooling the two periods

ûrjt = ϑrdt + Ω′
rXj + Υ ′

rZj + ψrj︸ ︷︷ ︸
αrj

+ ξrjt (1.21)

where Xj includes the sum of shares and the 1930 total population.
Identification of the variance components in equation (1.8) comes from the residuals

êrjt = ψrj + ξrjt.

This residual has two components. Using the three assumptions in equation (1.8) in section
1.2, one can write the full variance-covariance matrix of the errors:

V ar


eBj,1930
eBj,1940
eWj,1930
eWj,1940

 =


σ2
B + ς2

B

σ2
B σ2

B + ς2
B

σBW + ςBW σBW σ2
W + ς2

W

σBW σBW + ςBW σ2
W σ2

W + ς2
W


where Cov {ξBjt, ξWjt} = ςBW . The coefficients I need for the counterfactuals are σ2

B, σ2
W ,

and σBW to plug into equation (1.9). The population variance-covariance matrix directly
maps into sample covariances of the regression residual. That is

σ̂r = 1
N −K

∑
j

êrj1930 · êrj1940, (1.22)

σ̂BW = 1
2N −K

∑
j

(êBj1930 · êWj1940 + êBj1940 · êWj1930) . (1.23)

I compute the variance and covariance components using the sample of tracts where there
are both white and black residents for a given occupation group.27

27Utilizing the full sample of neighborhoods for white residents has no substantial effect on the variance
estimates. Results available upon request.
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Estimates of Random Effects and Variance Components

Table 1.8 summarizes the estimated correlated random effects parameters. The top panel
reports estimates of the random effects variance among different occupation groups of hou-
seholds. The first line in each row reports the raw variance estimate, and the second line in
each row reports the correlation of the composite residuals used to estimate the covariance.
For example, the first row in column (2) reports a random effect variance σ̂2

B = 0.331 and
a sample correlation Corr [ûBj1930, ûBj1940] of 0.735. The first two rows across the sample
suggest that neighborhood unobservables are highly correlated across periods, which implies
that static characteristics of the neighborhood explain a large portion of the variance in
unobservable neighborhood choice.

Interestingly, the white and black unobservables σBW are strongly positively correlated.
Ex ante, the opposite result is equally plausible. For instance, one can imagine that neig-
hborhoods that have better schools for whites would have worse schools for blacks, reflecting
educational resource inequality growing with the white unobservable. This does not seem
to be the case. In the sample of tracts where there are both black and white households,
the probability that a black family choose a neighborhood grows with the probability that a
white family chooses the neighborhood, conditional on the neighborhood’s black share and
price.

Extending this analysis to include observables, the bottom panel reports the model imp-
lied covariances between αBj and αWj. The first line in each row reports the raw covariance,
and the second line divides this covariance by the variance of αWj. This gives the interpre-
tation of a regression coefficient where the dependent variable is the component indicated
by the label in the row, and the the independent variable is αWj.

Focusing on the group of households in low-skilled occupations in column (2), one can see
that αBj has a strong positive correlation with αWj. The implied regression coefficient sug-
gests that a one unit increase in the log odds for white households driven by αWj corresponds
to a 0.8 increase in the log odds for black households.

The second row focuses only on the components that are driven by the observable cova-
riates. The implied regression coefficient suggests that almost 90% of the variation in the
implied 0.8 coefficient is driven by observable characteristics.

Altogether, this analysis could have very easily shown that among neighborhoods with
both white and black families, unobservables drive segregation by being negatively correlated.
This does not seem to be the case. The between-race correlation of the random effects seems
to suggest that the random effect can be most accurately thought of a shared amenity rather
than amenities and disamenities that are race-specific.

Overall Decomposition

Using the CRE model in conjunction with the underlying multinomial logit I generate model
predicted mean utilities ̂log δ and the implied inclusive value to make the choice probabilities
sum to 1 according to the procedure described at the end of section 1.2. I then replace the
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terms in equation (1.2) to decompose the KL divergence into components interpretable as
driven by supply and demand factors.

Table 1.9 reports the results of the decomposition using these predicted choice proba-
bilities. The top panel of the table presents the overall divergence, and the bottom panel
presents each component. In each row, the second line is the fraction of the total divergence
explained by the component.

The first line in the bottom panel compares the choice probabilities of black households to
those of counterfactual black households. The latter group, by definition has the same exact
preference parameters, which I interpret as driven by constrained supply. The second line is
the remainder and compares the counterfactual demand to white demand. Here, because the
counterfactual is extrapolated to include all neighborhoods, there are no supply constraints.

The results in this table consistently show that roughly one of observed segregation
within an occupation group is driven by supply. The accumulated results to this point are
consistent with a supply based explanation. If segregation were driven purely by preferences,
the willingness of white households to pay to avoid black families would be capitalized
into price—one should expect that white families are concentrated in expensive all white
neighborhoods. This is partly true. Recall from table 1.4 that white neighborhoods tend to
be more expensive than black neighborhoods.

However, the observed price gap is not large enough to fully deter black families from
moving into those neighborhoods. Lifting the constraints through the counterfactual exercise
shows that black families would move to those neighborhoods without those prohibitions.

1.6 Conclusion
The analysis of this paper suggests that roughly one half of observed segregation in 1940
can be explained by divergent preferences over neighborhoods. I estimate parameters of a
multinomial logit demand model identified using information from migrant demand shocks.
To avoid migrant demand shocks being correlated with neighborhood unobservables, I uti-
lize the predictable component of migration by connecting residents in 1930 to rural origin
counties using surname distributions.

Structural estimates suggest that white households willingness-to-pay to avoid a 1 p.p.
increase in black neighbors is roughly 1% of the house value. While preferences over the
black share of the neighborhood diverge between races, they seem to converge on everything
else: between races, the implied price elasticities of demand with respect to housing are
roughly the same, and unobservable neighborhood characteristics are highly correlated.

The measurement of these preference parameters in conjunction with neighborhoods with
essentially no black residents are highly suggestive of supply constraints driving a large
share of segregation. Constructing counterfactual demands from the parameter estimates
and incorporating them in the decomposition of the KL divergence suggests the share of
segregation explained by formal and informal constraints is comparable to the preference
based explanations.
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Was the persistent concentration of high poverty black neighborhoods in inner cities the
inevitable consequence of decentralized, individualistic decisions of households? Boustan’s
(2010) research suggests that suburbanization in the latter half of the 20th century was
driven in large part to white flight. While my partial equilibrium model does not account
for dynamics, it does suggest state dependence on the neighborhood black share, implying
that at least some of post-war white flight has origins in supply-driven segregation prior to
the second World-War.
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1.7 Figures
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Figure 1.3: Current and Surname-Constructed Flows Probabilities for Counties in the Top
Quartile of Outflows

(a) Black (b) White

[a] Each point is an origin county-destination tract pair.

[b] The vertical axis measures the log of the 1935–1940 flow probabilities from the
1940 census, and horizontal axis represents the log of the probabilities estimated
from the surname procedure in the 1930 census. See text for details.

[c] The size of each point is weighted by the total race-specific migrant outflows
from the origin county. The sample of points come from rural counties in the
top quartile of race-specific outflows for display purposes.
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1.8 Tables
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Table 1.1: Migrant Inflows to 48 Major Cities with Census Tracts by Census Region, 1935–
1940 (Thousands)

(a) Black

All South West Midwest Northeast
Total 250 105 18 55 72
From rural counties 116 69 4 22 22
in the South 110 68 3 19 20
in the West 1 0 1 0 0
in the Midwest 4 0 0 3 0
in the Northeast 2 0 0 0 2

(b) White

All South West Midwest Northeast
Total 3,960 767 929 952 1,311
From rural counties 1,087 344 308 297 138
in the South 440 315 49 49 28
in the West 180 5 165 6 4
in the Midwest 355 19 90 235 11
in the Northeast 112 6 4 6 96

a Rural counties are those without a census incorporated place. See text for
details.

b Flows are from a retrospective question in the 1940 census asking about respon-
dents’ location five years prior.

c All flows including the total only include individuals for whom an origin county
could be ascertained.



CHAPTER 1. HOUSING MARKET CHANNELS OF SEGREGATION 37
Ta

bl
e
1.
2:

R
eg
re
ss
io
ns

of
19
35
–1
94
0
Fl
ow

Pr
ob

ab
ili
tie

s
on

Su
rn
am

e-
C
on

st
ru
ct
ed

Pr
ob

ab
ili
tie

s

(a
)
B
la
ck

(1
)

(2
)

(3
)

(4
)

(5
)

Pa
st

Fl
ow

ra
te

1.
97
9

2.
00
1

2.
03
5

1.
95
2

1.
99
9

(0
.1
45
)

(0
.1
44
)

(0
.1
73
)

(0
.1
76
)

(0
.4
22
)

Tr
ac
t(
D
es
t)

FE
X

X
X

St
at
e(
O
rig

in
)
×

M
et
ro
(D

es
t)

FE
X

X
C
ou

nt
y(
O
rig

in
)
×

M
et
ro
(D

es
t)

FE
X

St
at
e(
O
rig

in
)
×

Tr
ac
t(
D
es
t)

FE
X

R
2

0.
09
96

0.
12
1

0.
12
6

0.
16
6

0.
27
1

O
bs

19
,1
85
,5
52

19
,1
85
,5
52

19
,1
85
,5
52

19
,1
85
,5
52

19
,1
66
,3
28

(b
)
W

hi
te

(1
)

(2
)

(3
)

(4
)

(5
)

Pa
st

Fl
ow

ra
te

1.
60
1

1.
58
1

1.
68
0

1.
62
5

6.
03
0

(0
.1
33
)

(0
.1
37
)

(0
.1
84
)

(0
.1
85
)

(0
.8
09
)

Tr
ac
t(
D
es
t)

FE
X

X
X

St
at
e(
O
rig

in
)
×

M
et
ro
(D

es
t)

FE
X

C
ou

nt
y(
O
rig

in
)
×

M
et
ro
(D

es
t)

FE
X

X
St
at
e(
O
rig

in
)
×

Tr
ac
t(
D
es
t)

FE
X

R
2

0.
18
7

0.
20
0

0.
21
1

0.
27
0

0.
44
4

O
bs

23
,1
26
,4
72

23
,1
26
,4
72

23
,1
26
,4
72

23
,1
26
,4
72

23
,1
16
,8
60

a
T
he

un
it
of

ob
se
rv
at
io
n
is

an
or
ig
in

co
un

ty
-d
es
tin

at
io
n
ce
ns
us

tr
ac
t
pa

ir.
b
R
eg
re
ss
io
ns

w
ei
gh

te
d
by

to
ta
lr

ur
al
-t
o-
ur
ba

n
or
ig
in

co
un

ty
m
ig
ra
nt

ou
tfl
ow

s.
c
R
ob

us
t
st
an

da
rd

er
ro
rs

cl
us
te
re
d
by

or
ig
in

co
un

ty
re
po

rt
ed

in
pa

re
nt
he

sis
.



CHAPTER 1. HOUSING MARKET CHANNELS OF SEGREGATION 38

Table 1.3: Occupation Distribution by Race, 1940

Black White
All Households 789,140 8,358,405
...with employed male head of household, age 18–55, 488,045 5,350,075
... with wife and at least one child 212,624 3,342,510
... in tracts with at least 10 with same occ. × race 207,701 3,340,763

Broad Occupation Shares
“Black” Occupations
Laborers 46.4 9.4
Services 21.6 6.7
Operators 18.4 22.6

Other Occupations
Craftsmen 7.8 23.0
Clerical 2.6 7.9
Professional 1.5 6.1
Sales 1.1 12.2
Managers 0.7 12.2

a The top panel reports counts of households living in one of 48 tracted metropolitan areas in
1940.

b The bottom panel reports the shares of families (a cohabiting husband, wife, and child) living
in tracts with at least 10 other families of the same broad occupation and race in both 1930
and 1940.
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Table 1.5: Reduced Form Effects of Migrants on Population

(1) (2) (3) (4) (5) (6)
Black White Total Black White Total

Coefficient Estimates
ZB 8.856 -0.813 7.958 21.06 -31.24 -10.46

(2.284) (2.152) (2.186) (5.934) (5.080) (5.395)
ZW -2.093 4.436 1.976 -1.866 3.461 1.218

(0.431) (1.804) (1.855) (0.452) (1.785) (1.845)
ZB×s -18.06 36.92 19.03

(6.453) (5.097) (5.796)
ZW×s 5.897 9.690 15.87

(3.092) (3.264) (4.032)
Implied Effects @ s = 0.2
ZB 17.45 -23.85 -6.655

(4.783) (4.164) (4.343)
ZW -0.687 5.399 4.391

(0.725) (2.035) (2.180)
Implied Effects @ s = 0.8
ZB 6.608 -1.698 4.762

(2.423) (2.096) (2.061)
ZW 2.851 11.21 13.91

(2.466) (3.482) (4.074)
Tracts 6132 6132 6132 6132 6132 6132
Wald F -statistics and p-values
All Instruments 21.39 3.372 6.678 24.73 15.33 7.683

〈0.000〉 〈0.034〉 〈0.001〉 〈0.000〉 〈0.000〉 〈0.000〉
Black Effects 15.03 0.143 13.25 6.895 27.05 9.693

〈0.000〉 〈0.705〉 〈0.000〉 〈0.001〉 〈0.000〉 〈0.000〉
White Effects 23.62 6.046 1.135 9.602 5.250 7.780

〈0.000〉 〈0.014〉 〈0.287〉 〈0.000〉 〈0.005〉 〈0.000〉
a Robust standard errors reported in parentheses, p-values reported in angular brackets.
b The dependent variables are tract decadal changes in black, white and total population, respectively.
c ZB and ZW are black and white demand shocks. See text for details.
d All equations include metropolitan area fixed effects and controls for the 1930 population, black share,
the black and white sum of shares, and median log housing cost.

e The Wald test for “All Instruments” tests the joint significance of all coefficients in the top panel.
“Black Effects” and “White Effects” test ZB and ZW and their interactions (if applicable), respectively.
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Table 1.6: First Stage Regressions

(1) (2) (3) (4)
Cost Share Cost Share

Coefficient Estimates
ZB/1, 000 0.188 0.102 -1.486 2.899

(0.275) (0.141) (0.437) (0.365)
ZW/1, 000 0.0789 -0.147 0.0518 -0.0679

(0.168) (0.0426) (0.170) (0.0370)
ZB/1, 000×s 2.557 -3.598

(0.473) (0.388)
ZW/1, 000×s -1.047 -0.276

(0.344) (0.186)
Implied Effects @ s = 0.2
ZB/1000 -0.974 2.179

(0.368) (0.294)
ZW/1000 -0.158 -0.123

(0.168) (0.0475)
Implied Effects @ s = 0.8
ZB/1000 0.560 0.0201

(0.275) (0.140)
ZW/1000 -0.786 -0.288

(0.288) (0.147)
Tracts 6132 6132 6132 6132
Wald F -statistics and p-values
All Instruments 0.329 6.427 19.76 35.51

〈0.719〉 〈0.002〉 〈0.000〉 〈0.000〉
Black Effects 0.470 0.525 15.51 44.60

〈0.493〉 〈0.469〉 〈0.000〉 〈0.000〉
White Effects 0.222 11.97 4.698 3.392

〈0.638〉 〈0.001〉 〈0.009〉 〈0.034〉
a See the table notes a, c, d, and e from table 1.5.
b The dependent variables are tract decadal changes in median log housing cost and
neighborhood black share, respectively. See section 1.4 for details on construction
of housing costs.

c ZB and ZW are divided by 1,000 before estimation for reporting.
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Table 1.7: Preference Parameters for Broad Occupation Groups

(a) Black

(1) (2) (3)
Pooled Low Skilled Occ Other Occ

Log Housing Costs -1.228 -1.906 -0.284
(0.575) (0.553) (0.452)

Black Share 0.887 -0.0113 0.350
(0.701) (0.704) (0.639)

Tracts 1196 1087 490
Elasticity 0.722 -0.00593 1.230

(0.879) (0.368) (4.092)

(b) White

(1) (2) (3)
Pooled Low Skilled Occ Other Occ

Log Housing Costs -3.542 -4.109 -2.743
(0.950) (1.026) (0.828)

Black Share -2.473 -3.982 -2.134
(1.011) (1.109) (0.928)

Tracts 6049 5750 6015
Elasticity -0.698 -0.969 -0.778

(0.165) (0.143) (0.187)
a Robust standard errors adjusted for two-step procedure according to
Pacini and Windmeijer (2016) reported in parentheses. First stage
coefficients are reported in table 3.5.

b Reported elasticities are the percentage change in housing costs nee-
ded to offset a 1 p.p. increase in the black share and keep an average
household indifferent to the neighborhood. Standard errors are com-
puted using the delta method.

c Low skilled occupations are laborers, service workers, and operators.
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Table 1.9: Decomposition of KL Divergence

(1) (2) (3)
Pooled Low-Skilled Occ. Other Occ.

Divergence 116.7 105.1 129.5
[1] [1] [1]

πBj ln
(
πBj/π̂

CF
Bj

)
55.60 49.94 76.02
[0.476] [0.475] [0.587]

πBj ln
(
π̂CFBj /πWj

)
61.14 55.16 53.53
[0.524] [0.525] [0.413]

a The top line reports the actual divergence from the black multinomial
distribution to the white distribution. The second and third line
reports the divergence between the actual black distribution and a
counter-factual distribution computed via the random effects model
and the divergence between the counter-factual distribution and the
white distribution.

b The first row in each line reports the component of the Kullback-
Leibler divergence. The second row in each line reports the share of
the actual divergence explained by that component.

c The sample of tracts over which the divergence is calculated are those
with some white residents. Probabilities are renormalized to sum to
1 according to a procedure outlined in the text.
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Chapter 2

Reevaluating Agricultural
Productivity Gaps with Longitudinal
Microdata

2.1 Introduction
The shift out of agriculture and into other more “modern” sectors (e.g., manufacturing) has
long been viewed as central to economic development. This structural transformation was a
focus of influential early scholarship (Rosenstein-Rodan 1943; Lewis 1955; Rostow 1960; Pack
1972; Kuznets 1973; Johnston and Kilby 1978; Schultz 1988) with the issue even stretching
back to Soviet debates over whether to “squeeze” farmer surplus to hasten industrialization
(Preobrazhensky 1921). A more recent macroeconomic empirical literature has documented
that the share of labor in the agricultural sector correlates strongly with levels of per capita
income, and yet agricultural workers are many times more productive in rich countries. This
creates a double disadvantage: agricultural work tends to be far less productive in poor
countries, yet their workforce is concentrated in this sector.1

Whether or not these gaps reflect labor market frictions that can be remedied by policy
depends on the extent to which these productivity gaps across sectors can reasonably be
viewed as causal impacts rather than mainly reflecting worker selection. By a causal impact
of sector, we mean that a given worker employed in the non-agricultural (or urban) sector
is more productive than the same worker employed in the agricultural (rural) sector. In
contrast, selection implies that observed differences in productivity are driven by the fact
that workers of varying ability and skill are concentrated in certain sectors and not by
inherent differences in the sectors themselves.

Gollin, Lagakos, and Waugh (2014, henceforth GLW) and Young (2013) explore this
identification issue by applying different methods to adjust for differences in observable

1See Appendix Figures A.1 and A.2, respectively, for an illustration of these differences using cross-
country data.
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characteristics, particularly education. In their main contribution, GLW show that accoun-
ting for differences in hours worked and average worker schooling attainment across sectors
reduces the average agricultural productivity gap by a third, from roughly 3 to 2. GLW re-
main agnostic regarding the causal interpretation of the large agricultural productivity gaps
that they estimate. Nonetheless, if individual schooling largely addresses selection biases
by capturing the most important dimensions of worker skill, GLW’s estimates would imply
that the causal impact of moving workers from agriculture to the non-agricultural sector in
low-income countries would be to roughly double productivity, a large effect.

Young (2013) similarly examines the related question of urban-rural differences in con-
sumption (as proxied by measures of household asset ownership, education, and child health),
rather than productivity, and similarly finds large cross-sectional gaps.2 Using Demographic
and Health Surveys that have retrospective information on individual birth district, Young
shows that rural-born individuals with more years of schooling than average in their sector
are more likely to move to urban areas, while urban-born individuals with less schooling
tend to move to rural areas. Diverging from GLW, Young argues that a simple model of
sorting on education and relatively high demand for skill in urban areas can fully explain
urban-rural consumption gaps.3

This paper examines whether measured productivity gaps are causal or mainly driven by
selection using long-term individual-level longitudinal (panel) data on worker productivity.
We focus on two country cases—Indonesia and Kenya—that have long-term panel micro data
sets with relatively large sample sizes, rich measures of earnings in both the formal and infor-
mal sectors, and high rates of respondent tracking over time.4 We examine whether workers
who changed sector correspondingly experienced the large increase in wages suggested by
existing estimates. We find that the raw mean differences in productivity can be reduced by
roughly 80% with the inclusion of individual fixed effects, which capture all time-invariant
dimensions of worker heterogeneity.

For both countries, we start by characterizing the nature of selective migration between
non-agricultural versus agricultural economic sectors, and between urban versus rural resi-
dence. Like Young (2013), we show that individuals born in rural areas who attain more

2While Young (2013) focuses on urban-rural gaps, he sometimes uses data on non-agricultural vs. agri-
cultural differences when urban-rural data is missing; GLW similarly use urban-rural data when they lack
data on agriculture.

3Porzio (2017) argues that a model of worker sorting can explain a large share (roughly 40%) of inter-
sectoral productivity gaps, considering agriculture as well as a range of non-agricultural sectors. Lagakos
and Waugh (2013) similarly model how worker sorting across sectors could generate sectoral productivity
differences in equilibrium.

4The datasets, the Indonesia Family Life Survey and Kenya Life Panel Survey (henceforth “IFLS” and
“KLPS”), are described in greater detail below. There are other panel data sets where similar approaches
could be employed, for instance, the Mexican Family Life Survey; we leave this for future work. It is worth
noting that Mexico is a member of the OECD and is considerably richer in per capita terms than Indonesia
or Kenya. In related work, Alvarez (2018) finds substantial narrowing of productivity gaps in Brazil with the
inclusion of individual fixed effects, albeit only using formal sector wage data, and Herrendorf and Schoellman
(2018) employ cross-sectional microdata to assess sectoral differences in human capital.
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schooling are significantly more likely to migrate to urban areas and are also more likely to
hold non-agricultural employment, while those born in urban areas with less schooling are
more likely to move to rural areas and into agriculture. We exploit the unusual richness of
our data, in particular, the existence of measures of cognitive ability (a Raven’s Progressive
Matrices score), to show that those of higher ability in both Indonesia and Kenya are far
more likely to move into urban and non-agricultural sectors, even conditional on educati-
onal attainment. This is a strong indication that conditioning on completed schooling is
insufficient to fully capture differences in average worker skill levels across sectors.

Next, we estimate sectoral productivity differences. Treating our data as a series of
repeated cross-sections we find substantial productivity gaps of 70 to 80 log points, echoing
previous work. Though these are somewhat smaller than GLW’s main estimates of roughly
130 log points (reproduced in Figure 2.1), recall that GLW’s estimates using household
survey data (like ours) also tend to be smaller. Conditioning on individual demographic
characteristics (age and gender) as well as hours worked and educational attainment narrows
the gap, but it remains large at 35 to 55 log points. Finally, including individual fixed effects
reduces the agricultural productivity gap in wages to 7.8 log points in Indonesia and to
6.1 log points in Kenya. Analogous estimates show that urban productivity gaps are also
reduced substantially, to zero in Indonesia and 16.5 log points in Kenya. The estimated gaps
in GLW are an order of magnitude larger than our estimates.

Mirroring our main results, Hendricks and Schoellman (2017) find that estimated returns
to international migration are greatly mediated by the inclusion of individual fixed effects in
panel fixed effects regressions (by roughly 60%). In line with our results, Alvarez (2018) finds
that wage gaps between agricultural and non-agricultural formal sector Brazilian workers are
primarily due to differences in worker characteristics, rather than differential pay for similar
workers across sectors. Similarly, McKenzie, Gibson and Stillman (2010) show that cross-
sectional estimates of the returns to international immigration (to New Zealand) exceed
those using individual panel data or those derived from a randomized lottery.

Bryan, Chowdhury and Mobarak (2014) estimate positive gains in consumption (of
roughly 30%) in the sending households of individuals randomly induced to migrate to cities
within Bangladesh. Using data from Tanzania and observing individuals at two points in
time, Beegle, de Weerdt and Dercon (2011) estimate consumption gains of 36% among those
who moved away from their origin area.5 We improve on the latter study by observing the
same individuals at many points in time, allowing us to include time fixed effects to absorb
covariate shocks, and by using richer individual-level information on productivity, sector of
employment, and cognitive ability. Bazzi, Gaduh, Rothenberg and Wong (2016) argue that
cross-sectional estimates of productivity differences across rural areas within Indonesia are
likely to overstate estimates derived from panel data using movers. While Bryan and Morten
(2017) suggest there are substantial gains to removing migration frictions in Indonesia, gains
are associated with moves across region rather than urban residence per se. Related studies

5Estimating urban-rural wage gaps is challenging in their setting since only 138 individuals are observed
in urban areas.
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on selective migration include Chiquiar and Hanson (2005), Yang (2006), Kleemans (2016),
and Rubalcava, Teruel, Thomas and Goldman (2008).

A limitation of the current study is its focus on two countries. This is due to the relative
scarcity of long-run individual panel data sets in low-income countries that contain the
rich measures necessary for our analysis. That said, the finding of similar patterns in two
countries with large populations (250 million in Indonesia, 45 million in Kenya) – together
with the similar results for formal sector wage gaps in Brazil (Alvarez 2018) – suggests some
generalizability across different world regions.

Another important issue relates to the local nature of our estimates, namely, the fact that
the fixed effects estimates are derived from movers, those with productivity observations in
both the non-agricultural and agricultural (or urban and rural) sectors. The inclusion of
individual fixed effects addresses a large class of omitted variable biases that would cause
one to incorrectly attribute the inherent productivity of certain individuals—their absolute
advantage—to the sector itself. However, because sector itself is a choice, it is possible that
productivity gains could be different among non-movers, an issue we discuss in Section 2.2
below. Within, a typical Roy (1951) model of self-selection would suggest that the movers are
also selected with respect to their individual-specific benefit—their comparative advantage—
and thus our estimates identified from the population of movers are larger than those for
the population on average. Nonetheless, we acknowledge that our estimates would be do-
wnwardly biased if individuals who are particularly well suited to urban, non-agricultural
work face large barriers (e.g. credit constraints, information barriers, etc.) that are not
compensated by the increase in expected wages. Similarly, it is possible that very long-run
and even inter-generational “exposure” to a sector could improve individual productivity
due to skill acquisition. Indeed, we find that children born in urban areas score higher on
cognitive tests than those born in rural areas, even after controlling for parental education
and cognitive performance. We return to issues of interpretation in the conclusion, including
ways to reconcile our estimates with existing findings.

The paper is organized as follows. Section 2.2 presents a conceptual framework for estima-
ting sectoral productivity gaps, and relates it to the core econometric issue of disentangling
causal impacts from worker selection. Section 2.3 describes the two datasets (IFLS and
KLPS); characterizes the distinctions between the non-agricultural and agricultural sectors,
and urban vs. rural areas; and presents evidence on individual selection between sectors.
Section 2.4 contains the main empirical results on productivity gaps, as well as the dispersion
of labor productivity across individuals by sector. Section 2.4 presents medium- and long-
term dynamic effects. The final section presents alternative interpretations of the results,
and concludes.

2.2 Theoretical Framework
We present a simple framework to disentangle explanations for the aggregate productivity
gap across sectors. We consider both observable and unobservable components of human
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capital, and whether intrinsic worker preferences for sector may bias direct measurement
of the productivity gap. A standard model suggests that worker selection is most likely
to bias sectoral productivity gaps upward when estimated among those moving into non-
agriculture (urban areas) but lead to a downward bias when estimated among those moving
into agriculture (rural areas).

The Agricultural Productivity Gap through the Lens of an
Aggregate Production Function
Following Hendricks and Schoellman (2017), we denote revenue in sector s as Qs =
Kα
s (AsHsLs)1−α. Dropping subscripts for convenience, a representative firm in sector s

solves:
max
K,HL

Kα (AHL)1−α −RK − ZHL

where R and Z represent returns per unit of physical capital K and a wage per efficiency
unit (comprised of the product of human capital per unit of labor, H, and quantity of labor,
L), respectively.

Solving the first order condition with respect to the quantity of the labor aggregate yields:

Z = (1− α)
(
K

Q

)α/1−α
A

Though this wage equation does not represent a closed form inverse labor demand function
per se, it captures how sector-specific wages can emerge depending on the inherent producti-
vity of the sector and how intensely it uses capital. We follow Hendriks and Schoellman
(2017) and treat the capital-output ratio as exogenously determined from the perspective of
the worker. Finally, we assume that labor is perfectly substitutable, but workers supply a
different amount of human capital.

An individual’s income in sector s is given by Yis = ZsHiLis. Denoting logs in lower case,
the average log-income gap across the non-agricultural (n) and agricultural (a) sectors is:

ȳn − ȳa = (zn − za)︸ ︷︷ ︸
residual income gap=β

+
(
l̄n − l̄a

)
︸ ︷︷ ︸

labor supply gap

+
(
h̄n − h̄a

)
︸ ︷︷ ︸

human capital gap

(2.1)

The agricultural productivity gap is comprised of a labor supply gap, a human capital gap,
and a productivity residual, β, the key parameter of interest. To the extent that there are
no systematic compensating differentials, non-zero β suggests that there are labor market
frictions that prevent workers switching sector driving marginal revenue products to be
equalized.

We assume that individual human capital is not sector-specific and takes a Mincerian
form, Hi = exp [X ′ib+ ηi] where X ′i is a vector of observed characteristics (e.g., years of
schooling) with corresponding returns b, and ηi represents unobserved skill. Substituting
into the wage equation, yields a simple regression formulation of log income in sector s:
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yi = za + βDi + li +X ′ib+ ηi (2.2)
where Di is an indicator for working in non-agriculture. The agricultural productivity gap
becomes:

ȳn − ȳa = β +
(
l̄n − l̄a

)
+
(
X̄n − X̄a

)′
b+ (η̄n − η̄a) (2.3)

It is evident that any differences in unobserved components of worker human capital will be
absorbed into the residual wage gap here, and an OLS estimate of β will be biased.

There are two immediate approaches for obtaining better estimates of β. First, one
can obtain a richer set of observable characteristics X i, reducing the scope for unobserved
(to the econometrician) ability to determine income. Second, one can utilize panel data
and estimate within person wage differences over time to purge the estimation of the time-
invariant components of unobserved individual characteristics. While our estimation explores
both avenues, our preferred estimates use the second approach, using fixed effects panel data
estimation.

In a dynamic setting, the Mincerian human capital equation changes slightly to become:
Hit = exp [X ′ib+ ηi + ωit]. Here, ηi is again unobserved individual skill, and ωit is a mean
zero, individual, time-varying shock. An individual’s time-invariant human capital (which
we estimate below as an individual fixed effect) is thus θi = X ′ib+ηi. Equation 2.2 becomes:

yit = za + βDit + lit + θi + ωit (2.4)
and the analogue of equation 2.3 is:

ȳnt − ȳat = β +
(
l̄nt − l̄at

)
+
(
θ̄n − θ̄a

)
+ (ω̄nt − ω̄at) (2.5)

Here, the time-varying components of human capital ωit are potential sources of omitted
variable bias. Equation 2.4 is the key estimation equation; we explore potential limitations
and pitfalls to this approach in what follows.

Econometric Issues Related to Worker Selection and
Heterogeneous Sectoral Effects
In the previous section, we assumed that sectors had a constant effect regardless of indi-
vidual. In the framework, the dominant issue facing interpreting cross-sectional regression
adjusted comparisons as causal was absolute advantage: omitted unobservable characteris-
tics of human capital that confer higher income and productivity to individuals regardless
of their sectoral choice. Utilizing fixed effects regressions and focusing on the experiences of
switchers addresses many of those concerns.

However, in the presence of effect heterogeneity stemming from individual comparative
advantages, using the sample of switchers to infer population average effects can yield biased
estimates. In this section, we relax the constant effects assumption in a Roy (1951) model
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of self-selection and explore issues related to inferring a population average effect of sector
from the subset of individuals who actually switch.

We first specify human capital to be sector-specific and modify our Mincerian human
capital equation to be Hist = exp [θis + ωist]. This human capital formulation generates
individual and sector-specific wages—and correspondingly, incentives—to choose sectors.
Modeling sectoral choice formally, we specify workers’ utility for sector s is given by vist (yist),
which is a function of the income that they would enjoy were they to work in that sector
yist. Workers choose to work in non-agriculture if their utility for working in the sector is
higher vint − viat ≥ 0.

To explore self-selection bias, we further assume that net utility can be written non-
parametrically as vint (yint) − viat (yiat) = (yint − yiat) + ξit, where ξit is an idiosyncratic
preference for working in non-agriculture meant to capture other benefits (e.g. taste for urban
non-agricultural work) and costs (e.g. pecuniary migration costs, non-pecuniary influences of
past migration patterns, etc.) that are not capitalized into productivity. We do not impose
further restrictions on ξit. For instance, if there are substantial switching costs or experience
effects, then ξit is serially correlated. If there are compensating differentials, then ξit is not
mean zero. ξit may also be arbitrarily correlated with worker characteristics.

Substituting in equation 2.4 for the individual specific productivity term, the probability
of an individual choosing a particular sector (abstracting away from labor supply differences
across sectors for parsimony) is given by:

Pr {vint − viat > 0} = Pr {β + (θin − θia) + (ωint − ωiat) + ξit > 0} (2.6)

The possible bias here is classic simultaneity: we observe workers in the sector that bene-
fits them the most. Unobserved wage innovations driven by Hist simultaneously affect the
worker’s choice and her wage.

In a richer formulation of human capital with comparative advantage, the modified aggre-
gate productivity gap in equation 2.5 (again abstracting away from labor supply differences)
is:

ȳnt − ȳat = β +E {Hint|vint > viat} −E {Hiat|viat − vint}
= β +E {Hint −Hiat|vint > viat}+ (E {Hiat|vint > viat} −E {Hiat|viat > vint})

(2.7)

The first bias term captures OLS’s bias due to heterogeneous effects. The second bias term
captures differences in agricultural productivity driven by absolute advantage, the focal point
of the previous section.

Consider workers who are born in rural areas. Even if migrants and non-migrants have
the same productivity in agricultural work, if workers with a comparative advantage (i.e.
wage benefits) are the ones who tend to migrate—i.e. Cov {vint − viat, yint − yiat} > 0—then
OLS will continue to be biased upward because we observe urban wages only for those who
benefit. This is analogous to generalizing an estimate of treatment effect on the treated to
an average treatment effect in the program evaluation literature.
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This argument raises several considerations. First, for OLS to instead generate a ne-
gative bias, a necessary condition is that Cov {vint − viat, yint − yiat} < 0, which is per-
mitted by virtue of our unrestrictive formulation of non-wage utility ξit. However, this
immediately implies that Cov {ξit, yint − yiat} ≤ −1. Note that this does not just im-
ply that those who have the most to gain from sectoral switches face the largest costs
(i.e. Cov {ξit, yint − yiat} ≤ 0). This suggests that costs associated with switching sector—
whether pecuniary or psychological—grow on average faster as benefits increase. This also
precludes consumption complementarities considered in the literature where for example col-
lege educated workers are both relatively more productive in cities and have greater tastes
for the amenities (i.e. Cov {ξit, yint − yiat} > 0). Our results show that migrants have more
human capital along all dimensions observable to us, but we nonetheless acknowledge the
possibility however remote that non-migrants may have untapped potential for productivity
in urban environments.

This is certainly not outside the realm of possibility, though it does beg the question
of how extreme policies need to be to achieve reallocation and how welfare improving such
policies can be. However, if non-wage preferences for work are positively correlated or even
mean independent of benefits, then OLS estimates will give upward biased estimates.

Similar arguments carry over to the fixed effects estimates except for the fact that they
are identified on the subset of workers for whom we observe a wage in both sectors. Owing to
the long-term nature of our datasets, we are able to observe many individuals over the course
of their entire work histories, but our estimates would preclude for example individuals who
migrated prior to entering the labor market. Continuing to acknowledge that under certain
cost structures the biases may be reversed, this suggests that fixed effects estimates would
be downwardly biased estimates for those early movers but continue to be upwardly biased
for the non-mover majority and thus the population as a whole.6 We ask whether this
latter population has trapped potential for large productivity gains that are encumbered by
frictions.

Finally, much of the previous discussion has focused on workers born in rural areas,
which is the case in our Kenya data where the entire population lived in rural areas at
baseline. However, the IFLS also features individuals born in urban areas and sorting in
both directions. By a parallel logic to above, it is conceptually possible to observe a non-
agricultural (or urban) premium every time an individual selects into non-agriculture (urban
areas) and an agricultural (rural) premium every time an individual selects into agriculture
(rural areas).7 The resulting estimates would then serve as lower bounds on the true average
productivity gain.

The IFLS provides an unusually rich testbed to understand the role of these biases, espe-
cially in terms of estimating the urban-rural gap. In the spirit of Young’s (2013) observation
that migrants flow in both directions, the data allow us to condition on individual birth

6Hendricks and Schoellman (2017) make the related point that their estimates of the returns to interna-
tional migration are likely to be upper bounds.

7Formally, individuals born in rural areas have a smaller ξit than those born in urban areas.
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location and measure the dynamic impacts on wages after migration. The bounding argu-
ment above predicts that the estimated urban-rural productivity gap would be larger when
estimated for movers from rural to urban areas than it is when estimated for movers from
urban to rural areas. We take this prediction to the data and find evidence for it below. This
model of selection implies that the true sectoral productivity gap in Indonesia is bounded
by these two estimates, generated by movers in each direction.

2.3 Data
This paper uses data from Indonesia (IFLS) and Kenya (KLPS). At 250 million, the Sout-
heast Asian country of Indonesia is the world’s fourth most populous, and Kenya is among
the most populous Sub-Saharan African countries with 45 million inhabitants. They are
fairly typical of other low income countries with respect to their labor shares in agriculture,
estimated agricultural productivity gaps using national accounts data, and the relationships
between these variables and national income levels.8

The high tracking rates of the datasets we employ allow us to construct multiyear panels of
individuals’ location decisions. Moreover, both datasets include information on both formal
and informal sector employment. The latter is difficult to capture in standard administrative
data sources yet often accounts for a large share of the labor force in low-income countries.

Indonesia
Data were collected in five rounds of the Indonesia Family Life Survey between 1993 and 2015
(Strauss, Witoelar and Sikoki, 2016). The survey is representative of 83% of the country’s
population who lived in 13 of the 27 provinces that existed in 1993. While the original sample
consisted of 22,347 individuals, efforts to track them even when they had moved outside of
the original study area, as well as the inclusion of members from split-off households during
subsequent rounds (1997-98, 2000, 2007-08, and 2014-2015), ultimately results in a sample
of 58,337 individuals. Attrition is often high in panel data; however, with an intensive focus
on respondent tracking, the IFLS is unusually well-suited to study migration. In particular,
re-contact rates between any two rounds are above 90%, and 87% of the original households
were contacted in all five rounds (Strauss et al. 2016).9

Detailed employment data were collected during each survey round. In addition to current
employment, the survey included questions on previous employment, allowing us to create
up to a 28-year annual individual employment panel from 1988 to 2015. Employment status
and sector of employment are available for each year, but in the fourth and fifth IFLS round,
earnings were collected only for the current job. The IFLS includes information on the
respondent’s principal as well as secondary employment. Respondents are asked to include

8See Appendix Figures A.1 and A.2 based on data from GLW. In both figures, the values for both Kenya
(KEN) and Indonesia (IDN) are close to the best fitting regression line.

9Thomas et al. (2012) contains a detailed discussion of tracking and attrition in the IFLS.
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any type of employment, including wage employment, self-employment, temporary work,
work on a family-owned farm or non-farm business, and unpaid family work. In addition
to wages and profits, individuals are asked to estimate the value of compensation in terms
of share of harvest, meals provided, transportation allowance, housing and medical benefits,
and credit; our main earnings measure is the sum of all wages, profits, and benefits. 10

Individuals are asked to describe the sector of employment for each job. The single lar-
gest sector is “agriculture, forestry, fishing, and hunting”: 31% of individuals report it as
their primary employment sector, and 50% have secondary jobs in this sector. Agricultural
employment is primarily rural: 43% versus 9% of rural and urban individuals, respectively,
report working primarily in agriculture (Table 2.1a). Other common sectors are wholesale,
retail, restaurants, and hotels (22% of main employment); social services (22%); manufactu-
ring (14%); and construction (5%). These non-agricultural sectors are all more common in
urban areas. Men are more likely than women to work in agriculture (35 vs. 23%) and less
likely to work in wholesale, retail, restaurants, and hotels, in and social services. Smaller
male-dominated sectors include construction (7% of male employment vs. 0.7% for females)
and transportation, storage, and communications (6% vs. 0.4%).

In the analysis, we employ an indicator variable for non-agricultural employment, which
equals 1 if a respondent’s main employment is not in agriculture and 0 if main employment
is in agriculture. The main analysis sample includes all individuals who are employed and
have positive earnings and positive hours worked to ensure that the main variable of interest,
the log wage, is defined. The sample includes 31,843 individuals and 275,600 individual-year
observations.11

In addition to studying earnings, we explore consumption to get a broader sense of overall
welfare and total income. IFLS consumption data were collected by directly asking house-
holds the value in Indonesian Rupiah of all food and non-food purchases and consumption in
the last month, similar to consumption data collection in the World Bank’s Living Standards
Measurement Surveys.12 In contrast to the retrospective earnings data in the IFLS, the con-
sumption data are all contemporaneous to the survey. Consumption data were collected
at the household level, which we divide by the number of household members to obtain a
per capita measure, and are presented in real terms, taking into account prices in rural and
urban areas. The consumption sample includes 82,272 individual-year observations from
34,820 individuals in IFLS rounds 1–5. In the consumption analysis, we expand the sample
to also include individuals without current earnings data; we also perform a robustness check
using the main productivity sample.

Data were collected on the respondent’s location at the time of the survey, and all rounds
of the IFLS also collected a full history of migration within Indonesia. All residential moves

10De Mel, McKenzie, and Woodruff (2009) argue that self-reported profits give a more accurate depiction
of firm profits in microenterprises than reconstructed measures.

11The panel is unbalanced due to attrition, death, and to limiting observations to respondents at least 16
years old.

12Note that for a small number of frequently-consumed items, information was collected for the last week,
and for a few low-frequency items, data was collected for the last year.
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across sub-districts (“kecamatan”) that lasted at least six months are included, i.e., seasonal
migration is excluded. Figure 2.2a presents a map of Indonesia with each dot representing
an IFLS respondent’s residential location. While many respondents live on Java, we observe
considerable geographic coverage throughout the country. The IFLS also asked respondents
for the main motivation of each move. Family-related reasons are most common at 50%,
especially for women (53%), who are more likely than men to state they migrated for mar-
riage. The second most common reason to migrate is for work (32%), with little difference by
gender, while migrating for education is less common. We combine data across IFLS rounds
to construct a 28-year panel, from 1988 to 2015 with annual information on the person’s
location, in line with the employment panel; refer to Kleemans (2016) and Kleemans and
Magruder (2017) for more information on the IFLS employment and migration panel.

We utilize a survey-based measure of urban residence: if the respondent reports living in
a “village”, we define the area to be rural, while they are considered urban if they answer
“town” or “city.” We present the correspondence between urban residence and employment in
the non-agricultural sector in Table 2.1a. In 69% of individual-year observations, people are
employed in the non-agricultural sector, and in 35% of the observations, they live in urban
areas. One can see that a substantial portion of rural employment is in both agriculture
and non-agricultural work, while urban employment is almost exclusively non-agricultural,
as expected.

Given the migration focus of the analysis, it is useful to report descriptive statistics both
for the main analysis sample, as well as separately for individuals in four mutually exclusive
categories (Table 2.2a): those who always reside in rural areas throughout the IFLS sample
period (“Always Rural”), those who were born in a rural area but move to an urban area
at some point (“Rural-to-Urban Migrants”), those who are “Always Urban,” and finally,
the “Urban-to-Rural Migrants” (born urban but move to a rural area at some point). As
discussed above, the fixed effects analysis is driven by individuals who move between sectors
during the sample period.

In the main IFLS analysis sample, 87% of adults had completed at least primary edu-
cation, and more than a third had completed secondary education, while tertiary education
remain quite limited, at 11%. Among those who are born in rural areas in columns 2 and 3
(of Table 2.2a), we see that migrants to urban areas are highly positively selected in terms
of both educational attainment, and in terms of cognitive ability, with Raven’s Progressive
Matrices exam scores roughly 0.2 standard deviation units higher among those who migrate
to urban areas, a meaningful effect.13 Migration rates do not differ substantially by gender.

These relationships are presented in a regression framework in Table 2.3a (columns 1
to 5), and the analogous relationships for moves into non-agricultural employment are also
evident (Table 2.4a). Importantly, the relationship between higher cognitive ability and li-
kelihood of migrating to urban areas holds even conditional on schooling attainment and
demographic characteristics (column 6 of both tables), at 99% confidence. This indicates

13Raven’s Matrices were administered to a subset of individuals in IFLS 3, 4 and 5, namely those 7 to 24
years old. The Raven’s Matrices test is designed to capture fluid intelligence.
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that sorting on difficult-to-observe characteristics is relevant in understanding sectoral pro-
ductivity differences.

It is worth noting that if we ignore migrants, individuals who are born and remain
in urban areas are far more skilled than those who stay in rural areas. “Always Urban”
individuals score over 0.3 standard deviation units higher on Raven’s matrices and have
almost triple the rate of secondary schooling and four times the rate of tertiary education
relative to “Always Rural” individuals. The urban-to-rural migrants in Indonesia are also
negatively selected relative to those who remain urban residents, consistent with Young’s
(2013) claim. These patterns emerge in Table 2.2a, where the urban-to-rural migrants score
lower on all skill dimensions relative to those who remain urban; Appendix Tables A.1 and
A.2 report analogous results among those individuals born in urban areas.

Kenya
The Kenya Life Panel Survey (KLPS) includes information on 8,999 individuals who at-
tended primary school in western Kenya in the late 1990s and early 2000s, following them
through adolescence and into adulthood. These individuals are a representative subset of
participants in two school-based randomized interventions: a scholarship program for upper
primary school girls that took place in 2001 and 2002 (Kremer, Miguel, and Thornton 2009)
and a deworming treatment program for primary school students during 1998–2002 (Miguel
and Kremer 2004). In particular, the KLPS sample contains information on individuals
enrolled in over 200 rural primary schools in Busia district at the time of these programs’
launch. According to the 1998 Kenya Demographic and Health Survey, 85% of children in
Western Province aged 6–15 were enrolled in school at that time, and Lee et al. (2015) show
that this area is quite representative of rural Kenya as a whole in terms of socioeconomic
characteristics. To date, three rounds of the KLPS have been collected (2003–05, 2007–09,
2011–14).

KLPS data collection was designed with attention to minimizing bias related to survey
attrition. Sample individuals who had left the original study area were tracked throughout
Kenya (as well as into neighboring Uganda and beyond, although we exclude international
migrants from the present analysis).14 Respondents were sought in two separate “phases” of
data collection: the “regular tracking phase” proceeded until over 60% of respondents had
been surveyed, at which point a representative subset of approximately 25% of the remaining
sample was chosen for the “intensive tracking phase” (and remaining unfound individuals no
longer sought). These “intensive” individuals receive roughly four times as much weight in
the analysis, to maintain representativeness with the original sample. The effective tracking
rate for each KLPS round is roughly 85%.15

Similar to the IFLS, the KLPS includes information on educational attainment, labor
market participation, and migration choices. Employment data was collected in wage em-

14The results presented below are robust to the inclusion of international migrants (not shown).
15Baird, Hamory and Miguel (2008) describe the motivation behind this methodology and calculate

effective tracking rates.
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ployment and self-employment modules, designed to capture both formal and informal em-
ployment. Most individuals were quite young (typically teenagers) during data collection
for KLPS Round 1, and few had wage employment or self-employment to report. Full em-
ployment histories, including more detailed questions, were collected during Rounds 2 and
3, and it is from these rounds that we draw the data on individual earnings, hours worked,
and wages used in the present analysis.

The Kenya agricultural productivity data deserves detailed discussion. Whenever total
household annual agricultural sales were at least moderate, exceeding 40,000 Kenyan Shillings
(approximately 400-500 US dollars), full agricultural production and profit information was
collected in the self-employment module and included in the present analysis. Agricultural
wage employment is also common, and these data are always included. Limited questions
on subsistence agricultural production were collected in KLPS rounds 1 and 2, but these
are insufficient to create an individual productivity measure; more detailed information on
agricultural productivity (in the previous 12 months) is contained in round 3, and this is
included in the present analysis. To create a measure of individual productivity comparable
with other sectors, we focus on agricultural activities (e.g., growing a particular crop) in
which the respondent provided all reported labor hours; we also restrict attention to activities
in which the respondent reports being the main decision-maker, since it seems likely that
they are most knowledgeable about such activities (although results are not sensitive to this
restriction). The profit in an agricultural activity is the sum of all crop-specific production
– valued either through actual sales or at the relevant crop price (collected in regular local
market price surveys) if consumed directly – minus all input costs and hired labor costs.
The individual wage divides this net profit by the labor hours the respondent supplied to
the activity. Given possible measurement concerns, we show below that estimates are robust
to alternative approaches to constructing individual agricultural productivity, including the
exclusion of subsistence agriculture data.

KLPS respondents reported industry for all wage and self-employment. Most individuals
are engaged in relatively low-skilled work. The most common industry for wage employment
is services, at 57% overall and 74% for females (with many women employed in domestic
services). In rural areas, the most common industries for wage employment are services
and agriculture (50 and 21%, respectively), while in urban areas they are services, and
manufacturing and construction (62 and 11%). The largest self-employment industries are
retail and services (41 and 25%).16

KLPS round 3 collected detailed consumption expenditure data for a subset of individu-
als. However, because it was only collected for this round, we are unable to utilize it in panel
estimation. Instead, in the panel analysis we utilize a proxy for consumption, the number

16For wage employment, respondents also report occupation, and these tell a similar story. The most
common occupations fall in the “unskilled trades” category (32%), followed by “skilled & semi-skilled trades”
(19%), “retail and commercial” (18%), “professionals” (16%), and “agriculture” (15%). Agricultural wage
employment is more common for men (20%) than women (6%), and as expected, agricultural employment
is far higher in rural than urban areas (29% vs. 5%). Common urban occupations are “unskilled trades”
(37%), “skilled & semi-skilled trades” (22%) and “retail and commercial” (20%).
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of meals eaten in the previous day, which is available in both KLPS rounds 2 and 3. Reas-
suringly, meals eaten is strongly correlated with our primary measures of labor productivity
as well as consumption expenditures per capita (in KLPS-3); see Appendix Table A.3. As
with Indonesia, in the meal consumption analysis, we are able to expand the sample to also
include individuals without current earnings data.

KLPS respondents provide a history of residential locations since their last interview, and
this data includes residential district, town, and village, allowing us to classify individuals
who lived in towns and cities as urban residents. The KLPS includes information on all
residential moves that lasted at least four months in duration, a slightly more permissive
definition than in the IFLS, and we are able to construct a monthly residential panel from
March 1998 to October 2014.17 Combined with the retrospective labor productivity data,
the main analysis sample is a monthly panel with 134,221 individual-month observations for
4,791 individuals.

Figure 2.2b presents a map of Kenya, with each dot representing a respondent residential
location during 1998–2014. Most residences in western Kenya are in Busia district (where
the sample respondents originally resided), with substantial migration to neighboring areas
as well as to cities. Appendix Table A.4 presents the list of main towns and cities, and
shows that 70% of urban residential moves are to Kenya’s five largest cities, namely, Nairobi,
Mombasa, Kisumu, Nakuru, and Eldoret. Men are slightly more likely than women to report
migrating for employment reasons (60% of moves compared to 55% for females) while women
are more likely to migrate for family reasons, including marriage (13% vs. 1% for men). A
smaller share of moves (approximately 6%) are for education.

Summary statistics on employment sector and urban residence for KLPS respondents are
presented in Tables 2.1b and 2.1c. Table 2.1b presents data for the main analysis sample;
as described above, this contains subsistence agricultural information where available (from
KLPS-3). The employment share in agriculture is much higher in rural areas (26.1%) than
urban (5.4%), as expected, but the share in rural areas is somewhat lower than expected,
likely because subsistence agricultural activities were not captured in earlier KLPS rounds.
For a more complete portrait, Table 2.1c focuses on data from the 12 months prior to the
KLPS-3 survey, which contains detailed information on subsistence agriculture, and here the
agricultural employment share in rural areas is much higher.

Recall that the Kenya sample is all rural at baseline (they were originally attending
rural schools). Similar patterns emerge regarding positive selection into urban migration,
with educational attainment and normalized Raven’s matrix scores both far higher among
those who migrate to cities (Table 2.2b). In particular, there is a raw gap of nearly 0.3
standard deviation units in Raven’s matrix scores between urban migrants and those who
remain rural. Overall migration rates in Kenya are similar for females and males. Tables
2.3b and 2.4b report these patterns in terms of regression estimates, for urban migration
and employment in non-agricultural work, respectively. As with Indonesia, controlling for

17Similar to the IFLS, the panel is unbalanced due to attrition, death, and inclusion of individuals 16 and
older.
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educational attainment and gender, the Raven’s score is strongly positively correlated with
urban migration (at 99% confidence).

2.4 Results

Main Agricultural and Urban Productivity Gap Estimates
GLW estimate raw and adjusted agricultural productivity gaps of 138 and 108 log points in
Indonesia, respectively (Figure 2.1, Panel A). The estimate of this raw gap from the IFLS is
somewhat smaller at 70 log points (Table 2.5a). The most straightforward explanation for
this discrepancy is an issue of measurement. GLW observe that, in an analysis of 10 countries,
the average agricultural productivity gap was 17 log points smaller when estimated in Living
Standards Measurement Study (LSMS) data that is similar to the IFLS, and which is more
likely to capture earnings in informal employment.18 That said, the raw gap we estimate in
the IFLS remains substantial.

Inclusion of control variables similar to those used by GLW to adjust macro data gaps
reduces the estimated agricultural productivity gap in the IFLS to 57 and 35 log points (in
Table 2.5a, columns 2 and 3). Estimating on the subsample for which we have scores from
Raven’s matrix tests, the gap is reduced slightly, although note the smaller sample size in
this case.

Limiting the analysis to those who have productivity measurements at some point in
both agricultural and non-agricultural employment, the productivity gap drops to 25 log
points (col. 5), suggesting that selection on unobservable characteristics may be meaningful.
Inclusion of fixed effects also reduces the gap (col. 6), and using our preferred labor pro-
ductivity measure, the log wage (namely, the log of total earnings divided by hours worked),
as the dependent variable nearly eliminates the gap: the coefficient estimate falls to 0.078
(standard error 0.021) in column 7, and further to 0.076 when considering the real log wage
(adjusting for higher urban prices, col. 8).

We follow a similar approach for Kenya, where the raw agricultural productivity gap falls
from 78 log points to 55 with the inclusion of controls (Table 2.5b, columns 1–4), and to 28
log points when including an individual fixed effect. Using the preferred hourly wage measure
reduces the gap to 6.1 log points (col. 7), it falls further when adjusted with an urban price
deflator (col. 8), and neither fixed effects wage estimate is significant at traditional levels of
confidence.

Comparing column 1 (the raw gap) to column 7 (the preferred fixed effects estimate) in
Table 2.5, the agricultural productivity gap is reduced by 88% in Indonesia and by 92% in
Kenya. The standard errors are somewhat larger for Kenya, so the upper end of the 95%
confidence interval includes a sizable gap of 37 log points, consistent with some non-trivial
productivity gains to non-agricultural employment. That said, even this value remains far

18This comes from log transformed values from the “Average” row of GLW, Table 4, i.e. ln 2.6− ln 2.2 =
0.167.
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lower than the 108 and 71 log point effects that GLW estimate for Indonesia and Kenya,
respectively, once they condition on observable labor characteristics (namely, hours worked
and educational attainment). As noted in the introduction, these results for Indonesia and
Kenya are presented graphically in Figure 2.1, Panels A and B and compared to GLW’s
estimated productivity gaps.19

Table 2.6 presents the closely related exercise of estimating the labor productivity gap
between residents of urban and rural areas. While the existing empirical literature has
sometimes conflated these two gaps, Table 2.1 shows that employment in rural areas is not
exclusively characterized by agriculture. To the extent that residential migration is costlier
than shifting jobs (but not homes), and the urban and non-agricultural wage premia are
related but distinct parameters, one might suspect that an urban wage premium might even
be more pronounced than the non-agricultural wage premium.

The microdata estimates from Indonesia and Kenya appear to be consistent with this
view, at least at first glance: the raw gap reported in column 1 of Tables 2.6a and 2.6b
are 54 and 86 log points for Indonesia and Kenya, respectively. Similar to the agricultural
productivity gap, the urban-rural productivity gap falls when additional explanatory varia-
bles are added in columns 2, 3 and 4, but remains substantial and statistically significant.
Focusing the analysis only on those who have earnings measures in both urban and rural
areas (column 5) leads to a further reduction. Finally, the urban-rural earnings gap falls
to 2.8 log points with the inclusion of individual fixed effects in Indonesia (column 6), and
0.2 log points for the preferred log wage measure (column 7). The analogous urban pro-
ductivity effect estimate for Kenya is slightly larger at 16.5 log points (column 7). Thus,
the productivity gap in Indonesia falls by 100% in Indonesia (to zero), and the reduction for
Kenya is 81% (from 86.2 to 16.5 log points, across columns 1 and 7) with the inclusion of
individual fixed effects. Once again, these results are summarized in Figure 2.1 (Panels C
and D).20 Urban productivity gaps in real wage terms (that account for higher urban prices)
are further reduced in both countries (column 8).

The selection model (in Section 2.2) predicts that estimated productivity gaps would
be higher among rural-to-urban migrants than for urban-to-rural migrants, given plausible
patterns of selection bias. Table 2.7 explores this hypothesis in Indonesia by separately
conditioning on birth location; Panel A contains those born rural and Panel B those born
in urban areas. The same pattern of declining urban productivity gaps in each subsample
is observed as additional controls are included (columns 1-3). In the preferred log wage
specification in column 3, productivity gaps are indeed somewhat larger for those born in
rural areas, as predicted by the sorting model. The estimated productivity gain to urban

19Similar patterns are obtained when using alternative definitions of non-agricultural employment, namely,
classifying simultaneous work in both sectors as agriculture or as non-agriculture (Appendix Table A.5), a
point we return to below.

20Appendix Table A.6 further explores the relationship between these two gaps by conditioning on obser-
vations in rural areas. The raw agricultural productivity gap and subsequent decline with the inclusion of
controls and fixed effects is quite similar in Indonesia in rural areas (panel A), and even more pronounced
in Kenya.
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employment is 3.7 log points for those born in rural areas (Panel A) and -2.4 log points for
those born urban (Panel B). The difference between estimates for those born in rural versus
urban areas is significant (p-value=0.03), but is relatively small, suggesting tight bounds
around zero.

There are a number of alternative measures of individual agricultural productivity that
are worth considering to assess robustness of the main results. Appendix Figure A.3 il-
lustrates how each source of agricultural productivity data in both the IFLS and KLPS
contributes to the overall sample, and classifies measures into those that are more reliably
measured (e.g., hourly wage work), and those that are less reliably measured (e.g., measu-
res based on production in subsistence agriculture). We next assess robustness to different
definitions of employment in agriculture, including if the majority of hours are in the sector
(our main measure), as well as measures that classify an individual as working agriculture
is any hours are in the sector, or alternatively if all hours are in the sector. We additionally
explore robustness to the use of both wage earnings and self-employed profits in agriculture
(main measure), versus measures that use only one or the other. For both Indonesia (Table
2.8a) and Kenya (Table 2.8b), estimated agricultural productivity gaps remain small and
positive across five alternative measures, ranging from 1 to 12 log points in Indonesia and 0
to 16 log points in Kenya.21

Productivity versus Living Standards
The discussion above establishes at least an 80% reduction in estimated sectoral producti-
vity gaps once individual fixed effects are included in the analysis (Figure 2.1). The wage
measures presented thus far are closely related to the labor productivity parameters that are
the focus of most existing macroeconomic empirical literature. However, productivity and
“utility” may diverge for many reasons, including price differences across regions, ameni-
ties, unemployment, and other factors. For instance, there could be considerable individual
heterogeneity in the taste for rural versus urban amenities, e.g., comforts of home, ethnic
homogeneity, better informal insurance, etc., in rural areas versus cosmopolitan cities’ better
public goods and more novelty (but downsides too, such as crime). Moving itself may also
impose large utility costs (Kleemans 2016).

Although it is impossible to fully capture these factors and convincingly measure indi-
vidual welfare, to get somewhat closer to differences in living standards, we draw on con-
sumption data from the IFLS. As described in Section 2.3, five rounds of the IFLS included
questions on the value of household consumption which can be converted to per capita

21Further details and robustness checks are contained in Appendix Tables A.7–A.10. In Appendix Table
A.7, we present estimates for Indonesia on a sample of individuals who are at most 30 years old, for greater
comparability with the Kenya sample, which consists of young adults; the estimates remain similar. Appendix
Tables A.8 and A.9 report results separately for wage earnings and self-employment earnings, respectively,
and generate similar results. Appendix Table A.10 reports results for Kenya including subsistence agriculture
even when the respondent is not the main decision maker for an activity (Panel A), and excluding subsistence
agriculture entirely (Panel B), and results are robust.
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consumption. In the main specification, we include all individuals who have such consump-
tion data, even if they lack earnings measures. Consumption expenditures may also more
accurately capture total household income in low income settings like ours with extensive
subsistence agriculture, home production, and informal employment, all of which are challen-
ging to measure, making it an attractive alternative to earnings data. The measure should
also capture variation in total earnings caused by unemployment or job rationing.

The initial consumption gap between non-agriculture and agriculture is large and similar
the productivity gap at 64 log points (Table 2.9a). The gap falls considerably when including
time fixed effects and control variables in column 2, and falls to only 12.6 log points when
also including individual fixed effects in column 3. A similar pattern is presented for the
urban-rural consumption gap in columns 4, 5, and 6: the gap declines from 40 log points to
2.6 log points.22

We next explore the estimated urban consumption premium for those born in rural versus
urban areas (Table 2.7, columns 4–6). In the preferred specification with individual fixed
effects (col. 6), the urban consumption premium is larger for those born in rural areas
(13.3 log points, Panel A), than those born in urban areas (-4.7 log points, Panel B), and the
difference is highly significant (p-value<0.001). As with the earnings results, this is consistent
with the predictions of the selection model (in Section 2.2) and suggests the urban premium
is bounded rather tightly around zero.

The consumption proxy measure in the KLPS tells a similar story. The raw gap in meals
eaten in Kenya between those in non-agriculture versus agricultural employment is positive
and statistically significant, though smaller than the earnings gap (Table 2.9b); differences
in magnitude are difficult to interpret given the different nature of the meals measure, and
the possibility that it changes most at very low levels of income. Mirroring the broad pattern
observed for labor productivity, this gap falls by almost half when including controls, and
is actually slightly negative when including individual fixed effects (columns 1-3); a similar
pattern holds for the urban-rural gap (columns 4-6).

Another dimension of welfare relates to patterns of unemployment. Appendix Table A.13
explores whether there are differences in unemployment rates and search behavior between
urban and rural areas for Kenya, where this data is available. We find that unemployment
(measured several ways) is either similar in urban and rural areas (Panel A, column 3) or
somewhat higher in urban than in rural areas conditional on individual fixed effects (Panel
A, column 6, and Panel B), strengthening the main finding that movers to urban areas may

22Appendix Table A.11 shows the gap in both food and non-food consumption (Panels A and B, respecti-
vely). The gaps in both components of consumption see reductions of 77-95% when including individual
fixed effects. Appendix Table A.12 repeats the consumption analyses on the main analysis sample (i.e., those
with earnings data) for total consumption (Panel A) and by food and non-food consumption (Panels B and
C, respectively), and results are similar.
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not experience large gains in total earnings.23,24

Sector-specific Productivity — Absolute and Comparative
Advantage
In the conceptual framework, the richest model of human capital allowed for individual
sector-specific productivity θis. Analysis of these productivities has been given renewed
focus in Lagakos and Waugh (2013), who argue that self-selection on the basis of comparative
advantage could play an important role. In their model, comparative advantage is positively
correlated with absolute advantage, meaning that the most productive workers have the
most to gain from selecting into non-agriculture.

Utilizing panel data, we estimate a modified version of equation 2.4 replacing the indi-
vidual fixed effect with an individual-sector fixed effect.25 We recover these estimates, and
then normalize the mean of the fixed effects of permanent rural residents (non-movers) to be
zero. Figure 2.3 presents the joint distributions of these estimated individual productivities
by sector. Panel A includes Indonesians born in rural areas. It is apparent that rural-to-
urban migrants are positively selected relative to non-migrants, with an average rural wage
approximately 20 log points higher than non-migrants. These individuals experience only
a 5 log point average increase in their wage upon migration to an urban area. Panel B
presents the same exercise with Indonesians born in urban areas. Here, there appears to
be negative selection into rural migration, with the average mover having approximately 20
log points lower wages when still in urban areas, and an increase of less than 1 log points
in rural wages among movers. Panel C presents results in Kenya (all of whom were rural
residents as children) that are analogous to panel A. Compared to Indonesia, there appears
to be even more positive selection among urban migrants in Kenya (at 41 log points) as well
as a moderate positive urban premium of roughly 16 log points, which is nearly identical to
the regression adjusted estimate presented above.

Note that the realizations of roughly half of migrants fall below the 45 degree line in the
three panels of Figure 2.3, which taken literally means that they experience higher earnings

23In this paper, we consider mean differences in productivity or consumption across sectors, but variability
of outcomes could also be a determinant of individual wellbeing, as well as of migration choices (Munshi and
Rosenzweig 2016). We test whether the variability of earnings in the agricultural (rural) sector is different
than variability in the non-agricultural (urban) sector, conditional on individual fixed effects, and find mixed
results. There are no statistically significant differences in variability across sectors in the Kenya sample.
There is significantly more variability in agricultural (rural) wages and earnings in Indonesia relative to
the non-agricultural sector (urban areas), although no significant differences in consumption variability (not
shown). We leave additional exploration of these issues for future research.

24Results are unchanged when using alternative approaches to accounting for clustering (Bell and Mc-
Caffrey 2002, Cameron and Miller (2015), and Young (2016); see appendix Table A.14.

25This procedure is similar in spirit to the correlated random coefficient models utilized to analyze hetero-
geneous returns to hybrid seed adoption (Suri 2011) and labor unions’ effects on wages (Card 1996, Lemieux
1998), although our approach makes fewer assumptions and is meant to be more descriptive.
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in rural than urban areas. This is consistent with the empirical finding of zero or small
positive sectoral productivity gaps.

This exercise is meant to be descriptive, and we interpret the relationships between the
estimated individual urban and rural productivities with some caution, in part because the
estimates are subject to measurement error and thus the fitted regression line may experience
attenuation bias. With these caveats in mind, note that all three plots appear to show that
absolute advantage plays a role in wage determination: individuals who have high rural
productivity tend to have high urban productivity, and vice versa, indicated by the positive
slope.

Dynamics of the Productivity Gap and Big City Effects
In unpacking the main result, we examine if dynamics and experience effects produce pro-
ductivity gains that do not materialize right away. In particular, while the main specification
includes time fixed effects which would account for overall growth of wages as the sample
ages or year specific shocks, individuals may begin to earn more after spending time in ur-
ban areas. Figure 2.2 presents event study analyses of whether individuals earn more after
migrating, where we estimate regressions of the form:

yit = θi + δt +X ′itb+
∑
τ

βτ(i,t)Dit + εit (2.8)

where τ indexes the number of periods relative to the first move to an urban area, and the
βτ ’s are the parameters of primary interest.

These regressions are estimated on an unbalanced panel of individual-time periods and
include individual fixed effects θi, time fixed effects δt, and controls for squared age and
dummy variables for time periods exceeding five years pre- and post-move. The Indonesian
and Kenyan analyses both condition on individuals being born rural.

The βτ parameters of primary interest are coefficients on indicators for time periods
relative to the individuals’ move to an urban area at τ = 0. Estimates are relative to the
year or month prior to the individuals’ move in Indonesia and Kenya, respectively; we exclude
an indicator for the period immediately prior to the individuals’ move. These coefficients are
identified by individuals who have adjacent productivity measures in both the period that
they move to urban and the period immediately prior. We do not enforce a requirement that
individuals are observed in every period five years prior- and post-move. If the extensive
margin decision to exit the labor force entirely or attrit from the sample is correlated with
urban labor market experiences, the results may be biased and we thus interpret them with
caution. Nonetheless, the richness of the panel dataset is novel and worth exploring.

These parameters represent the difference in mean wages between movers and non-movers
net of the difference that existed in the period prior to the urban move. This approach also
allows us to assess wage dynamics prior to the move, which may give some clues about what
precipitated the move – e.g., whether rural individuals are more likely to move following a
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negative earnings shock – and they also allow us to examine whether urban experience leads
to gradually rising earnings there.

In Indonesia, urban wages do not change substantially relative to the year prior to moving,
and even five years after the urban move, migrants see no average wage gain (Figure 2.2a).
There are broadly similar results in Kenya relative to the month prior to the move; there is
some suggestive indication of slightly rising wages in the first two years of residence in an
urban area, but these are small (Panel B). There is no indication of meaningful pre-move
trends in either country.

In this analysis, we consider wages for individuals who made an urban move regardless
of whether they remained in cities or towns, or later moved back to rural areas. The bottom
halves of both panels A and B show a “survival” rate in urban areas of between 50 to 60%
after five years (in both countries), suggesting substantial return migration. Naturally, one
might suspect that those with the worst economic outcomes in urban areas might return
home, yet this does not appear to be the case: Appendix Figure A.4 separately plots post-
move wages for those who remain in urban areas and those who return to rural areas, and we
find no evidence of a significant divergence in earnings between these two groups (although
note that this analysis has limited statistical power). This suggests a direction for future
research in uncovering the reasons for these moves, including the role played by non-economic
factors, including family reasons and heterogeneity in the taste for urban living.26

Other scholars have argued that job experience is particularly valuable in big cities and
that residence in these cities may boost individual productivity over time (see de la Roca
and Puga 2016 for the Spanish case). We examine this issue, first repeating the main urban
productivity gap analysis (from Table 2.6) but including a breakdown into the five highest
population cities in each country, in Table 2.10. In Indonesia, all five cities are larger than 2
million inhabitants, with the capital Jakarta at 10 million. Kenya’s capital Nairobi has 3.4
million people, the second largest city (Mombasa) has nearly one million, while the other
three cities in Kenya are smaller. The capitals are also the largest destinations for urban
migrants in each country.

There is mixed evidence on the extent of big city productivity effects. There is no
evidence for significantly larger effects in any of the largest cities in Indonesia, including
Jakarta (column 4 of Table 2.10a). There is some evidence of significant positive urban
productivity gains in the two largest Kenyan cities, Nairobi and Mombasa (Panel B). The
total urban effect is moderate and statistically significant in the capital of Nairobi, at 23 log
points.27

26We carry out an analogous event study of moves to rural areas among those born urban in Indonesia,
and similarly find no evidence of significant dynamic impacts (see Appendix Figures A.5 and A.6).

27While this analysis finds mixed evidence of an overall big city effect in Indonesia and Kenya, we also
assess whether effects might manifest over a longer time horizon by repeating the event study analysis
over a five year time horizon separately for Jakarta and Nairobi. These figures show no clear evidence of
differentially positive dynamic effects in capital cities: differences with other cities are imprecisely estimated
and generally not significant (not shown).
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2.5 Conclusion
Several influential recent studies document large sectoral productivity gaps in low-income
countries and highlight an apparent puzzle, namely, “why so many workers remain in the
agricultural sector, given the large residual productivity gaps with the rest of the economy”
(Gollin, Lagakos, and Waugh 2014, p. 941). This study makes two main contributions using
data from low-income countries with large populations (Indonesia and Kenya) located in two
different regions. First, we show that estimating sectoral productivity gaps—both across
non-agricultural and agricultural sectors, and across urban and rural areas—using panel
data and including individual fixed effects leads to a reduction of over 80% in the estimated
gaps. The second main empirical contribution lies in demonstrating that there is extensive
individual selection across sectors, both along relatively easily observable dimensions such
as educational attainment as well as measures of skill (here, a measure of cognitive ability)
that most standard economic datasets lack.

Taken together, the findings point to the importance of individual selection in driving
observed sectoral gaps and call into question strong causal interpretations. As a result, the
puzzle of why the share of workers in rural agriculture remains high may not be as much of a
puzzle as previously thought. Similarly, if gaps are mainly driven by selection, then policies
to incentivize workers to move to urban areas (and out of agriculture), based on the logic of
input misallocation, would not appreciably raise aggregate living standards and would not
appear to be an appropriate policy direction.

An historical episode illustrates some of the potential risks of pro-urbanization policies.
In the 1970s, Tanzania’s authoritarian socialist government sought to move its rural popula-
tion into larger villages and towns to speed up economic modernization. The underlying idea
was that the provision of public services and the shift into non-agricultural work (including
manufacturing) would be hastened if households would only leave their traditional homeste-
ads, which were often highly spatially dispersed. After initial rhetorical encouragement and
incentives by the government led to few moves, the government resorted to forced migration
in certain regions in 1973, in the so-called “Operation Vijiji”. The resulting economic and
social dislocation is today widely viewed as a policy disaster within Tanzania (Stren, Half-
ani, and Malombe 1994). While one could argue that observers are unable to assess the true
economic effects of the policy in Tanzania since the forced moves were quickly abandoned
(within a year) in the face of large-scale resistance, at a minimum, the Tanzanian case in-
dicates that it can sometimes be very costly from a welfare perspective to rapidly induce a
large share of the population to move out of traditional rural agriculture.

As noted above, our main productivity gap estimates are derived from individual movers,
namely, those with productivity measured in both sectors. Thus a logical way to reconcile
our finding of small or even zero sectoral gaps with the existing macroeconomic empirical
evidence of large average gaps is the possibility that productivity effects among non-movers
would be much larger than those of movers. Given the nature of our data, it is impossible
to rule out this possibility, and it clearly merits further investigation, although the lack of
measured individual productivity in both sectors for non-movers naturally complicates the
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rigorous identification of these relationships.
However, several factors lean against this interpretation in our view, at least in the short-

run. First, it is natural to think of the migration decision in terms of a Roy (1951) model, as
we do above, in which those with the largest net utility benefits are most likely to move. This
could lead our estimates to overstate gaps between sectors overall. While it is possible that
those individuals who remain in the rural agricultural sector might receive large positive
earnings gains from moving, their choice not to do so might simply reflect high financial
or non-financial costs to migration. For instance, the amenities found in a large city are
quite different than those in rural areas, and individuals may have strong and heterogeneous
preferences for them, leading to large reductions in utility for some migrants even if wages
rise. Poor individuals may also face credit constraints or other financial frictions that prevent
them from exploiting wage gaps, and easing these constraints could boost migration rates,
as argued for Indonesia by Kleemans (2016) and Bazzi (2017) and India by Munshi and
Rosenzweig (2016). However, the long timeframes of both datasets used in this study help
to, at least partially, mitigate this concern: some poor individuals with high returns to
migration presumably had access to improved credit at some point during 1988-2015 in
Indonesia or 1998-2014 in Kenya and managed to move.

A promising approach to estimating the returns to migration in low-income countries
among those who are typically “non-movers” and may face such constraints is the Bryan
et al. (2014) study in Bangladesh. They find that a modest subsidy induces 22 percent of
households to send a migrant to towns and cities for temporary work during the agricultural
low season; the relatively low rate of migration may indicate that the utility costs of migration
are non-trivial. Among movers, there is an estimated increase in per capita consumption
among the sending household of roughly 30% over two years and 25% average gain in earnings
(not statistically significant) among those assigned to the subsidy. Overall, the study provides
some indication that there are positive returns to temporary seasonal migration among rural
workers who are typically non-movers. Nonetheless, the earnings gains are fairly modest in
size and note that they are closer in magnitude to the small gaps we estimate in this paper
than to those found in many other recent contributions. It is also worth noting that the
subsidy was delivered during times of the year (the agricultural low season) when agricultural
productivity was thought to be particularly meager and targeted to regions thought especially
likely to benefit from seasonal moves, suggesting that the 30% consumption gain in Bryan
et al (2014) might be an upper bound on the return to permanent urban migration in
Bangladesh as a whole.

The case of urban-born non-movers is less well understood. Recall (from Table 2.2)
that individuals raised in urban areas have much higher cognitive scores (on a test of fluid
intelligence) than those raised in rural areas. This gap raises two intriguing possibilities.
The first is that wave after wave of rural to urban (urban to rural) migration by positively
(negatively) selected individuals over many decades, combined with partial heritability of
cognitive ability, have reshaped the underlying ability distributions in these two sectors.
This would simply be an inter-generational extension of the patterns of individual selection
across urban and rural areas that we and Young (2013) document, and would not necessarily
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change the interpretation of our main results.
Another explanation, which is not mutually exclusive, is that there is a lower cost to skill

acquisition in urban areas, either due to improved provision of schooling there or something
about the nature of social interactions (e.g., the density of interactions or other forms of
childhood intellectual stimulation). In other words, given the importance of early childhood
circumstances for lifetime cognitive development (e.g., Gertler et al. 2014), growing up
in a city might generate higher average adult skill levels. This would generate a positive
causal effect of urban residence on labor productivity, albeit in the very long-run and on
the movers’ children; anecdotally, many migrants do claim to move in order to improve their
children’s wellbeing more than their own. These effects would not be captured in the five-year
follow-up period that we consider in this study (in Figure 2.2), but could be contributing to
large, persistent and real causal urban-rural productivity gaps overall. Indeed, Nakamura,
Sigurdsson, and Steinsson (2017) study migration induced by a volcanic explosion in Iceland,
and show that adult movers gain little from moving out of a rural area but their children
earn far more in the long-run.

We tentatively assess this possibility using the IFLS data and a separate data set collected
among young children of KLPS sample individuals, and find suggestive evidence that urban
residence may have positive impacts on the cognitive ability of the next generation. In
particular, young children born in urban areas have significantly higher cognitive scores
than rural-born children, even conditional on the parent’s own schooling and fluid intelligence
(Table 2.11 and Appendix Figure A.7). The average gaps are meaningful, at approximately
0.15 standard deviation units in Indonesia (Table 2.11a, col. 5) and 0.25 in Kenya (Panel B,
col. 5), although we admittedly cannot rule out the existence of some omitted variable bias
in this more speculative cross-sectional comparison.

The study of sectoral productivity gaps remains an area ripe for further research, and
some natural next steps include: extending long-run panel data analysis to new settings (as
data becomes available); conducting more experiments that induce migration, thus genera-
ting “local” estimates in new sub-populations and improving understanding of the nature
of constraints facing potential migrants; and further exploration of the inter-generational
effects of sectoral and residential choice.
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2.6 Figures
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Figure 2.2: Sample Areas

(a) Indonesia Family Life Survey

(b) Kenya Life Panel Survey

Panel A shows the residential locations of individuals during the 1988–2008 sample period of
rounds 1–4 of the IFLS. For the Kenyan sample, Panel B shows individuals’ residential locations
during the 1998–2014 sample period that was collected during rounds 2 and 3 of the KLPS.
Individuals living outside of Kenya are dropped from the analysis. The location information of
both datasets are described in more detail in Section 2.3.
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Figure 2.3: Joint Distribution of Rural and Urban Productivities

(a) Indonesia (Born Rural)
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(b) Indonesia (Born Urban)
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(c) Kenya (Born Rural)
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Productivities are recovered individual-urban status effects from a fixed effects regression of
log wages on squared age and indicators for time period on the same sample used in Tables
2.5 and 2.6. Productivities are normalized such that the average productivity of rural
non-migrants has zero mean. Histograms on the bottom of Panel A represent marginal
distributions of rural productivities for “Always Rural” non-migrants (grey) and migrants
(hollow). Marginal distribution of estimated urban productivities for migrants reported
on the left (hollow). Means and standard deviations reported in log points. Scatterplot
presents joint distribution for migrants with best fit line. Bootstrapped standard error
of the slope reported in parentheses from 1,000 iterations of block sampling of individuals
with replacement. Panel B presents a histogram of “Always Urban” urban productivities of
non-migrants (grey) at the top left, an adjacent histogram of migrant urban productivities
(hollow), and migrant rural productivities (grey) below. Joint distribution of urban and
rural productivities and corresponding best fit line presented similar to panel A. Panel C
mimics the format of Panel A except uses data from the KLPS.
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2.7 Tables
Table 2.1: Non-Agriculture/Agriculture and Urban/Rural

(a) Indonesia (Main Analysis Sample)

Rural Urban Total
Agriculture 42.6% 9.1% 30.9%
Non-Agriculture 57.4% 90.9% 69.1%
Number of Observations 179,756 95,844 275,600

(b) Kenya (Main Analysis Sample)

Rural Urban Total
Agriculture 26.1% 5.4% 15.2%
Non-Agriculture 73.9% 94.6% 84.8%
Number of Observations 63,545 70,676 134,221

(c) Kenya (12 Months with Subsistence Agricultural Module

Rural Urban Total
Agriculture 59.1% 9.1% 40.6%
Non-Agriculture 40.9% 90.9% 59.4%
Number of Observations 27,301 16,029 43,330

Panel A reports summary statistics from the Indonesia Family Life Survey (IFLS), and Panels B and C
present data from the Kenya Life Panel Survey (KLPS); both are described in more detail in Section 2.3.
Panel A shows the main Indonesian analysis sample of 275,600 individual-year observations, for individuals
aged 16 and above for whom earnings measures are available. Panel B shows the main Kenyan analysis sample
of 134,221 individual-month observations of individuals aged 16 and above for whom earnings measures are
available. Panel C shows data from the 12 months where subsistence agriculture data is available and
counts all agricultural activities: including when the person is not the main decision maker and when others
work on the agricultural activity; in the case of the latter, the agricultural productivity is weighted by the
share of hours that the individual supplies. Each cell reports the percentage of observations by agricultural
and non-agricultural sector, and by rural and urban area. In both the IFLS and KLPS, individuals are
characterized by the sector of their main employment. The urban indicator from the IFLS is obtained from
survey responses to the question: “Is the area you live in a village, a town or a city?” If the person reports
living in a town or city, the urban indicator variable equals 1. For the KLPS, the urban indicator equals
1 if the person reports living in a large town or city. Please see the text in section 2.3 for further details
on this classification. The list of Kenyan urban areas and frequency of occurrence in the panel are given in
Appendix Table A.4.
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Table 2.9: Gaps in Consumption

(a) Indonesia

Dependent variable: Log Consumption

(1) (2) (3) (4) (5) (6)

Non-agr emp. 0.636∗∗∗ 0.250∗∗∗ 0.126∗∗∗
(0.011) (0.008) (0.012)

Urban 0.403∗∗∗ 0.139∗∗∗ 0.026∗∗
(0.011) (0.008) (0.012)

Individual FE N N Y N N Y
Controls and time FE N Y Y N Y Y
Obs. 82272 82272 82272 82272 82272 82272
Individuals 34820 34820 34820 34820 34820 34820

(b) Kenya

Dependent variable: Log Meals Eaten

(1) (2) (3) (4) (5) (6)

Non-ag emp. 0.078∗∗∗ 0.059∗∗∗ -0.090∗
(0.016) (0.017) (0.049)

Urban 0.029∗∗∗ 0.030∗∗∗ -0.023
(0.010) (0.011) (0.040)

Individual FE N N Y N N Y
Controls and time FE N Y Y N Y Y
Obs. 4203 4203 4203 4203 4203 4203
Individuals 3601 3601 3601 3601 3601 3601

Panel A uses data on total consumption from the IFLS, and Panel B uses data on meals eaten in the last day
from the KLPS. Unlike previous tables, the sample includes individuals with and without earnings measures.
Consumption data in the IFLS are obtained by adding up the value of food and non-food consumption in
Indonesian Rupiah at the household level and dividing this by the number of household members. The data
was collected for each of the five waves so each household has five observations at most. Separate analyses
by food and non-food consumption in Indonesia can be found in Appendix Table A.11, and Appendix Table
A.12 provides consumption analyses when using the sample with positive earnings measures. Data on meals
eaten in Kenya are available from KLPS rounds 2 and 3 and refer to the day prior to the survey date. In
the analysis sample, 0.6% of individual-time observations ate no meals in the prior day, 10.9% ate one meal,
53.2% ate two meals, 34.0% ate three meals, and 1.3% ate four or more. Control variables in both panels
include age, age squared, years of education, years of education squared, and an indicator for being female.
When also including individual fixed effects in columns 3 and 6, the control variables are reduced to only
age squared because the others are absorbed by the individual fixed effects. All regressions are clustered at
the individual level. Robust standard errors are in parentheses, *** p<0.01, ** p<0.05, * p<0.1.
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Table 2.10: Urban/Rural Gap in Wages for Top 5 Cities

(a) Indonesia

Dependent variable: Log Wages

(1) (2) (3) (4)

Urban 0.356∗∗∗ 0.299∗∗∗ 0.081∗∗∗ 0.002
(0.012) (0.012) (0.011) (0.015)

Jakarta (population 10 million) 0.269∗∗∗ 0.243∗∗∗ -0.033
(0.020) (0.018) (0.034)

Surabaya (population 2.8 million) 0.017 -0.004 0.096
(0.058) (0.047) (0.094)

Bandung (population 2.6 million) 0.262∗∗∗ 0.110∗∗ 0.229∗
(0.065) (0.054) (0.125)

Medan (population 2.5 million) 0.303∗∗∗ 0.251∗∗∗ -0.069
(0.047) (0.044) (0.104)

Bekasi (population 2.5 million) 0.628∗∗∗ 0.426∗∗∗ 0.112
(0.063) (0.056) (0.080)

Individual fixed effects N N N Y
Control variables and time FE N N Y Y
Number of observations 275600 275600 275600 275600
Number of individuals 31843 31843 31843 31843
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(b) Kenya

Dependent variable: Log Wages

(1) (2) (3) (4)

Urban 0.574∗∗∗ 0.373∗∗∗ 0.320∗∗∗ 0.071
(0.040) (0.060) (0.055) (0.063)

Nairobi (population 3.4 million) 0.324∗∗∗ 0.303∗∗∗ 0.156∗∗∗
(0.063) (0.057) (0.060)

Mombasa (population 1.2 million) 0.267∗∗∗ 0.265∗∗∗ 0.307∗∗∗
(0.079) (0.075) (0.094)

Kisumu (population 0.4 million) 0.014 0.090 0.099
(0.153) (0.142) (0.244)

Nakuru (population 0.3 million) 0.252∗∗ 0.156∗ 0.136
(0.118) (0.094) (0.155)

Eldoret (population 0.3 million) 0.148 0.105 -0.078
(0.163) (0.163) (0.139)

Individual fixed effects N N N Y
Control variables and time FE N N Y Y
Number of observations 134221 134221 134221 134221
Number of individuals 4791 4791 4791 4791

Panel A uses data from the IFLS and Panel B uses data from the KLPS. Please
refer to Section 2.3 for further details on the data and to the notes of Table 2.5a
for additional information on the variables. The covariate “Urban” is an indicator
variable that equals 1 if the person lives in an urban area, and five city indicators
are included for the five most populous cities in Indonesia and Kenya, respectively.
Control variables include age, age squared, years of education, years of education
squared and an indicator for being female. When also including individual fixed
effects in columns 4, the control variables are reduced to only age squared. All
regressions are clustered at the individual level. Robust standard errors are in
parentheses, *** p<0.01, ** p<0.05, * p<0.1.
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Chapter 3

Government Decentralization Under
Changing State Capacity:
Experimental Evidence from
Paraguay

3.1 Introduction
In standard models of delegation, devolution of decision-making from principals to agents is
a way to take advantage of superior information that the latter are presumed to have (Ag-
hion & Tirole, 1997; Dessein, 2002; Mookherjee, 2006). However, governments interested
in taking advantage of these informational gains by decentralizing authority may face sub-
stantial administrative fixed costs. Justifying paying such costs depends on the total value
of discretion, which in turn depends both on the presence of informational advantages and
the planned scale of operation. For example, suppose that an organization plans to provide
assistance to low-income families. If resources are sufficient to cover all households, then
decentralizing the selection decisions has no value: the program can be rolled out from the
center with universal coverage. If resources are insufficient to cover all households, then
creating local branches to screen and prioritize households based on need may be more ef-
fective than using proxy-means testing and other crude information to ration access. But if
resources are so meager that very few families can be covered in each district, the cost of
developing the local branches may overshadow any potential improvement in the selection
process.

How the state rolls out a new monitoring technology among its front-line providers—the
subject of this paper—raises similar considerations. In 2014, the government of Paraguay
decided to distribute GPS-enabled cell phones to supervisors to track their agricultural
extension agents (AEAs). AEAs are tasked with visiting farmers scattered over large tracts
of land and giving them access to various support services including timely information about
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prices and best farming practices. However, the central government suspected that AEAs
were shirking due to the monitoring difficulties afflicting their supervisors and hypothesized
that GPS phones could help mitigate the problem. Because the government did not have
the resources to provide phones to all the AEAs at once, they faced two questions: 1) what
should the extent of the roll-out be? and 2) who should decide which AEAs receive the
phones?

In this paper, we develop an approach that allows us to measure not only the value of
supervisors’ information, but also how that value varies at different levels of coverage. First,
we evaluate whether the new monitoring technology had an effect on shirking by estimating
the impact on the share of assigned farmers that the AEA visited as well as measures of
farmer satisfaction with the AEA services. Importantly, our design is well suited for evalua-
ting whether supervisor-targeted AEAs were impacted more by the treatment. Specifically,
prior to randomization, we elicited the preferences of supervisors regarding which half of
their AEAs should be prioritized (selected) to receive the phone. We then randomly as-
signed phones to AEAs by their supervisors and effectively ignored the solicited priorities,
generating a 2-by-2 treatment-by-selection matrix that forms the basis of our empirical ana-
lyses. Additionally, for a small, auxiliary, and random subset of AEAs, we implement the
supervisor preferences and allocate phones to prioritized AEAs accordingly. This makes the
preference solicitation incentive compatable.

Cell phones had a sizable effect on AEA performance, increasing the share of farmers
visited in the last week by an average of 6 percentage points (pp). This represents a 22
percent increase over the AEAs in the control group. The cell phones also improve farmer
satisfaction with and perceptions of their AEAs by 0.15 standard deviations. Because we do
not find any impact of cell phones on AEAs who do not have supervisors, we interpret this
effect to be a result of increased monitoring as opposed to the cell phones directly improving
productivity. Also consistent with our interpretation, we find that treated AEAs perceive
more monitoring from their supervisors. Finally, we find no evidence that treated AEAs
increased the number of visits at the cost of conducting shorter ones.

Importantly, supervisor-chosen AEAs respond more to increased monitoring, entirely
driving the average increase of 6 pp. Among these AEAs, treatment increased the likelihood
that a farmer was visited in the past week by 15.4 pp compared to a statistically insignificant
decrease of 3.6 pp among those who were not selected. This finding corroborates the notion
that going down the hierarchy from the top program officers to local supervisors on the
ground could allow the organization to leverage superior, dispersed knowledge about how
best to allocate treatment.

While the research design divorces treatment and selection and allows us to evaluate
heterogeneity along this policy-relevant dimension, supervisors in all cases maintain broad
authority over AEAs, which may threaten interpreting treatment effects as being derived
from monitoring if assignment to treatment results in Hawthorne effects or spillovers. We
are able to rule out this threat using data from the group where supervisor preferences
were implemented. In particular, we compare the performance of non-selected AEAs whose
selected coworkers were either treated or not treated with phones. We find no significant



CHAPTER 3. GOVERNMENT DECENTRALIZATION 99

differences. Correspondingly, we find no significant differences when we repeat the exercise
with selected AEAs whose non-selected coworkers were either treated or not treated. Finally,
we compare impacts in groups where supervisors had real discretion—several AEAs to choose
from—to as few as a single AEA and find no significant differences.

Supervisors have superior information regarding AEA characteristics, only some of which
are observable to the principal or an econometrician. Having collected a rich dataset on the
AEAs that includes information on both cognitive and non-cognitive traits, we develop a two-
step estimation procedure in the spirit of a sample selection model to decompose the value
of information into observable and unobservable traits of an AEA. We use this to compute a
series of marginal treatment effects under various selection rules and coverage rates. These
marginal treatment effects are critical inputs to decide whether to decentralize the treatment
assignment decision. In addition, the approach we develop would allow program leadership
to optimize the program’s roll-out scale.

We find that in general, both commonly observed demographic traits (e.g., gender) and
even harder-to-measure characteristics such as cognitive ability or personality type do a poor
job of explaining supervisors’ targeting decisions. Among the few observable traits that pre-
dict targeting, the AEA’s party affiliation is one of the most robust. Supervisors are much
less likely to place members of the incumbent party under additional monitoring, suggesting
that non-benevolent motives may have influenced, at least in part, their targeting decisions.
Nevertheless, when we allow the treatment effects to vary by a rich set of observable cha-
racteristics, it is the unobservable component of the supervisors’ choices that most robustly
predicts the responsiveness of an AEA to the additional monitoring.

While our findings suggest that supervisors have valuable information, the decision of
whether to decentralize depends on the counterfactual allocation regime of the principal,
which depends on the information she has, the feasible allocation rules she can adopt, and
the extent of available resources. In order to explore the potential for centralized versus
decentralized assignment, we construct a number of counterfactuals corresponding to dif-
ferent degrees of sophistication of the central authority and scales of implementation. In
particular, we use our model estimates for the distribution of treatment effects to compare
the improvement in farmer visits under supervisor priorities to the improvement under four
hypothetical allocation rules at varying coverage rates: 1) a totally uninformed principal
who allocates randomly; 2) a minimally informed principal who targets AEAs who have to
travel longer distances; 3) a more sophisticated principal who collects and analyzes baseline
data on AEAs and targets predictably low productivity AEAs; and 4) the most sophistica-
ted principal who pilots an experiment and thereafter targets AEAs in descending order of
predicted responsiveness to treatment. We find that the value of supervisor information is
substantial relative to a regime in which the principal simply allocates phones at random
and that this difference in program impact is maximized at 53 percent coverage. At this
coverage, the supervisor allocation increases the share of farmers visited by 6.9 pp versus an
only 3.3 pp increase under random assignment. A slightly more effective approach compared
to random assignment would be to simply allocate the phones to the AEAs who have to
travel the longest distance to attend to their farmers. This method generally outperforms
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random assignment (a 2.0 pp advantage at 50 percent coverage), but the supervisor still
outperforms this simple assignment mechanism.

A more effective centralized policy identifies and prioritizes the workers who are expected
to be the least productive according to some observable characteristics without relying on
reports from the supervisors. We operationalize this policy by estimating the relationship
between AEA productivity and observable characteristics among the control AEAs without
GPS phones. We then utilize this relationship to rank all AEAs based on their predicted
productivity. Governments that have the information and capacity to prioritize the AEAs
with the lowest predicted productivity are able to perform at least as well as, and in some
cases better than, the supervisors. Such a regime succeeds because although the minimally
informed principal does not have as much information as the supervisor, this procedure
makes better use of the information that they do have. This in turn suggests that imperfect
processing of information or bias prevents supervisors from being as effective as they could
be.

The most effective but most information-demanding centralized policy we consider uses
AEA observables to predict response to treatment rather than to predict baseline producti-
vity. Under such a policy, the principal conducts a pilot experiment and uses the results to
predict responsiveness among the remaining untreated AEAs. Treating AEAs in descending
order of predicted responsiveness, even when lacking information on unobservables, vastly
outperforms decentralized assignment by the supervisors. The high performance of these last
two methods highlight that innovations in information and communication technologies as
well as the introduction of experimental methods to inform policy can play a role in reducing
information frictions and alter optimal organizational structure.

Our study speaks to several literatures. First and foremost, our study contributes to
a large but mostly theoretical literature on why organizations decentralize decision-making
authority.1 Recently, some empirical progress has been made in understanding why private-
sector firms decentralize. For instance, based on the insight by Aghion and Tirole (1997)
that organizations are more likely to decentralize if the principal and agent have congruent
preferences, Bloom, Sadun, and Van Reenen (2012) find that firms are more decentralized
when located in regions that are judged to contain more trustworthy people by those in the
headquarters location. The authors view trust as a proxy for congruency of preferences.

Given the standard assumption that agents are better informed than the principal, access
to costly information can also determine a firm’s decision to decentralize. For example,
Acemoglu, Aghion, Lelarge, Van Reenen, and Zilibotti (2007) show using data on French
and British firms in the 1990s that firms closer to the technological frontier, firms in more
heterogeneous environments, and younger firms are more likely to choose decentralization—
settings that presumably proxy for environments where learning is more difficult. Despite the
progress that these and other studies have made, direct empirical evidence on the existence
of superior information by agents is still lacking.

One notable exception is Duflo, Greenstone, Pande, and Ryan (2018) who conducted a
1Mookherjee (2006) provides an excellent review of the theory on decentralization.
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field experiment that increased the frequency of inspections of industrial plants in Gujarat,
India. In the control group, plants were audited as usual at the discretion of the inspec-
tors, whereas in the treatment group, the audits were conducted more frequently but at
random. They found that despite the increased regulatory scrutiny, the treatment plants
did not significantly reduce pollution emissions. This is because the discretionary inspections
targeted the plants with higher pollution signals. Because the largest penalties are reserved
for extreme pollution violations, this is the population whose behavior is most likely to be
impacted by audits.

We complement Duflo et al. (2018) in some important ways. Our experiment was designed
to identify who the supervisors would target for monitoring without having to rely on strong
functional form assumptions. As a result, we can experimentally identify the decentralized
counterfactual to a centralized approach. Moreover, that counterfactual depends both on
supervisors’ informational advantage and on potential preference biases, which we allow for
but are absent from the targeting rules in Duflo et al. (2018). Thus, we incorporate elements
that are crucial to the evaluation of the relative merits of decentralization.

Similar to the public sector, private sector employers also need to monitor their employees.
A paper by de Rochambeau (2017) discusses the roll-out of GPS tracking devices in a trucking
company. She finds that managers choose to allocate the tracking device to drivers who
perform less well at baseline and that these truckers benefit most from the device.

The problem of how best to deploy monitoring technology is similar to the issue of how
best to target social programs. In this regard, our paper is most related to two studies.
Alderman (2002) examines an Albanian social assistance program. He shows that even
after controlling for the assets that local officials used to target beneficiaries, household
consumption was still predictive of who received the program. The author interprets this
as evidence that these local officials relied on their local information and discretion. Alatas,
Banerjee, Hanna, Olken, and Tobias (2012) conducted a field experiment in 640 villages in
Indonesia to compare proxy-means testing against community-based targeting of a social
program and find that the former corresponds closer to consumption than the latter. They
argue that this difference is not due to elite capture or local information, but rather a
difference in how local communities define poverty. Similar to difficulties in the context of
social programs, banks could benefit from community knowledge to help them lend to the
most entrepreneurial people. Hussam, Rigol, and Roth (2017) find that community members
have useful information on marginal returns and this information is useful above and beyond
what a machine learning algorithm would predict from observables.

Our study also has clear parallels to the literature on applying marginal treatment effects
(MTE) to construct policy-relevant counterfactuals (Heckman & Vytlacil, 2005). As in the
MTE literature, we express our evaluation problem as a joint model of potential outcomes and
selection as determined by a latent index crossing a threshold. In contrast with the standard
MTE setup, our selection equation does not model an AEA’s self-selection into treatment
but rather the selection by a supervisor. Crucially, treatment is not contingent on being
selected—only those AEAs who were randomized into treatment were in fact treated. Thus,
when we compute the MTEs we do not have to extrapolate to subgroups of “always-takers”
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and “never-takers” because we only have compliers by design. In this respect, our approach
implements a variant of the selective trial designs proposed by Chassang, Padró I Miquel,
and Snowberg (2012). In that paper, the authors recast randomized control trials into a
principal-agent problem and show theoretically how one can recover the MTEs necessary to
forecast alternative policies and treatment assignments by eliciting subjects’ willingness to
pay for the treatment. Instead of eliciting our agents’ willingness to pay for the treatment, we
elicit the targeting preferences of the supervisor, who in our context is the relevant decision
maker.

Finally, our study adds to a growing body of experimental evidence on the impact of new
monitoring technologies for reducing shirking in the public sector. Similar to our setting,
some of these studies involve weak or no explicit financial incentives. For example, Aker and
Ksoll (2018) monitored teachers of adult education in Niger by calling both the teacher and
the students to ask whether the class was held and how many students attended. They found
that the calls led to fewer canceled classes and better student test scores. Callen, Gulzar,
Hasanain, Khan, and Rezaee (2018) used a similar cell phone technology to monitor health
facility inspectors and found that this increased the frequency of inspections, especially for
those with ‘better’ personality traits.

Other studies have introduced new technologies for monitoring but have also overlaid
financial incentives. For instance, Duflo, Hanna, and Ryan (2012) required teachers to take
a picture of themselves with their students at the beginning and end of each school day
using a camera with tamper-proof date and time functions, whereas Banerjee, Glennerster,
and Duflo (2008) asked nurses to time-stamp a register at the beginning, middle, and end of
the day. Both studies found these treatments increased teacher and nurse attendance, but
in both cases, the impact was found to be mostly due to concomitant financial incentives.
Dhaliwal and Hanna (2017) found that fingerprint readers in health centers decreased ab-
sence even though financial incentives provided by the monitoring technology were rather
weak. Banerjee, Chattopadhyay, Duflo, Keniston, and Singh (2015) and Khan, Khwaja, and
Olken (2016) look at on-the-job performance rather than attendance (among police and tax
collectors respectively) and employ both monitoring and incentives. These papers do not
give a definitive answer regarding whether most of the improvement in performance is due to
the monitoring or the incentives. The first paper suggests a significant impact of monitoring
alone, while the second suggests an insignificant impact.

We contribute to this literature by showing that a cell phone technology can be effective
in reducing shirking for individuals such as agricultural extension agents whose job requires
them to visit farmers who live out in rural areas, often quite far from the local agricultural
ministry offices in town.

3.2 Background
Agricultural extension services in Paraguay are centered around the Ministry of Agriculture
based in Asunción. Below the central ministry are 19 Centros de Desarrollo Agropecuario
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(CDAs, which exist at the department level, similar to a state in the United States) and
below the CDA level there are 182 Agencias Locales de Asistencia Técnica (ALATs, which
are at the municipality level, similar to a county in the United States). The Paraguayan
Ministry of Agriculture has close to 1000 agricultural extension agents working within ALATs
spread across four main agencies. We work with the biggest of these agencies, Dirección de
Extensión Agraria (DEAg).

The main job of extension agents is to help farmers access institutional services that will
help them improve their production. The goal is to increase farmers’ output directed both for
own consumption as well as the market. Another goal is to increase farmers’ connection to,
and participation in, markets. The official thematic areas are soil improvement, food security,
product diversification, marketing, improving quality of life, and institutional strengthening.
Much of what extension agents do resembles the role of middlemen, connecting farmers with
cooperatives, private enterprises, and specialists. Extension occurs both one-on-one and in
group meetings. Extension agents conduct farm visits in which agricultural problems are
diagnosed and addressed. Group meetings are used to lead demonstrations or talk about
technical topics. AEAs also organize farmer field trips. Each extension agent is assigned to
work with approximately 80 producers. Extension agents do not usually offer free goods or
services to farmers. Although the headquarters for extension agents are in towns, most of
their daily work involves driving out to visit farmers in the rural areas where these farmers
live and work. Extension agents come from a variety of backgrounds including agricultural
sciences, veterinary sciences, nutrition, law, and teaching.

Within every ALAT there is a supervisor who, in addition to working with his own
farmers, must also monitor the other extension agents working in the ALAT. We will refer
to individuals who work purely as agricultural extension agents as ‘AEAs.’ By this definition,
DEAg has over 200 AEAs working within the organization at any time.

In June 2014, the Ministry of Planning, in association with the Ministry of Agriculture,
decided to provide AEAs with GPS-enabled cell phones. While all AEAs already owned
their own personal cell phones, these were not necessarily meant for work, and AEAs would
have to pay to make calls or send messages on their personal phone. This initiative had
several objectives. One was to improve coordination and communication between the AEAs
and their supervisors. For example, it would give the AEA a mechanism to take a picture
of a farmers’ crop which was suffering from some pest, circulate it, and get a response for
the farmer of how to deal with that pest. But crucially, it would allow the supervisors to see
where AEAs were at all times, how long they spent in each place, and what they did there
(since the AEA is supposed to document every meeting in which he participates). AEAs
can submit reports and review reports they have already submitted through the phone.
Supervisors can view reports submitted by all the AEAs they oversee.

In the terms of the hierarchical agency model we lay out in the next section, we view the
ministerial leadership introducing the new technology as the principal, we will refer to the
ALAT-level supervisors as “supervisors,” and the AEAs as the “agents.”
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3.3 Model
Consider a hierarchy composed by a principal, a supervisor, and a continuum of agents with
mass 1. The supervisor is responsible for monitoring the agents. In such a hierarchy there are
two possible agency problems: that between the agent and his supervisor and that between
the supervisor and the principal. We will focus mainly on the problem between agent and
supervisor, and analyze how it changes when the agents are placed under a new monitoring
technology. The question will be whether the principal can obtain better results by relying
on supervisors in deciding how to deploy the technology.

Agents and monitoring Each agent caters to a mass 1 of farmers. A visit by an agent
i yields a constant benefit B to each farmer. Agents receive a wage w and choose a share
si ∈ [0, 1] of farmers to visit. The agent obtains an intrinsic motivation misi from visiting
a share si of farmers, but also incurs a cost aisi + bi

s2
i

2 . The share si is a measure of agent
effort, and because it directly constitutes a measure of service provision (visits to farmers),
the principal cares about it. From now on, we will refer to si as effort and assume that it is
noncontractible.

The supervisor operates a monitoring technology such that with probability qi ∈ (0, 1),
she learns si and reprimands the agent in proportion to the amount by which his effort
falls short, 1 − si. The agent gets a disutility from being reprimanded equal to (1 − si)ri,
with ri > 0.2 While monitoring allows the supervisor to obtain information about the
agent’s effort, it can potentially weaken intrinsic motivation. When monitored, the intrinsic
motivation payoff of agent i becomes (mi − gi)si, which is potentially negative. It reflects
the fact that agents may feel aggrieved to an extent gi ≥ 0 when under close supervision. In
sum, wages and effort costs accrue to the agent regardless of supervision, while reprimand
and intrinsic motivation payoffs accrue in relation to monitoring intensity qi. Thus, agent i
can be seen to maximize utility,

ui (si) = w − aisi − bi
s2
i

2 + qi [(mi − gi) si − (1− si) ri] + (1− qi)misi,

or, collecting terms,
ui (si) = ωi + µisi − bi

s2
i

2 + qisiρi,

where ωi ≡ w−riqi, µi ≡ mi−ai, ρi ≡ ri−gi. Agent i chooses the share si of farmers to visit
to maximize utility ui(si), and he does so after learning the level of monitoring intensity qi

2Alternatively, one may assume that the supervisor draws a farmer at random, and finds he has not been
visited with probability 1−si, in the event of which she proceeds to reprimand the agent with a fixed intensity
ri. It is also possible to extend the model to make qi a function of monitoring effort by the supervisor. The
choice of monitoring effort remains unmodeled here, in order to stick with the simplest formulation that will
deliver the results of interest. Such an extension could also involve an agency problem in the supervisor’s
choice of monitoring effort without affecting the essence of our results. The only tension between supervisor
and principal that may arise in our simpler setting relates to the deployment of the monitoring technology
to be described below.
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he is under. Because ui(si) is concave, agent i’s optimal effort is s∗i (qi) = max
{

0, qiρi+µi
bi

}
.

Since bi only affects effort through ratios involving ρi and µi, parameters that can be scaled
arbitrarily, we normalize bi = 1, yielding,

s∗i (qi) = max {0,min {qiρi + µi, 1}} . (3.1)

The term µi – a proxy for net-of-cost intrinsic motivation – is individual-specific and for
some agents potentially negative. Even more important for our purposes, the term ρi,
which captures both the agent’s distaste for being reprimanded (which raises effort) and his
resentment at being monitored (which lowers effort) is also potentially negative for some
agents. We will assume ρi to be drawn from a continuous distribution F (ρi) over a support
[ρl, ρh], where ρh > 0 but ρl is potentially negative.

New technology and treatment effects We assume that qi can take one of two levels
{ql, qh} ∈ (0, 1), with qh ≡ ql + ti∆q , ∆q > 0, where ql denotes a status quo level of
monitoring, and ti ∈ {0, 1} reflects whether agent i is “treated” with a new monitoring
technology.3 In order to characterize treatment effects neatly and avoid awkward truncation
issues, in what follows we will assume that min{qhρl, qlρl}+µi > 0 and qhρh +µi < 1, which
guarantees interior solutions for si.

While µi and ρi both affect the level of effort, only ρi affects the response of effort to
a change in monitoring technology. Thus, in the remainder of this section we will refer
to different levels of ρ as agents’ “types.” Under increased monitoring, an agent of type
ρ increases his effort by ρ∆q ≡ T (ρ), which captures the treatment impact of the new
technology for that agent. Note that since ρl can be negative, T (ρ) can be negative for some
types. To deploy the new monitoring technology on any given agent costs an amount c per
agent. If the new technology is deployed over all agents, then all agents are “treated.” Given
a continuum of agents, the total (and average) treatment impact is

∫ ρh
ρl
T (ρ)f(ρ)dρ, achieved

at a total (and average) cost c. If the new technology is deployed on all agents with type
above some level k, the total treatment impact over all agents is

∫ ρh
k T (ρ)f(ρ)dρ, achieved at

total cost c(1−F (k)). Note that our definition of the total treatment abstracts from spillover
effects across agents. These effects could be modeled, but as we report below we do not find
evidence of spillover effects. Thus, we keep the theory consistent with our empirical approach
to measuring marginal treatment effects, which will likewise abstract from spillovers.

Inspection of the expression for the treatment impact
∫ ρh
ρl
T (ρ)f(ρ)dρ yields the following:

Remark 1. If ρl ≥ 0, the total (and average) treatment impact is guaranteed to be positive.
If ρl < 0, the total (and average) treatment impact is positive if and only if, given ∆q, the
density f(·) places enough weight on positive types.

This remark highlights the conditions under which a new technology rolled out to all
agents (or a representative sample of them) would yield positive results when assessed

3Here we assume treatment only affects the agent’s problem by raising monitoring intensity, although
it could in principle also affect µi via the agent’s cost ai. This is plausible as some technologies, like GPS
phones, can be productivity-enhancing. However, as we will show later, the data do not support that
possibility.
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through a standard impact evaluation that estimates average treatment effects. In addi-
tion, the definition of T (ρi) implies that equilibrium agent effort s∗i (weakly) increases in
monitoring technology qi for all agents with ρi > 0, and an improvement in monitoring
technology (an increase in qi) has a more positive effect on the effort of agents with a higher
type ρi.

The value of information and optimal decentralization To isolate a central ad-
vantage of decentralization, we assume that the principal knows the distribution of types
F (ρ), but does not know the type of any specific agent. The supervisor, in contrast, knows
both F (ρ) and agents’ individual types – this constitutes the information advantage of the
supervisor vis-a-vis the principal. Both principal and supervisor know all other model para-
meters. The thought experiment of interest is whether, given a new monitoring technology,
the principal would want to delegate to supervisors the choice of which agents to treat.

Centralization We take a centralized regime to be one in which the principal makes
all decisions without any further input beyond what she already knows, namely F (ρ).4 Thus,
she can only make a general decision about whether to adopt the new technology or not and
cannot determine whether any one agent is more profitably treated than another. We denote
the scale of adoption with m (for the measure of the treated, not to be confused with the
individual-specific intrinsic motivation mi used earlier). If roll-out has scale m, and treated
agents are selected at random, the total treatment impact will be m

∫ ρh
ρl
T (ρ)f(ρ)dρ, which

increases linearly in m as illustrated by the strictly increasing diagonal line in Figure 3.1
depicting the impact of random treatment assignment. The cost will be mc. The principal
will adopt whenever

∫ ρh
ρl
T (ρ)f(ρ)dρ ≥ c (breaking indifference in favor of adoption), i.e.,

whenever the average treatment effect of the new technology is larger than its marginal and
average cost. If this condition is met, a roll-out at 100% would produce a total treatment
impact equal to the average treatment effect, recommending not only adoption, but also
adoption at full scale.

Decentralization In the decentralized regime, the principal can pay a cost d ≥ 0 to
delegate to the supervisor the decision over which agents to place under the new monitoring
technology.5 For simplicity, we focus on a well-meaning supervisor who deploys the new

4We equate centralization with a regime where the principal makes all decisions based upon her own
information, and decentralization to one where the principal delegates decisions to supervisors, or, equiva-
lently, one where supervisors submit information that mechanically drives the principal’s decisions. Thus,
we abstract from the interesting distinctions made by Dessein (2002) between delegation and strategic com-
munication.

5The delegation cost can arise due to the need to transfer certain administration means to the supervisor
or from establishing additional communication and administration channels to track the supervisor’s recom-
mendations and/or technology deployment decisions. In some empirical settings, like the one discussed in
the introduction on screening candidates for income support, the costs of decentralization are fixed and likely
large. The reason is that identifying the best units to treat–even if they are just a few–may require deploying
a nation-wide organizational operation. In other settings costs may be small, and in others even negative,
since centralization may at times be costlier. In the latter cases, there will be no tension – decentralization is
both informationally advantageous and cheaper – and therefore of less analytical interest to us. In the case
in which decentralization costs are variable rather than fixed there will be quantitative differences in terms
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technology to maximize agent output. Our empirical approach allows for potential supervisor
bias. If the marginal cost of the new technology is lower than the treatment effect for the type
with highest type ρh, a benevolent supervisor will place agents under the new monitoring
system starting from the highest type ρh and work downwards. How far down he goes
depends on the scale of roll-out for the new technology. If the supervisor chooses which
agents to treat but the scale of roll-out is fixed, he will choose the highest types to fill the
quota. Thus, if the supervisor is told to place a share m of agents under the new technology,
he will treat every agent with type ρ ∈ [ρm ≡ F−1(1−m), ρh]. This implies,

Remark 2. If supervisors know agents’ types and assign treatment with a benevolent intent
to maximize visits to farmers, treatment effects on agents selected by supervisors will be
higher than treatment effects on agents selected at random.

If, against our assumptions, the supervisor is not well informed, then the treatment
effects among agents selected by the supervisor could be similar to those among agents
selected at random. If the supervisor has mistaken views or is not benevolent, treatment
effects among agents selected by him could be even lower than among those selected at
random: a supervisor who ranks types to be treated in an inverse way (i.e., starting with ρl
and working upwards) would in fact minimize the impact of technology adoption.

Returning to the case of an informed and benevolent supervisor, it is helpful to consider
the situation in which the supervisor also has control over the scale of adoption. In this
situation, she will choose the lowest treated type k to maximize,∫ ρh

k
T (ρ)f(ρ)dρ− c(1− F (k)),

which yields T (k∗) = c. In words, the supervisor will choose to treat every agent down to a
type k∗ whose marginal treatment effect from the new technology equals the marginal cost.

Optimal decentralization Consider the case where the supervisor, under decen-
tralization, has authority over the selection of agents to be treated but not over the scale of
technology adoption.6 Given a scale of adoption m, the principal will choose to decentralize
if and only if

∫ ρh
ρm
T (ρ)f(ρ)dρ− cm− d ≥

(∫ ρh
ρl
T (ρ) f(ρ)dρ− c

)
m, or equivalently, iff,

ι (m) ≡
∫ ρh

F−1(1−m)
T (ρ)f(ρ)dρ−m

∫ ρh

ρl

T (ρ)f(ρ)dρ ≥ d, (3.2)

where ι (m), graphed in the bottom panel of Figure 3.1, captures the informational gain from
decentralization. This gain is the difference between the total treatment effect that can be
attained through the centralized and decentralized approaches.
of the roll-out rates that make centralization preferred to decentralization, but the basic point will remain
that marginal treatment effects and roll-out rates matter.

6A realistic example fitting our empirical setting is when a new technology is acquired by government
and is made available to an agency in a fixed amount.
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Note that when m = 0 and ρm = ρh, the marginal gain from expanding roll-out under the
decentralized scheme is at a maximum since the supervisor would treat the most responsive
agent first. But because the new technology would be applied to very few agents, the value
of the informational gain from decentralization is zero and does not justify paying a fixed
positive cost d to decentralize. On the other extreme, where m = 1 and ρm = ρl, the
difference in value again goes to zero because the advantage of treating the more responsive
agents first is completely diluted. Since all agents will be treated, there is no need to
decentralize.

For every value of m strictly between 0 and 1, the total treatment effect attained by a
supervisor who treats the most responsive agents first is larger than that which can be attai-
ned by assigning treatment at random. As illustrated in Figure 3.1, the value of information
ι (m) is decreasing in m near m = 1 (or, equivalently, increasing in ρm near ρl). This is true
up to a type ρ̄ for whom the marginal treatment effect T (ρ̄) is equal to the average treatment
effect T̄ ≡

∫ ρh
ρl
T (ρ)f(ρ)dρ.7 The value of information ι (m) then increases in m as m appro-

aches 0 (or equivalently decreases in ρm as ρm approaches ρh). Given these considerations,
and recalling continuity of F , standard intermediate value theorem arguments imply:

Proposition 1. (i) If 0 < ι (ρ̄) < d, then decentralization is never optimal and if d =
0, decentralization is always optimal. (ii) If 0 < d < ι (ρ̄), there exist two values m′ <
m′′ in [0, 1] such that for any scale of roll-out of the new technology m ∈ [m′,m′′] the
principal prefers decentralization to centralization; whereas for m /∈ [m′,m′′], centralization
is preferred.

This proposition establishes that the case for decentralization rests on the value of its
informational gain relative to its cost, which in turn depends crucially on the scale at which
the new technology is to be adopted.

According to our model, there are interventions which can never yield positive value
if implemented centrally and/or fully, but could deliver value if implemented in a de-
centralized manner with a limited roll-out. To see this, suppose an intervention satisfies∫ ρh
ρl
T (ρ)f(ρ)dρ < c, yielding an average treatment impact below marginal and average cost,

so adoption at a 100% scale would yield a loss. But suppose also that treatment impact is
larger than cost for a set of highest types, so that T (ρ) > c for all types in ρ ∈ (ρ′, ρh], with
T (ρ′) = c, and that

∫ ρh
ρ′ T (ρ)f(ρ)dρ > c(1−F (ρ′)) +d. In other words, there is a set of types

for whom treatment effects are larger than the marginal cost by more than the cost of de-
centralization. In this situation, the principal would gain by delegating to the supervisor the
adoption decision if the latter will treat only those types in (ρ′, ρh]. This suggests that im-
pact evaluation should not abstract from the extent of roll-out and its implementation mode,
i.e., centralization versus decentralization, since the implementation mode affects who gets
treated. In other words, determining whether a technology is valuable – presumably the
ultimate goal of an impact evaluation – requires assessing the likely total treatment impact
under different roll-out extents under both the centralized and decentralized approaches.

7Differentiating ι (m) we get
(
T (ρm)− T̄

)
f(ρm), where f(·) > 0.
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Our empirical study will investigate three claims stemming from the two remarks and
proposition derived in this section. First, does the intervention at hand deliver a positive tre-
atment impact on average? Second, do supervisors have valuable knowledge (net of potential
limitations in benevolence) about which agents ought to be treated given partial roll-out?
If so, we should observe treatment effects among those selected by supervisors to be larger
than among agents who were selected into treatment at random. Third, could the scale of
roll-out alter the relative advantage of decentralization vs centralization? Answering these
questions will require developing a method for ascertaining the marginal treatment impact
on different types of agents while characterizing centralization approaches with varying levels
of information.

3.4 Research Design
Our experiment was conducted on 180 local technical assistance agencies (ALATs, Agencia
Local de Asistencia Técnica). On average, each ALAT consists of a supervisor and three
agricultural extension agents (AEAs). Many ALATs have a single AEA, but 48 ALATs have
at least 2 AEAs. We asked the supervisors of the latter group to indicate which half of
her AEAs should receive the phones first given the program’s objective to increase worker
performance. We refer to these AEAs as “selected.” AEAs were not told that their supervisor
was asked to make such a decision, and were not told who was selected. These 48 ALATs
were then randomly assigned into three groups according to how and when the agents would
receive their phones.

The main group of ALATs is in cells A, B, C, and D in Figure 3.2. The ALATs in
cells B and D (a quarter of the ALATs), serve as the treatment group. In these ALATs all
AEAs, both selected and non-selected, received the GPS-enabled cell phone which increased
monitoring. The ALATs in cells A and C, (half of the ALATs), serve as our control group
as no AEAs received the phones in these groups. The average difference in performance
between AEAs in cells B and D and AEAs in cells A and C estimates the average impact
of treatment. And, the difference-in-differences computed as the performance by AEAs in
cells (B − A)− (D − C) estimates whether the impact on selected AEAs is larger than the
impact on non-selected AEAs. This difference-in-differences allows us to determine whether
supervisors had valuable information on how to direct treatment. A third group of ALATs
(cells E and F ) received partial treatment. Only those AEAs who had been selected by their
supervisors for treatment were treated immediately (cell E). This design helped make the
elicitation of supervisors’ preferences credible and relevant. Eight months after the delivery
of these phones, a second wave of phones were delivered to the non-selected AEAs in those
ALATs, group F .

The difference in performance between the AEAs in cell F and in cell C provides a test
of whether allocating phones to the selected AEAs can also affect the performance of non-
selected AEAs in the same ALAT. This would be the case if the supervisors also responded
to the treatment of those in cell E by monitoring more intensively the AEAs without the
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cell phone in cell F .

Taking the Theory to the Data
Recall that the performance of AEAs whenever interior is given by equation (3.1):

s∗i = qiρi + µi.

To operationalize this equation, recall that the level of monitoring for each AEA, qi, is a
function of the monitoring technology ti, according to the expression qi = ql + ∆qti where
ti takes a value of 0 when AEAs do not get a cell phone and 1 when they do. Because our
objective is to see AEAs respond to exogenous changes in monitoring qi, we normalize ql = 0
and can rewrite the expected disutility of being reprimanded (net of monitoring grievance)
to be qiρi = βiti, where βi = ∆qρi.

The central goal of our approach is to model various selection criteria and estimate
the marginal treatment effects under each criterion for varying levels of roll-out. A key
element in this approach will be to consider different degrees of observability of the individual
parameters (µi, βi), in an individual AEA’s effort function in equation s∗i = µi + βiti. In
particular, we will map these parameters into a vector of fixed characteristics (X i) and two
independently random characteristics (εi, ηi), to write: µi(X i, εi) and βi(X i, ηi), so that,

s∗i = µi(X i, εi) + βi(X i, ηi)ti. (3.3)

While the vector X i may be observable to both the principal and supervisor, the elements
(εi, ηi), may only be partially observed by the supervisor.

Average treatment effect We can estimate the average treatment impact of the cell
phone on effort by imposing some familiar (but mild) structure on individual parametric
heterogeneity as follows: µi = µ′X i + εi and βi = β0. An individual AEA’s effort function
becomes

s∗i = µ′X i + β0ti + εi, (3.4)
where s∗i measures the share of farmers AEA i visited in the past week. The coefficient β0
provides a causal estimate of the difference in performance between AEAs in both treated
cells B and D relative to AEAs in the control cells A and C. Thus, the first theoretical claim
that the intervention yields positive value is captured by contrasting the null hypothesis of
β0 = 0 against the alternative that β0 > 0.

Given our research design, we cluster the standard errors at the ALAT level and also
report p-values based on a score bootstrap procedure procedure to account for the fact that
we have relatively few clusters (Kline & Santos, 2012; Wu, 1986) as well as randomization
inference p-values. In estimating equation (3.3), we can also include the single AEA ALATs,
which were assigned phones at random. In this randomization, one-third of AEAs initially
received a phone, with two-thirds serving as a control. When including these ALATs, the
vector X i contains an indicator for whether or not the ALAT has a single AEA.
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Average treatment effect by supervisor’s choice To test whether supervisors are
able to select those AEAs whose effort would most increase when monitored, we can simply
re-parameterize βi = β0 + β1D

S
i , where DS

i is an indicator for whether AEA i was selected
to receive a phone. Equation (3.3) then becomes

s∗i = µ′X i + β0ti + β1(DS
i × ti) + εi, (3.5)

where included within the vector X i is the indicator DS
i . With this specification, we can

compare the difference in performance between selected AEAs in the treatment and control
groups (cells B−A) net of the difference in non-selected AEAs in the treatment and control
group (cells D−C). Thus, the second theoretical claim that supervisors have valuable infor-
mation about which AEAs should be targeted is captured by contrasting the null hypothesis
β1 = 0 against the alternative β1 > 0. We directly observe s∗i and can thus estimate µ′ and
β = (β0, β1) via ordinary least squares since ti is randomly assigned. This is because the
supervisor’s selection DS

i is elicited in a way that does not affect treatment assignment in
cells A, B, C, and D.

Estimating the Marginal Treatment Effects of the Program
A strictly positive value for β1 in estimating equation (3.5) is a necessary condition for
a decentralized approach to be preferred, but it is not a sufficient condition. Two other
considerations are pertinent. First, is the value β1 large enough to justify paying the cost d
of decentralization? Second, what would the average treatment effect be at scales other than
50 percent? We asked supervisors to select half of their AEAs but this pilot implementation
does not directly tell us what β1 would be at different selection shares. In this section we
develop a method for tracing out the impact for all possible roll-out scales under different
implementation regimes that vary the degree of informational advantage associated with
decentralization.

Marginal treatment effects under different selection models

In order to lay out the main intuitions surrounding the value of decentralization, our theory
considered the stark contrast between a totally uninformed principal and a fully informed,
benevolent supervisor. We will allow for intermediate cases in our empirical approach – the
econometric operationalization of the theory will in fact extend it in two directions. First,
we allow for supervisors to be less than fully benevolent. Second, we allow them to be less
than perfectly informed about the responsiveness of AEAs to treatment. In addition, this
framework will allow us to consider a principal who is partially informed.

Each organizational situation – decentralization or centralization under different infor-
mational capabilities of the principal – will be modeled as leading to the selection of AEAs
according to a suitably defined latent index model.

When we implement empirically the study of supervisors’ choices, how worthy of treat-
ment a particular AEA is in the eyes of the supervisor will be seen as a function of observables
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Xi and unobservables ui according to the function Γ′Xi + ui. In what follows we develop
some structure to link this empirical object to the theory.

In the case of decentralization, supervisors select AEAs according to some value they
perceive from treating supervisor i,

vi = βi(X i, ηi) + ψi(X i, ζi), (3.6)

where vi is AEA i’s desirability for selection as seen by the supervisor, βi(X i, ηi) represents
the heterogeneous effect of receiving the cell phone and ψi is a preference for treating AEA
i that depends on X i and an independent, idiosyncratic preference term ζi. A benevolent
supervisor would only select AEAs based on an index vi = βi(·). Thus, the additional term
ψi captures the potential non-benevolence of the supervisor. In addition, supervisors may
not observe ηi perfectly but, instead, observe a signal θi = ηi+ ξi, where ξi ∼ Fξ(·) is a white
noise (hence mean zero) term; as the variance of ξi goes to zero, the supervisor gets closer to
being perfectly informed. Given the random element (ξ), the supervisor faces uncertainty. A
risk neutral supervisor will assign monitoring technology to AEAs depending on the expected
value E{vi|X i, θi, ζi}. The expectation is taken over ξ, and conditional on ζ, since to the
supervisor the former represents noise while the latter may capture preferences.

Given a selection criterion (such as vi), and a well-defined measure of diversity across
AEAs as given by a joint distribution over (X i, θi, ζi), it is possible for the supervisor to
rank order all AEAs according to the value E{vi|X i, θi, ζi}, with minimum element Ev and
maximum element Ev. We assume there is enough variation that the rank order is strictly
monotonic. Therefore, any roll-out of scale m under a selection criterion based on vi implies
treating all AEAs who satisfy E{vi|X i, θi, ζi} ≥ cp(m), where cp(m) is a putative cost (hence
the subscript). This cost is putative in the sense that it is the cost of treatment that the
supervisor would have to perceive in order to decide to treat a share m of AEAs. Thus,
cp(m) satisfies dcp

dm
< 0, limm→0 cp(m) = Ev, and limm→1 cp(m) = Ev. These conditions say

that for the supervisor to want to treat more AEAs, the putative cost of treatment must be
lower; for the supervisor to treat no AEAs, the putative marginal cost of treating a single
AEA must exceed the benefit of treating the most valuable AEA; and that for the supervisor
to treat all AEAs, the expected desirability of treating the least valuable AEA must cover
the putative cost. When E{vi|X i, θi, ζi} ≥ cp(m) is true, the selection indicator denoted by
DM
i (X i, θi, ζi, cp) takes the value 1, and 0 otherwise.
The fundamental difference between X i and ηi is that elements in the vector X i are po-

tentially observable by a sophisticated principal who can gather and analyze data. Elements
in X i could contain AEA-related demographic and psychometric data. The term ηi is fully
unobservable to the principal, and can potentially be known only to a supervisor who esta-
blishes a more personal connection with the AEA. Thus, decentralization has two potential
informational advantages: supervisors may (or may not) know and use data on X i better
than the principal, and they are the only ones who can potentially know something about
ηi. To the extent that ηi enters the function βi(.) the supervisor will have an unassailable
informational advantage over the principal.
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To make further progress, we need to parameterize the dependence of µi(·) , βi(·), and
ψi(·) on X i. We parameterize each of these linearly. Slightly abusing notation, and an-
ticipating our assumption that η is mean zero, we can re-write equations (3.3) and (3.6)
respectively as,

s∗i = (µ′X i + εi)︸ ︷︷ ︸
µi(·)

+ (β′X i + ηi)︸ ︷︷ ︸
βi(·)

ti

= µ′X i + (β′X i)× ti + εi + ηi × ti. (3.7)

and
vi = (β′X i + ηi)︸ ︷︷ ︸

βi(·)

+ (ψ′X i + ζi)︸ ︷︷ ︸
ψi(·)

. (3.8)

Effects under an uninformed principal An uninformed principal knows nothing about
individual values of βi, so she can only select which AEAs should be placed under the new
technology at random. Using equation (3.7), given a scale of roll-out m (the share of AEAs
to be treated), the total treatment effect on expected performance is∫

Xi

((Eε,η(s∗|t = 1,X i)− Eε,η(s∗|t = 0,X i))m)dΞ(X i) = mβ′X̄,

where Ξ is a cumulative distribution function describing variation in the vector X, which
is unobservable to a fully uninformed principal. This equation says that if no AEAs are
treated, the total gains are zero. If all AEAs are treated, the total gains are equal to the
average treatment effect of the intervention. If a partial measure m ∈ (0, 1) is treated, the
total gains are proportional to roll-out m, and the marginal impact of enhancing roll-out is
always the average impact β′X̄.

Effects under decentralization A supervisor observes each AEA’s characteristics
(X i, θi, ζi), and selects AEAs to treat according to the value of the expected index
E{vi|X i, θi, ζi} as given by,

E{vi|X i, θi, ζi} = (β′X i + E{ηi|X i, θi})︸ ︷︷ ︸
E{βi(·)|θi,Xi}

+ (ψ′X i + ζi)︸ ︷︷ ︸
ψi(·)

= (β′ +ψ′)︸ ︷︷ ︸
Γ′

Xi + (E{η|X i, θi, ζi}+ ζi)︸ ︷︷ ︸
ui

. (3.9)

This equation is important for our linking the theory with the empirics of AEA se-
lection by supervisors. The AEA observables in Xi matter both because they affect response
to treatment (through β′, as in the theory), but also because supervisors may have bia-
ses (through ψ′). Unobservables in ui may also reflect components that affect response to
treatment (through η) and biases (through ζ).
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A key hurdle is that we do not have a direct measure of E{vi|X i, θi, ζi}, but we only
observe the supervisor selection decision DS

i . To recover Γ, we further assume that ηi,
ξi, and ζi are mean zero, normally distributed random variables with variances σ2

η, σ2
ξ ,

and σ2
ζ , respectively. Given all of these distributional assumptions, the variable ui can be

characterized as drawn from Φ, a cumulative Normal (0, σ2
u = σ2

η

σ2
η+σ2

ξ
σ2
η +σ2

ζ ) (this stems from
the fact that the supervisor is Bayesian and updates her expectation of η upon observing θ).
This, in turn, implies that DS

i takes the familiar form of a probit model:8

Pr{DS
i = 1|X i} = Φ

( 1
σu

(Γ′X i − cp(m))
)

Under these assumptions, standard arguments yield E{ηi|ui} = σηu
σ2
u
ui, where σηu =(

σ2
η

σ2
η+σ2

ξ
σ2
η

)
. It follows that E{ηi|DS

i ,X i,m} = σηu
σu

φ( 1
σu

(Γ′Xi−cp(m)))
DSi −Φ( 1

σu
(Γ′Xi−cp(m))) ≡

σηu
σu
λ(DS

i , Xi,m).
Using these expressions after taking conditional expectations in equation (3.7), we get 9

E{s∗i |X i, D
S
i , ti,m} = µ′X i + (β′X i)× ti + E{εi|Xi, D

S
i }+ E{ηi|Xi, D

S
i ,m} × ti

= µ′X i + (β′X i)× ti + σηu
σu

λ(DS
i , Xi,m)× ti. (3.10)

Note that εi and ηi are independent of X i by definition and independent of ti by way of the
randomized experiment. Thus we can estimate equation (3.10) via a two-step procedure using
OLS. The first step allows us to estimate the selection model that will yield λ(DS

i , Xi,m)
and the second step yields estimates for the coefficients in equation (3.10).

Equation (3.10) is the crucial resource to estimate the marginal treatment impact of the
intervention under different scenarios of decentralization and informational advantage. To
see this, consider first the simplest case where neither the principal nor the supervisor can
observe any AEA traits so the vector X i is constant. The expected index on which the
supervisor selects is E{vi|θi, ζi} = E{η|θi, ζi}+ ζi = ui. Given the 50 percent roll-out in the
experiment, we know that under decentralization, the total treatment impact of 50 percent
roll-out is β0 + β1 from OLS estimation of equation (3.5). In order to trace the marginal
treatment impact at any other roll-out m, we only need to consult the value of ui at the m
percentile in the Normal distribution of ui.10 Thus, it is possible to trace the total treatment
gain from following the supervisor’s selection criterion for all m.

As the expression E{η|θi, ζi}+ ζi = ui makes clear, we cannot tell whether a supervisor’s
selection is due to information on unobservables that affect true responsiveness to treatment

8In our estimation, cp is not separately identified from the constant vector in Xi and thus we normalize
it to zero. We revisit cp in section 3.7.

9We do not impose any restrictions on ui and εi and so also include λ(Di, Xi,m) as a main effect without
any interaction with ti. This parameter (along with µ) is not of direct interest to us and is not required for
identification, but may improve the efficiency of the other estimates.

10We do not recover separate values for σu and ση, since all parameters are scaled by σu in the probit
regression.
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(η) as opposed to unobservables that make the supervisor select an AEA for other reasons
(ζ). But if β1 > 0 we know the supervisor gets a precise enough signal on η, and places
enough weight on it, so that even if she is biased in her choices, her selection yields higher
treatment impact than selecting the AEAs at random.

In most situations, supervisors will know characteristics of their AEAs, and so the ex-
pected index E{vi|X i, θi, ζi} on which supervisors select will indeed be a function of X i. In
this situation, each expansion of roll-out will imply extending treatment to new AEA types,
where the type space as seen by the supervisor is some unidimensional path in a higher
dimensional space of traits X i and the supervisor-only observed ui. The analyst does not
observe ui, but can form an expectation of it conditional on an AEA with traits X i being
selected. Knowing traits X i and a conditional expectation on ui for an AEA being selected
at a given level of roll-out, equation (3.10) delivers the treatment impact. Thus, it is possible
to derive the total treatment gain from following the supervisor’s selection criterion for all
m.

Further uses of the model: evaluating supervisors, and the potential for so-
phisticated centralization We have now described ways to obtain marginal treatment
impacts at varying roll-outs for the cases of an uninformed centralized principal and an in-
formed supervisor. But the selection model laid out in this section can be put to other uses.
First, it is possible to evaluate the supervisors in a more complete way than simply saying
whether they have an informational advantage over the principal. We can ask the extent to
which their advantage is related to their knowledge of elements that are potentially observa-
ble to the principal (X i) versus things the principal cannot expect to learn (η). Moreover,
the analyst can econometrically evaluate the extent to which supervisors make optimal use
of observable data in X i.

Second, with gains in the ability to gather and process data, a principal could learn
some traits of her AEAs, captured by X i. This opens up consideration to a new class of
counterfactuals, with a natural one involving the marginal treatment impact for varying m
for a decision maker that knows X i but does not observe θi. Thus, we can ask whether
a sophisticated centralized principal can emulate or surpass the performance of supervisors
despite her informational disadvantage. We perform these exercises in Section 3.7.

Discussion We have presented a heterogeneous treatment effect model where supervis-
ors have private information about the treatment effects. Equation (3.10) shares the same
functional form as the “Heckit” selection model. However, in most settings where the Heckit
is applied, ti = DS

i . In settings that mirror ours where DS
i is assigned according to εi or ηi,

inclusion of the λ(·) control function in estimation is required for identification because of
non-random censoring of potential outcomes, the raison d’etre for the literature on selection
correction. However, control functions require credible instruments; without an instrumental
variable that could be excluded from one equation or the other, if one instead assumed a
uniform distribution for ui and then used OLS in the first stage for DS

i ), λ(·) would be colli-
near with the vector Xi (Olsen, 1980). Even in contexts where there are credible instruments
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that generate experimental variation, selection models have been used to extrapolate tre-
atment effect heterogeneity among never-takers and always-takers from instrument-implied
local average treatment effects (Heckman & Vytlacil, 2005; Kline & Walters, 2019).

In our context, however, ti is independently and randomly assigned, and not equal to
DS
i . While supervisor preferences are elicited, they are not used to determine assignment in

our main sample. This means that we neither have censored potential outcomes nor always-
takers and never-takers. Instead, we have a randomized experiment with full compliance as
well as information about supervisor preferences that were not implemented, and so we are
able to credibly estimate treatment effects along the full distribution of ηi, an exercise that
requires no extrapolation. Because we observe treatment effects for non-selected AEAs (i.e.,
those with DS

i = 0), even if misspecified, λ(DS
i , Xi) is just a transformation of DS

i and Xi ,
and with inclusion of controls, its independent variation is driven primarily by DS

i .11

3.5 Data
We collected two main sources of data. The first is a survey of AEAs. Each AEA and su-
pervisor independently filled out answers on a paper questionnaire with survey enumerators
available to answer any questions. The survey contains questions regarding the AEAs’ de-
mographics and work history, the digit span test measuring cognitive ability, and the Big-5
inventory (John, Naumann, & Soto, 2008). We combine this five-dimensional inventory into
two higher-order personality traits called stability and plasticity. Stability combines neu-
roticism, agreeableness, and conscientiousness and therefore keeps track of traits that have
been found to predict earnings and job attainment, such as the tendency to remain emoti-
onally stable and motivated and be organized and thorough. Plasticity, which aggregates
extraversion and openness, is a measure of a person’s gregariousness and openness to new
experiences. These two meta-traits tend to account for much of the shared variance among
the lower order dimensions (DeYoung, 2006).

The second source of data we have is two rounds of farmer phone surveys. We called
farmers who were beneficiaries of the AEAs and asked questions about their interactions
with the AEAs such as how often they saw the AEA and how satisfied they were with his
work.

The timeline of events is as follows. In March of 2014, the ALAT-level supervisors chose
which AEAs they would like to prioritize for receiving a phone with the objective of expanding
effort in service to farmers. The first round of phones was distributed to the AEAs between
April 30, 2014 and July 16, 2014. Individuals from the central ministry office traveled across
the country to meet with the AEAs who were scheduled to receive phones, distribute the

11Thus, if one wanted to stick with OLS in the first stage rather than a Probit, while continuing to assume
a linear conditional expectation function E{ηi|ui} ∝ ui, the coefficient on λ(·) in the second stage would be
numerically equivalent to estimating an OLS regression in one step with DS

i

2 in place of λ(·). This is a result
that follows immediately from the Frisch-Waugh theorem. Its unique role in our context derives from its
tagging supervisors’ choices so that it may reflect their perceptions of how AEAs respond to treatment.
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phones to them, and teach them how to use the phones. This process took over two months
because it involved 19 meetings spread across the country.

After the first round of phones was distributed, we conducted two types of data collection.
From July 7 through September 7, 2014 we conducted the first round of farmer phone surveys.
Additionally, during September 2014, we conducted the survey of all AEAs as well as their
supervisors. We treat AEA characteristics such as sex, age, years of education, and the
personality indices as being fixed and not affected by the roll-out of the phones. On the
other hand, we treat variables such as the AEAs’ perceptions of whether their supervisors
know where they are during the working week as potentially being affected by the roll-out
of the phones. In the control group, those ALATs where no AEAs received phones, these
responses should not be impacted by the roll-out of the phones.

After completing the first round of surveying, the second round of phones was distributed
between February 10 and March 13, 2015. We then conducted a second round of farmer
phone surveys between March 24 and May 7, 2015. The Ministry of Agriculture planned to
distribute phones to all AEAs who had not yet received one before the end of 2015 but in
the end did not do so.

The ministry did not give any phones to AEAs who were not on our randomized list.
There were a few cases in which phones broke down or sick AEAs were not able to pick up
their phones. For this reason we look at intent-to-treat (ITT) estimates using our initial
random assignment.

In early 2014, we were given full information, including job title, job location, and client
names and phone numbers for 368 agricultural extension agents - 139 supervisors and 229
AEAs. In late 2014, we were able to interview 301 of these – 119 supervisors and 182 AEAs.
We interviewed 79% of the AEAs in our original administrative data, 15% no longer worked
for DEAg, and 6% were absent the day of the surveying.

The job description of an AEA involves working with 80 farmers. Thus, it is no surprise
that the median AEA in our data listed the names of 80 farmers with whom he worked; the
mean of the distribution is 75 with a standard deviation of 26. The median AEA in our data
listed phone numbers for 78% of the farmers he served, while the mean share listed is 73%.
These numbers vary very little for AEAs versus supervisors.

In total, we called 2,635 farmers in the first round and 2,642 in the second round for the
182 AEAs who responded to the AEA survey.12 Of those, 68% led to completed surveys.13

Conditional on completing the survey, 70% of farmers confirmed that the AEA that had
12We conducted two rounds of farmer phone surveys, but we wanted to leave open the possibility of

conducting three rounds. For AEAs and supervisors in multi-AEA ALATs who listed 75 or more farmer
phone numbers, we randomly chose 75 farmers to call and then randomly divided them to call 25 farmers
in each of three rounds. For those who listed fewer than 75 farmer phone numbers, we randomly divided
their farmers into thirds to call in each of the three rounds. Similarly, for AEAs and supervisors in single-
AEA ALATs who listed 24 or more farmer phone numbers, we randomly chose 24 farmers to call and then
randomly divided them to call 8 farmers in each round. For those who listed fewer than 24 farmer phone
numbers, we randomly divided their farmers into thirds to call in each of the tree rounds.

13In 18% of cases, we reached voicemail on all five tries, 7% of cases were wrong numbers, 4% were out-of
service phone numbers, and 2% of farmers did not agree to complete the survey.
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provided their number worked with them and thus were asked more detailed questions about
their interaction with that AEA.14 This leads to 2,519 completed farmer phone surveys.

Table 3.1 presents sample means and a randomization check of the cellphone assignment
for various AEA characteristics. The table distinguishes between treated and control small
single-AEA ALATs (columns 1 and 2) and treated and control large multi-AEA ALATs
(columns 3 and 4). On average, AEAs are 37 years old, and 76% of them are male. The
AEAs were able to recall an average of 5.2 digits in the memory digit span test, which is a
commonly-used measure of cognitive ability.15 AEAs are also required to travel on average
12 kms to visit a given farmer. Overall the results in Table 3.1 suggest that the treatment,
which was randomized at the ALAT level, was done in a balanced way.

In Appendix Table B.1, we also check for balance on a set of ALAT-level characteristics
extracted from the population and agricultural censuses, as well as the 2013 presidential
elections. We look at 18 comparisons, and only one shows significant imbalance across
treatment and control. The results in the table again suggest that the randomization led
to balance across treatment and control. Across a different dimension, he most noticeable
difference between small and large ALATs is that large ALATs are located in districts with
larger populations, and a lower rural population share.

3.6 Results
In this section, we begin by estimating the impact of the cell phones on AEA performance.
According to the model, under certain conditions (cell phones improve monitoring and there
are sufficiently many AEAs who respond positively to it), the increase in monitoring induced
by the phones should boost the effort levels of the AEAs and thus increase the number of
farmers visited. Subsequently, we test whether the impact of cell phones was higher among
the AEAs who were selected by the supervisors, which would be the case if supervisors were
able and chose to target the AEAs with highest responsiveness to treatment. Next we look
for, but fail to find, evidence of spillovers and Hawthorne effects. Finally, we estimate hete-
rogeneous treatment effects, which we use to evaluate impacts under various counterfactual
scenarios with different scales of roll-out.

Increased Monitoring and Performance
As we discussed in Section 3.2, the primary task of an AEA is to visit farmers. In columns
(1) through (5) of Table 3.2, we estimate the impact of the phone on whether the farmer

14We first asked the farmers to talk about any AEAs with whom they worked and did not offer up the
name of the AEA we had on record for them. We only asked the farmer about the specific name we had on
record if either the farmer worked with an AEA whose name he couldn’t remember or if he did not list the
name of the AEA we had on record on his own.

15For the digit span test, the enumerator read out loud a random number that the AEA was then required
to recite back. The test began with a number that was two digits long and then increased incrementally in
the number of digits until the AEA could no longer recall a number correctly on both of two chances.
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reported having been visited by his AEA in the last week. In columns (1) through (3),
our estimation sample includes all AEAs in the small and large ALATs, excluding those
randomized into the partial treatment cells (cells E and F ). In column (1), we present the
estimates without any additional controls. In column (2), we add a set of basic controls (e.g.,
age and gender), and in column (3), we further augment the specification to include controls
measuring AEA personality type (e.g., Big 5 meta-traits and Digit Span). In column (4),
we re-estimate the specification presented in column (3), excluding the single-AEA ALATs.

We find that the increase in monitoring leads AEAs to visit their farmers more often.
They are approximately 6 percentage points more likely to have visited a given farmer in
the past week, which is an increase of 22% over the control group. As expected given the
random assignment, the estimated impact is robust across the various specifications, and
when we restrict the estimation to only multi-AEA ALATs, which will be our main sample
moving forward. The bottom row of the table shows randomization inference p-values which
help account for the small number of ALATs under study, and the coefficient on treatment
status retains its significance. Overall, the demographic and personality-based controls have
little predictive power.16

Supervisors are in charge of both supervising the AEAs in their ALAT as well as serving
their own farmers. In column (5), we test the impact of the phone on the visits to those
farmers who are served by a supervisor. We find a small and insignificant impact (point
estimate = -0.008; clustered standard error = 0.036). This suggests that the impact of
the phone is related to the greater monitoring ability it gives supervisors and not due to
productivity-enhancing functions of the phone (e.g., ease in communication), which would
have the same effect on both supervisors and AEAs. As a further check, AEAs were asked
whether they agreed with the statement that their supervisor usually knows where they are
during the work week. In column (6), we see that having a phone significantly increased the
extent to which AEAs agreed with this statement.

While the treatment led to more visits, this does not necessarily imply that the AEAs
are exerting more effort. AEAs could be making more visits but making them shorter. In
column (7), we test for this possibility but do not find evidence to support the idea. The
point estimate, which suggests that treated AEAs spend only 1.6 percent less time on each
visit, or approximately one and a half minutes, is small and statistically insignificant.

In Appendix Table B.2, we examine the effects of the treatment on other dimensions
of AEA performance. We consider four additional measures: 1) how satisfied the farmer
is with the AEA (1=very, 2=somewhat, 3=not at all); 2) an indicator for whether the
farmer thought the AEA conducted helpful training sessions; 3) an indicator for whether
the farmer did not find the AEA helpful at all; 4) and the first principal component for
the three measures, with higher values indicating worse performance. All four measures are
significantly correlated with AEA visits (see Appendix Table B.3). Farmers who receive
more visits from their AEAs are also more likely to think the AEA conducts helpful training

16In results not shown here we look separately at short-run versus long-run impacts of the phones, and
find that they are quite similar. The impact of the phones does not diminish over time.
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sessions, are more satisfied with their AEAs, and more likely to find the AEA helpful in
some way. In general, we find that the additional monitoring improved performance along
these dimensions as well, although the estimates are measured with less precision. Based on
our principal component measure, the treatment improved aggregate performance by 0.14
of a standard deviation (standard error = 0.07).

Do Supervisors Have Useful Information?
Recall that our model assumes AEAs differ in their responsiveness to enhanced monitoring
and that supervisors know this information. If supervisors wish to increase the number of
farmers visited, then when tasked with the responsibility of assigning increased monitoring,
they should target the AEAs for whom a larger increase in performance ought to be expected.
Our research design allows us to test this directly.

Prior to the randomization, supervisors identified which half of their AEAs they believed
should receive the phones. Given these selections, we test for the value of information using
a simple difference-in-differences estimator for our sample of large ALATs. We compare the
performance of AEAs who were selected and received the phone against those who were
selected but did not receive the phone, net of the difference in performance between those
who were not selected and received the phone against those who were not selected and did
not receive the phone (i.e., (B − A)− (D − C)).

From Table 3.3, we see that the effects of the phones on performance are entirely driven
by the effects on the AEAs prioritized to receive the phone prior to the randomization. These
AEAs increased the share of farmers visited in the last week by approximately 15 percentage
points. Compared to the prioritized AEAs in the control group, this effect represents a
substantial increase of 54 percent. From column (2), we also see that prioritized AEAs in
the control group are 3.3 percentage points less likely to have visited their farmers relative
to the non-selected. This potentially suggests that supervisors target the least productive
AEAs, although this difference is not statistically significant.

Spillover and Hawthorne Effects The theory we laid out in Section 3.3 assumes the
absence of spillovers across agents. An advantage of our experimental design is that we can
test this assumption directly. Recall from Figure 3.2 that for the ALATs assigned to the
50% coverage treatment, only the selected AEAs (cell E) received phones in the first wave.
Therefore we can test for the presence of spillover effects by comparing the performance of
the AEAs in cell F (i.e., non-selected AEAs who did not receive a cell phone but whose
selected coworkers did) to the AEAs in cell C (i.e., the non-selected in the control group
who, like their selected coworkers, did not receive a phone).

We do this in column (5) of Table 3.3. Here we focus on the first wave of the survey
and add two new controls to the original specification presented in column (4). These are
indicators for the AEAs in the ALATs where only the selected received phones (cells E and
F , labeled Treat 50 ) and an interaction of this variable with whether the AEA was selected
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and thus received a phone in the first wave (cell E only, labeled Treat 50 × Selected).17 The
excluded group continues to be the non-selected in the control group (cell C).

The non-selected do not appear to perform differently whether or not their selected
coworkers are treated with phones. The point estimate comparing the AEAs in cell F to
cell C is small at 0.0138 and not statistically significant. This finding suggests the absence
of spillovers, either directly in the form of peer effects, or through effort substitution by
supervisors. Meanwhile in the 50% coverage arm, the treatment effect on those who were
selected is similar in magnitude (0.133) to the treatment effect for the selected in the 100%
coverage arm (0.151). This is again consistent with our interpretation that supervisors can
supervise all AEAs with phones regardless of what share of their AEAs have phones, and
that supervisors possess useful information about their AEAs.

An alternative story, akin to a Hawthorne effect, is that supervisors may have increased
their supervision effort on those treated AEAs who they had selected. They might do this to
signal that their selection was judicious, making sure their selected AEAs performed better
under the new monitoring technology. In this case, our findings would not necessarily reflect
supervisors’ informational advantage but rather their additional effort.

There are three reasons we find this explanation unlikely. First, an ancillary test points
to the absence of Hawthorne effects. We exploit the fact that some ALATs are small (a single
AEA), and thus supervisors were not asked to identify which half of the AEAs ought to be
treated. If Hawthorne effects are present, the average treatment effect in multi-AEA ALATs
should be stronger than in the single-AEA ALATs where no selection was made, as the
signaling motive is absent in the latter. We estimate the effects of the phone distinguishing
between single and multi-AEA ALATs. As we see in column (1) of Table 3.4, we cannot reject
the hypothesis that the treatment effects are similar across small and big ALATs. If anything,
the point estimate of the interaction term is positive, suggesting that the treatment effect
might be slightly larger in the single-AEA ALATs. This test assumes that the propensity
to have been “selected” is balanced across small and large ALATs. In column (2) we test
whether AEAs are systematically different across the two types of ALATs. Based on our
rich set of observables, we do not find any evidence of AEAs sorting by ALAT size.

The data speak against the potential for Hawthorne effects in a second way. If Hawthorne
effects were present, then we might expect them to be more pronounced in the 50% coverage
treatment arm (where supervisors’ selection rule was enforced) relative to the 100% coverage
treatment. But as we noted from the results presented in column (5) of Table 3.3, the effects
for the selected AEAs across the two treatment arms are similar, with the effect in cell B
(selected AEAs in ALATs where all are treated) being 0.133 and cell F (selected AEAs in
ALATs where only the selected are treated) being 0.151.18

17Unfortunately, after the randomization we discovered that some of the AEA characteristics were not
balanced between the 50% coverage treatment arm and the no treatment and full treatment arms. Although
we do not find evidence of spillover effects, our point estimates are sensitive to control variables.

18Alternatively, one could conjecture that the Hawthorne effects would be less pronounced in the 50%
coverage treatment arm if, for instance, supervisors in the 100% coverage treatment felt slighted. But again,
the fact that the two treatment effects are similar in magnitude rejects this possibility.
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Third, the structure of incentives in the field makes Hawthorne effects unlikely. Supervis-
ors had very little incentive, if any, to prove to the Ministry that they could select the most
responsive AEAs. They had no reason to think that the Ministry would or even could eva-
luate their selection process, let alone reward or punish supervisors for the selections made.
Those beliefs would have been correct since the Ministry never performed, nor planned to
perform, such an evaluation. Given the lack of incentives, it seems unlikely that supervisors
would exert costly effort to make sure the selected AEAs who were treated performed better.

In sum, we find strong evidence that the phones increase AEA effort and that supervis-
ors possess useful information regarding which AEAs’ performance will improve most after
receiving a phone. This of course begs the question of what characteristics the supervisors
used to create their prioritized list and the extent to which supervisors used information on
characteristics analysts could hope to obtain. The next subsection answers these questions.

Heterogeneous Treatment Effects
In Table 3.5, we present estimates from a Probit regression, in which the dependent variable
is an indicator for whether the AEA was prioritized by the local supervisor. Based on
standard observable characteristics, we find that supervisors tended to prioritize AEAs who
were younger, married, and had to travel further distances to visit their farmers (although
this last characteristic is only significant at an 88 percent level of confidence). In terms of
their personality traits, supervisors were more likely to select AEAs with lower levels of the
Big-5 Stability meta-trait. Individuals with higher stability scores may be more likely to
stay motivated and have better relationships with their supervisors.

Interestingly, we also find that supervisors of the large ALATs, who except for one su-
pervisor are all registered with the incumbent political party, are significantly less likely to
place AEAs who are registered with the incumbent party under increased monitoring. This
suggests that either supervisors are acting non-benevolently or, as we will subsequently test,
that party affiliation serves as a marker for those who are less likely to respond to treatment.

Despite the richness of our data, our ability to predict the choices of the supervisors is
fairly low: the highest pseudo R2 is only 18.5%. This opens the possibility that supervisors
are also selecting AEAs based on unobservable but productive characteristics (η) or unobser-
vable and idiosyncratic characteristics (ψ), features that are not captured by demographic
traits or even indicators of cognitive and non-cognitive ability. Ultimately, the only way to
determine whether there could be an advantage to decentralization is to rely on our expe-
rimental design, and ask whether supervisors select AEAs who will be more responsive to
treatment.

In Table 3.6, we present a series of second stage estimates based on Equation 3.10. In
column (1), we present a specification without any additional controls or interaction terms,
whereas in columns (2) and (3) we include additional controls along with their interactions
with the treatment indicator. For columns (2) and (3), the first stage regressions correspond
to the ones presented in Table 3.5.
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The key finding in Table 3.6 concerns the inverse Mills ratio and particularly its inte-
raction with treatment. The inverse Mills ratio captures the expected unobservable traits
that recommended an AEA for selection by the supervisor. Because no controls were inclu-
ded in column (1), the coefficient on the inverse Mills ratio interacted with treatment in that
column replicates the findings from Table 3.3 that supervisors are selecting individuals with
higher treatment effects.

When we allow the effects of the treatment to vary by the characteristics that we found
were predictive of the likelihood of selection (columns (2) and (3)), we find that the inverse
Mills ratio is still highly predictive of responsiveness to treatment, direct evidence that
the unobservable reasons supervisors are selecting AEAs are productive rather than non-
germane. In addition to the unobservable traits, the treatment effect also varies by the
cognitive ability of the AEAs; those who performed worse on the digit span test exerted
more additional effort in response to the treatment. Moreover, in column (2) it appears that
members of the incumbent party respond less to the treatment. But, once we account for the
differential effects of cognitive and non-cognitive ability in column (3), this effect goes away.
This suggests that non-benevolent motives may have influenced the supervisors’ targeting.

The results so far suggest several questions. What is the basis for the supervisors’ infor-
mational advantage? At a given cost of decentralization, does the informational advantage
justify the cost? To answer these questions, one needs to know two elements. First, what
is the scale of roll-out anticipated. Under decentralization, the anticipated scale of roll-out
should be whatever is optimal, and this motivates the need to identify that optimal level.
Second, how much information does the central authority have? In the next section, we
apply the framework introduced in Section 3.4 to provide answers to these questions.

3.7 Counterfactuals
In this section, we exploit our heterogeneous treatment effects model to compute counterfac-
tual treatment effects under alternative selection rules. This allows us to assess the benefits
of decentralization relative to centralization under different informational assumptions.

The first step is to define a counterfactual aggregate benefit under an arbitrary selection
rule DCF

i as:

∆Y CF = E{βi(Xi, ηi)︸ ︷︷ ︸
how much?

×DCF
i︸ ︷︷ ︸

who?

}

=
∫

E{β(Xi, ηi)|DCF
i = 1}Pr{DCF

i = 1}dX i (3.11)

In keeping with the rest of our notation, we write our arbitrary selection rule as a threshold
problem, DCF

i (Xi, ui) = 1[Γ̃′X i + ũi ≥ cp]; because we have not made any distributional
assumptions about ũi, this does not impose additional assumptions. Note that the assumed
cost cp is not directly observable, and the threshold problem is not a unique representation
of the selection rule—any monotonic transformation of the latent index and cp will yield the
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same choices. However, we are not trying to directly obtain either of these objects: only
the consequences Pr{DCF

i = 1|Xi, cp} and E{β(Xi, ηi)|DCF
i }, which map into the scale of

roll-out m and the aggregate counterfactual impact ∆Y CF .
One example of a selection rule is the one implicitly applied by supervisors, DS

i (Xi, ui),
which anchors our portrait of what can be achieved under decentralization. Note that from
our estimation of Equation 3.10, we have recovered E{βi(·)|Xi, ui}, and under distributional
assumptions, the selection rule under decentralization, DS

i (Xi, ui). Given this, we can use
Equation 3.11 to trace out the expected treatment effects of the cell phones under decen-
tralization for any given threshold cp or, by extension, any scale of roll-out m. But, we can
impose any other selection rule capturing different counterfactual scenarios corresponding to
different forms of centralized assignment and trace out the expected treatment effects for all
roll-out levels in each scenario.

Uninformed Principal A natural, if extreme, benchmark is that of a principal who does
not have any information about how best to target roll-out. In this situation, the selection
rule is random allocation. At a roll-out levelm, a fractionm of all AEAs receives a cell phone,
and the expected total treatment effect is m% of the average treatment effect (considering,
as in the theory section, a large number of AEAs who can then be approximated by a
continuum).

The dotted line in Figure 3.3 plots this counterfactual selection rule at various roll-
out levels. For instance if the principal decided to allocate the phones to everyone, then
the expected aggregate treatment of the program would be 6.4 percentage points, which
corresponds to the average treatment effect in column (3) in Table 3.6. If instead she decided
to treat only half of the AEAs, then we would expect an aggregate treatment effect of only
3.2 percentage points. Thus, it is easy to see that with a random selection rule, we get a
set of counterfactuals that traces a straight line from zero to the average treatment effect.
In Table 3.7, we present our estimated treatment effects at different roll-out levels for the
various allocation rules we consider. The number displayed in bold represents the largest
treatment effect under a given allocation rule.

Supervisor We can contrast the random allocation rule with the aggregate benefits
based on the supervisor’s selection rule. In this case, the selection rule is given by
Pr{DS

i = 1|X i} = Φ( 1
σu

(Γ′X i − cp)) and the expected aggregate treatment effect is
∆E{s∗i |X i, D

S
i , Ti} = β′X i + σηu

σu
λ(DS

i , Xi). This counterfactual is depicted in Figure 3.3
with the solid line. Note that by construction, the curve must cross three points: the origin,
0.064 at 100% roll-out, and 0.070 at 53.8% roll-out which corresponds to the share of AEAs
that received the phones under the actual research design.

The difference between the supervisor counterfactual and the random allocation rule
measures the benefits of decentralization at each level of roll-out under the assumption that
the principal does not possess any information. As we can see from the figure, the difference
between the random allocation and the supervisor rule is maximized at a roll-out threshold
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of 53% where the additional treatment effect is over 3.5 percentage points. The optimal
scale of roll-out under decentralization is not 53%, however, but 77%, at which level the
total treatment effect is 7.7 percentage points. The total treatment effect starts to decline
at a roll-out scale of 77% as we begin to assign the treatment to individuals for whom the
treatment effect is negative. The existence of individuals for whom the treatment effect is
negative is consistent not only with our model (as ρ is allowed to be negative), but with the
findings in de Rochambeau (2017), who showed that the introduction of a new monitoring
device for truck drivers in Liberia lowered the productivity of the intrinsically motivated.

What underlies the informational advantage of the supervisor over an uninformed prin-
cipal? One way to tackle this question is to ask how much of the supervisor’s advantage is
predicated on the use of information on observables X i versus information on unobservables
ηi. The dot-dash line in Figure 3.3 traces out the counterfactual treatment effect under the
assumption that the supervisor does not use his signal of η. In other words, the dot-dash line
tells us what the treatment effects would be under a supervisor who cannot use information
on unobservables. In this case, the selection rule and expected treatments are only computed
based on the observable (to the econometrician) traits, setting λ = 0. The dot-dash curve is
much closer to the one under random assignment. This suggests that, in our setting, most
of the supervisor’s informational advantage is driven by access to information that is likely
hard to collect for a centralized authority lacking personal contact with the AEAs.

Giving Centralization A Chance: Counterfactual Treatment Effects With A
Partially Informed Principal

Minimally informed principal: Assignment based on distance traveled Thus far,
we have assumed that the principal does not have any prior information about how AEAs
will respond to the program which, though extreme, may not be a wholly unreasonable
approximation to the situation facing the leadership of government programs in low state
capacity contexts. This does not suggest however that adopting a sensible heuristic might not
outperform a random assignment mechanism, which would of course affect the centralization
versus decentralization calculus. One such heuristic might be to simply allocate the phones
to the AEAs who have to travel the farthest in order to visit their farmers. This requires
some information on the work environment of AEAs, and it constitutes the case we associate
with a minimally informed principal. This counterfactual is displayed in Figure 3.4 with a
dashed light gray line. We find that this method generally outperforms random assignment
(a 2.0 p.p. advantage at 50 percent coverage), but it cannot beat the supervisor at any
roll-out level.

Significantly informed principal: Assignment based on predicted baseline per-
formance We consider a second type of partially informed principal that has the capacity
to gather information on individual AEA characteristics, and can map them onto their ba-
seline productivity. To this end, we run a simple prediction model in which, among the
AEAs in the control ALATs, we regress the share of farmers visited on our set of basic and
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cognitive controls (see Appendix Table B.4 for the estimation results). Using the estimated
coefficients, we can then compute an AEA’s expected productivity based on his or her ob-
servable traits. Given this information, a sensible centralized policy would be to assign cell
phones starting with the AEAs who had the lowest predicted productivity, and as roll-out
increases, expand coverage to AEAs with higher productivity. As we see in Figure 3.4, under
this approach centralization would dominate decentralization at virtually all levels of roll-out.
It is worth noting that the data requirements to estimate our performance-prediction model
are not trivial and often beyond the capacity of government programs in several developing
countries.

A sophisticated principal: Experimentation and assignment based on response
to treatment For all its data demands, the approach in the previous section that assigns
phones based on baseline performance prediction does not exhaust the possibilities open to a
central authority who has the capacity to gather and analyze data. The key shortcoming of
that approach is that baseline performance is not always a great predictor of responsiveness
to treatment. While baseline performance can reflect individual heterogeneity in, say, linear
terms of the effort cost function, response to treatment depends on other cost drivers, such
as the disutility from receiving a reprimand.

To overcome these difficulties, a sophisticated principal can conduct a pilot experiment
at a low roll-out level and establish a map between AEA observable characteristics and
response to treatment. Then it is possible to construct an assignment rule DCF

i (Xi) that
allocates phones starting with those AEAs who are predicted to have the highest response
to treatment and work downwards to treat progressively less responsive AEAs, tracing out
the total treatment effect for each roll-out level. Note that we are privileging principals in
the “sophisticated” case because they would need to have digit span and Big-5 measures for
all of their workers, which may be as much of a data constraint as running the pilot RCT.

As shown in Figure 3.4, this approach outperforms all others by a wide margin. The
largest gap relative to the decentralized supervisor-choice approach is above 1.7 percentage
points and occurs at a roll-out level of 38.4%. A sophisticated principal would be more
interested in setting roll-out at its optimal scale: the maximum total treatment effect for an
‘experimenting principal’ is 9.0 percentage points and is achieved at a roll-out of 70%.

Note that relative to “blind centralization,” which treats everyone and attains a total
treatment effect of 6 percentage points, this arrangement saves on almost a third of the
phones and attains almost 1.5 times the total treatment impact. Relative to the decentrali-
zed supervisor choice, the sophisticated centralized approach distributes roughly 10% fewer
phones and attains roughly 1.3 additional percentage points in total treatment effect.

3.8 Conclusions
One of the primary benefits of decentralization is that mid-level supervisors are presumably
better informed than their principals about how to implement a particular task. But the



CHAPTER 3. GOVERNMENT DECENTRALIZATION 127

importance of this superior information will often depend on the scale of the task at hand.
Because decentralization is costly, the decision to devolve decision-making powers to super-
visors requires knowing not only the value of their information, but this value at different
scales of roll-out. Despite the fact that the informational advantage of middle managers is a
maintained assumption in much principal-agent theory, evidence of the presence and extent
of that advantage has been scarce. We also have little evidence on the effects of decen-
tralization in a context in which the scale of implementation affects the average treatment
effects.

In this paper, we establish that middle managers in the government hierarchy do have
information which can improve targeting of an intervention. We develop an approach to
trace out the total treatment effects of the intervention at all levels of roll-out. The context
is an initiative by the federal government in Paraguay to introduce a new monitoring device
that enables supervisors in rural areas to track their agricultural extension agents.

Our experimental design randomly assigned monitoring devices across AEAs and inde-
pendently elicited the preferences of their supervisors as to which AEAs should be prioritized
for monitoring. Crucially, in the main sample, treatment assignment was kept independent
of supervisor recommendations. This allows us to establish that supervisors have valuable
knowledge because the AEAs selected by them are far more responsive to treatment. We
find that the informational advantage of supervisors is tied to information other than obser-
vables that analysts might reasonably collect, and argue theoretically that the value of this
information advantage varies with the scale of anticipated roll-out for the new technology.
In addition, we estimate the full schedule of marginal treatment effects as roll-out scale is
expanded from 0 to 100 percent. We do this for the selection rule that supervisors are seen
to have used as well as several other counterfactual assignment rules.

Our counterfactual assignment rules approximate what principals with varying levels
of information might achieve when targeting AEAs for treatment in a centralized fashion.
In our setting, impacts resulting from treatment decided upon by a minimally informed
principal are not as high as those attained under decentralization. However, a reasonably
well-informed principal can approach the level of impact of decentralization. And in the
best case scenario for centralization, a principal who can conduct a pilot RCT to obtain
predictors of individual response to treatment can outperform supervisor choices; such a
principal would substantially reduce the roll-out scale and still attain larger aggregate gains
in AEA performance.

Overall our findings suggest that as information and communication technologies continue
to improve the capabilities of government and organizations more generally, the informational
benefits that lower level agents bring become less clear. Although studies have shown that
innovation in information technologies can lead to more decentralization (Bloom, Garicano,
Sadun, & Van Reenen, 2014; Bresnahan, Brynjolfsson, & Hitt, 2002), our findings suggest
the opposite may occur, particularly if these technologies primarily serve to reduce the
information gap between principals and agents (or middle managers such as supervisors).

Of course, the value of the information that supervisors possess is specific to the task and
context, which may raise concerns of external validity. But while our findings may not be
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generalizable, our method is, as it can be easily exported to other settings. Our approach is
designed for settings in which spillovers across treatment units are minimal. Thus, it would
be interesting to extend our framework to incorporate the potential effects of spillovers in
the calculus to decentralize. We view this as a potential avenue for future research.
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3.9 Figures
Figure 3.1: Treatment effects, roll-out extent, and the value of information
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Figure 3.2: Experimental Design

ALATs
Control Group 100% Coverage 50% Coverage

Selected AEA A B E
Not selected AEA C D F

The columns correspond to ALATs, and the rows correspond to AEAs. For the ALATs in the
column labeled Coverage 100% (cells B and D), every AEA received a cell phone independently
of whether or not they had been selected by their supervisor. For the ALATs in the column
labeled Coverage %50 (cells E and F), only the selected AEAs received cell phones (i.e. those
in cell E). The control group contains cells A and C, where none of the AEAs received a cell
phone.
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Figure 3.3: Supervisor versus Random Assignment
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The y-axis shows the total treatment effect at different scales of roll-out under different
assignment rules. With supervisor preference the treatment assignment is what would
be achieved under decentralization if supervisors made the assignment decision based
on all the information they had; supervisor preference without unobservables refers
to the case in which supervisors made their decision based purely on the observable
AEA characteristics; and under random assignment the treatment assignment is made
randomly.
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Figure 3.4: Supervisor versus Alternative Allocation Rules
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The y-axis shows the total treatment effect at different scales of roll-out under different
assignment rules. Under random assignment the treatment assignment is made rand-
omly; with supervisor preference the treatment assignment is what would be achieved
under decentralization if supervisors made the assignment decision based on all the
information they had; prioritize by distance is what would happen if treatment were
assigned first to those AEAs whose beneficiaries live further from the local ALAT of-
fice; prediction (basic and cognitive controls) uses the control group to predict baseline
performance using the observable variables and then treats first those AEAs who are
predicted to be the worst performers in the baseline; sophisticated prediction runs a
pilot experiment at low roll-out to establish a map between treatment response and
observables and then treats first those AEAs who are predicted to have the highest
treatment response.
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3.10 Tables

Table 3.1: Covariate Balance Across AEAs

Small ALATs Large ALATs

(1) (2) (3) (4)

Control
Difference
(T-C) Control

Difference
(T-C)

Male 0.611 0.139 0.750 -0.135
[0.502] {0.326} [0.436] {0.387}

Age 36.889 0.153 37.838 4.393
[11.386] {0.964} [10.815] {0.109}

Married 0.278 0.056 0.441 0.059
[0.461] {0.702} [0.500] {0.540}

Average Distance 10.425 3.156 12.678 -1.355
[8.410] {0.302} [9.206] {0.442}

Incumbent Party 0.611 0.014 0.559 -0.020
[0.502] {0.934} [0.500] {0.903}

Digit Span 5.333 0.333 5.191 0.270
[0.840] {0.251} [1.069] {0.339}

Big 5 — Stability -0.083 0.345 -0.057 0.112
[1.126] {0.295} [1.126] {0.664}

Big 5 — Plasticity -0.496 0.713∗ -0.140 0.325
[1.208] {0.050} [1.111] {0.137}

Selected 0.603 -0.026
[0.493] {0.689}

Number of AEAs 18 24 68 26
Number of ALATs 17 23 22 11
p-value from Joint Test 0.644 0.425

“Control” and “Treatment” for small ALATs refer to ALATs that received
cell phones in round 3 and rounds 1 and 2, respectively. The number of
AEAs and ALATs in columns (1) and (3) correspond to the respective
numbers in the control group. Those in columns (2) and (4) correspond
to the respective numbers in the treatment group. The fraction of selected
AEAs exceeds 50% because when ALATs had an odd number of AEAs,
supervisors were told to round up. The joint test in the bottom row runs a
regression of treatment assignment on all listed covariates. The joint test
p-value is from a wild bootstrapped F -test imposing the null hypothesis
that all coefficients equal zero. Standard deviations reported in square
brackets and p-values from a Wu, 1986 wild bootstrap procedure with
100,000 replication draws reported in curly braces. ∗ p < 0.10, ∗∗ p < 0.05,
∗∗∗ p < 0.01, corresponding to the bootstrapped p-values.
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Table 3.3: Do Supervisors Have an Informational Advantage?

Farmer was visited in the last week

(1) (2) (3) (4) (5)

Treat 0.0607∗ -0.0233 -0.0397 -0.0361 -0.0127
(0.034) (0.043) (0.035) (0.038) (0.061)
{0.0820} {0.608} {0.286} {0.399} {0.838}

Treat × Select 0.142∗∗ 0.161∗∗ 0.154∗∗ 0.151
(0.058) (0.051) (0.050) (0.087)
{0.0360} {0.0170} {0.0310} {0.148}

Select 0.0113 -0.0332 -0.0445 -0.0409 -0.0519
(0.033) (0.036) (0.027) (0.028) (0.045)
{0.733} {0.475} {0.190} {0.296} {0.348}

Treat 50 0.0138
(0.049)
{0.808}

Treat 50 × Select 0.133
(0.072)
{0.138}

R2 0.00 0.01 0.02 0.02 0.02
Number of Phone Surveys 1584 1584 1584 1584 1110
Number of AEAs 94 94 94 94 134
Number of ALATs 33 33 33 33 44
RI p-value (1) = 0 .039 .652 .356 .474 .803
RI p-value (2) = 0 .032 .011 .036 .097
RI p-value (4) = 0 .11
RI p-value (5) = (2) .969
Includes Basic Controls X X X
Includes Cognitive Controls X X

Regressions also include survey wave indicators. Basic controls include gender, age, mari-
tal status, and average distance to farmers. Cognitive controls include digit span, the Big
5 stability meta-trait, and the Big 5 plasticity meta-trait. Columns (1)-(4) include cells
A through D. Column (5) adds cells E and F but only includes the first round of phone
surveys since AEAs in cell F were given a phone before the second round of surveys.
Cluster robust standard errors and p-values from a Wu, 1986 wild bootstrap procedure
with 100,000 replication draws reported in parentheses and curly braces, respectively. ∗

p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01, corresponding to the bootstrapped p-values. Rando-
mization inference (RI) p-values are based on 1000 replication draws using Stata’s ritest
command (see Heß, 2017). The RI p-values respectively test: (1) the coefficient on Treat
= 0; (2) the coefficient on Treat × Select = 0; (4) the coefficient on Treat 50 = 0; and
(5) = (2) equality of the coefficients on Treat × Select and Treat50 × Select
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Table 3.4: Testing for Hawthorne Effects

Farmer was visited
in the last week

AEA works in
small ALAT

(1) (2)

Treated 0.058∗
(0.029)
{0.066}

Treated × small ALAT 0.031
(0.074)
{0.698}

small ALAT -0.021
(0.042)
{0.624}

Male 0.036 0.004
(0.029) (0.099)
{0.306}

Age 0.003∗ -0.003
(0.001) (0.005)
{0.084}

Married -0.001 -0.089
(0.030) (0.088)
{0.982}

Distance to Farmers (log) 0.038 -0.014
(0.027) (0.082)
{0.224}

Incumbent Party -0.026 0.097
(0.025) (0.102)
{0.322}

Digit Span 0.010 0.037
(0.011) (0.034)
{0.419}

Big 5 — Stability 0.012 0.039
(0.015) (0.040)
{0.509}

Continued on next page
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Table 3.4 – Continued from previous page
Farmer was visited
in the last week

AEA works in
small ALAT

(1) (2)

Big 5 — Plasticity -0.011 -0.026
(0.010) (0.035)
{0.349}

Mean of Control Dep. Var .271 .309
R2 0.01 0.04
Number of Phone Surveys 1842
Number of AEAs 136 136
Number of ALATs 71 71
RI p-value on Treated 0.025
RI p-value on Treated × small ALAT 0.689

Outcome in column (1) is from the farmer phone survey and in column (2) is from
administrative data. Big 5 stability and plasticity measures normalized to have mean
zero and unit variance. These regressions include unreported indicators for small
ALATs, survey wave, and an interaction of the two. Cluster robust standard errors
and p-values from a Wu, 1986 wild bootstrap procedure with 100,000 replication
draws reported in parentheses and curly braces, respectively. ∗ p < 0.10, ∗∗ p < 0.05,
∗∗∗ p < 0.01, corresponding to the bootstrapped p-values. Randomization inference
(RI) p-values are based on 1000 replication draws using Stata’s ritest command (see
Heß, 2017).
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Table 3.5: First Stage Probit Regressi-
ons

(1) (2)

Male -0.519 -0.511
(0.349) (0.395)
{0.144} {0.242}

Age -0.036∗∗ -0.037∗∗
(0.018) (0.017)
{0.024} {0.028}

Married 0.863∗∗ 0.791∗
(0.459) (0.441)
{0.036} {0.054}

Average Distance 0.331 0.318
(0.173) (0.197)
{0.125} {0.118}

Incumbent Party -0.808∗∗ -0.840∗∗
(0.359) (0.367)
{0.048} {0.047}

Digit Span -0.111
(0.142)
{0.466}

Big 5 — Stability -0.234∗
(0.124)
{0.097}

Big 5 — Plasticity 0.122
(0.154)
{0.437}

Pseudo R2 0.159 0.185
Number of AEAs 94 94
Number of ALATs 33 33

Coefficients are from a probit regression of
an indicator for the AEA being selected
on AEA characteristics. Cluster robust
standard errors and p-values from a Kline
and Santos, 2012 wild bootstrap proce-
dure with 100,000 replication draws repor-
ted in parentheses and curly braces, re-
spectively. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗

p < 0.01, corresponding to the bootstrap-
ped p-values.
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Table 3.6: Treatment Effect Heterogeneity on Observable and Unobservable Characteristics

(1) (2) (3)

Main Effects:
Inverse Mills Ratio -0.021 -0.019 -0.016

(0.023) (0.016) (0.016)

Average Treatment Effect 0.062∗ 0.058∗ 0.064∗
(0.035) (0.026) (0.028)
{0.092} {0.070} {0.069}

Interactions with Treatment:
Inverse Mills 0.088∗∗ 0.064∗∗ 0.064∗∗

(0.036) (0.022) (0.025)
{0.036} {0.026} {0.043}

Male -0.021 -0.004
(0.051) (0.066)
{0.719} {0.972}

Age -0.003 -0.005
(0.003) (0.003)
{0.330} {0.214}

Married -0.084 -0.094
(0.061) (0.052)
{0.251} {0.133}

Average Distance to Farmers (log) 0.101 0.104
(0.068) (0.077)
{0.253} {0.380}

Incumbent Party -0.081∗ -0.069
(0.038) (0.048)
{0.050} {0.165}

Digit Span -0.064∗∗
(0.027)
{0.036}

Big5 — Stability -0.038
(0.049)
{0.566}

Continued on next page
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Table 3.6 – Continued from previous page
(1) (2) (3)

Big5 — Plasticity 0.035
(0.025)
{0.329}

R2 0.009 0.023 0.028
p-value for Observable Interactions 0.206 0.155
p-value for Observable Interactions (Not Wild) 0.031 0.001
Number of Phone Surveys 1584 1584 1584
Number of AEAs 94 94 94
Number of ALATs 33 33 33
RI p-value on Treated .039 .054 .049
RI p-value on Treated × Inverse Mills .023 .098 .15
Basic Controls X X
Cognitive Controls X

Left-hand side variable is whether the farmer was visted in the last week. The inverse
Mills ratio is the generalized residual—the expected value of the error term—from
a probit regression of being selected on the corresponding controls from the column.
Regressions also include survey wave indicators. Main effects of basic and cognitive
controls omitted for space. The p-value for all observable interactions reported in the
bottom rows is the implied p-value from a wild bootstrapped F -test for coefficients
on treatment interacted with age, married, average distance, male, digit span, and
Big 5 measures. Cluster robust standard errors and p-values from a Wu, 1986 wild
bootstrap procedure with 100,000 replication draws reported in parentheses and
curly braces, respectively. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01, corresponding to
the bootstrapped p-values. Randomization inference (RI) p-values are based on 1000
replication draws using Stata’s ritest command (see Heß, 2017).
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Table 3.7: Treatment Effects by Roll-Out Levels and Allocation Rules

Rollout Random Supervisor Distance Prediction Sophisticated

0.25 0.016 0.043 0.032 0.049 0.059
0.54 0.034 0.070 0.051 0.075 0.085
0.70 0.045 0.077 0.054 0.076 0.090
0.75 0.048 0.077 0.058 0.078 0.088
0.76 0.048 0.077 0.058 0.079 0.088
0.77 0.049 0.077 0.057 0.077 0.088
0.97 0.062 0.069 0.069 0.069 0.070
1.00 0.064 0.064 0.064 0.064 0.064

This table displays estimated treatment effects at the different roll-out levels
shown in the first column for the various allocation rules we consider. The
number displayed in bold represents the largest treatment effect under a given
allocation rule. The allocation rules shown are random - treatment assign-
ment is made randomly; supervisor - treatment assignment is what would be
achieved under decentralization with supervisors making the assignment deci-
sion; distance - treatment is assigned first to those AEAs whose beneficiaries
live further from the local ALAT office; prediction - uses the control group
to predict baseline performance using the basic and cognitive controls and
then treats first those AEAs who are predicted to be the worst performers
in the baseline; and sophisticated - runs a pilot experiment at low roll-out to
establish a map between treatment response and observables and then treats
first those AEAs who are predicted to have the highest treatment response.
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Appendix to Chapter 2

A.1 Additional Figures
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Figure A.1: Log GDP per Capita and Agricultural Share

Table source data is from Gollin, Lagakos, and Waugh (2014), Online Appendix Table 4. Kenya (KEN) and
Indonesia (IDN) are highlighted.
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Figure A.2: Agricultural Share and Agricultural Productivity Gap

Table source data is from Gollin, Lagakos, and Waugh (2014), Online Appendix Table 4. Kenya (KEN) and
Indonesia (IDN) are highlighted.
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Figure A.4: Event Study of Urban Migration for Urban Survivors

(a) Indonesia
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(b) Kenya
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Event study coefficients reported in top half of figure separately for “survivors” and “not-
survivors.” “Survivor” status is defined as having no rural observations from period zero (when
the individual moved an urban area) to the period of interest, corresponding exactly to the sur-
vivor rate graph on the lower half of the figure. Survivor coefficients (black line in the top half)
obtained by interacting a survivor indicator with post-event time indicators described in Section
2.4; “not-survivor” coefficients (grey line in the top half) is the event time indicator interacted
with one minus the survivor indicator. Panel A reports results for Indonesia, and Panel B re-
ports results for Kenya. Please refer to Figure 2.2 notes for additional details on included control
variables and computation of survivor rates.
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Figure A.5: Event Study of Rural Migration
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Figure uses data on individuals in the IFLS who are born in urban areas. Event time indicator
variables defined analogously to Figure 2.2 except with respect to individuals’ first observed
rural move. Coefficients multiplied by negative 1 to interpret difference in earnings as an urban
premium. Sample includes 1,296 movers with wage observations at the time of move and one
period prior; 636 individuals report wages five years later. Please refer to Figure 2.2 notes for
additional details on included control variables and computation of survivor rates.
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Figure A.6: Event Study of Rural Migration for Survivors
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Figure uses data on individuals in the IFLS who are born in urban. Event study coefficients
reported in top half of figure separately for “survivors” and “not-survivors.” “Survivor” status
is defined as having no urban observations from period zero (when the individual moved a rural
area) to the period of interest, corresponding exactly to the survivor rate graph on the lower half
of the figure. Survivor coefficients (black line in the top half) obtained by interacting a survivor
indicator with post-event time indicators described in Section 2.4; “not-survivor” coefficients (grey
line in the top half) is the event time indicator interacted with one minus the survivor indicator.
Panel A reports results for Indonesia, and Panel B reports results for Kenya. Please refer to
Figure 2.2 notes for additional details on included control variables and computation of survivor
rates.
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Figure A.7: Marginal Distributions of Cognitive Ability

(a) Indonesia—Normalized Ravens Matrices
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(b) Kenya—Normalized Cognitive Ability Index
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Panel A uses data from the IFLS, and Panel B uses data from the KLPS Kids sample of children of the
KLPS sample, age 4–6. Panel A shows the marginal distributions of Raven matrix scores, normalized by
one-year age bins, and Panel B shows the marginal distribution of a constructed Cognitive Ability Index,
normalized by six-month age bins. See Table 2.11 for additional details about the cognitive ability index.
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A.2 Additional Tables
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Table A.2: Correlates of Employment in Non-Agriculture—Indonesia (Born Urban)

(1) (2) (3) (4) (5) (6) (7)

Primary Ed. 0.207∗∗∗ 0.133∗∗∗ 0.160∗∗∗
(0.015) (0.022) (0.015)

Secondary Ed. 0.115∗∗∗ 0.0800∗∗∗ 0.0862∗∗∗
(0.005) (0.006) (0.005)

College 0.0722∗∗∗ 0.00479 0.00914∗
(0.004) (0.004) (0.004)

Female 0.0277∗∗∗ 0.0363∗∗∗ 0.0358∗∗∗
(0.005) (0.005) (0.005)

Raven’s Z-score 0.0346∗∗∗ 0.0168∗∗∗
(0.003) (0.004)

Constant 0.733∗∗∗ 0.863∗∗∗ 0.913∗∗∗ 0.912∗∗∗ 0.928∗∗∗ 0.741∗∗∗ 0.713∗∗∗
(0.015) (0.005) (0.003) (0.003) (0.003) (0.021) (0.015)

Observations 11812 11812 11812 11812 8341 8341 11812

This table is a analogous to Table 2.4 but is estimated on individuals born in urban areas. Please see
notes from Table 2.4.
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Table A.3: Correlates of Meals Eaten—Kenya

(1) (2) (3)
Log Consumption Log Earnings Log Wage

Log(Meals) 0.194∗ 0.278∗∗∗ 0.228∗∗∗
(0.090) (0.065) (0.066)

Number of observations 1062 4693 4315

Each cell reports a regression coefficient with the log of meals as the inde-
pendent variable; dependent variables listed in the header of the table. These
regressions do not have the sample restrictions found in Table 2.2. Log of
household per capita consumption in column 1 available only for a subset of
individuals from KLPS 3. Robust standard errors clustered by individual re-
ported below in parentheses, *** p<0.01, ** p<0.05, * p<0.1.
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Table A.4: Kenya Urban Towns

Population
Percentage of Urban
Individual-Months

Nairobi 3,133,518 43.5
Mombasa 938,131 14.3
Busia 61,715 6.7
Nakuru 307,990 4.5
Kisumu 409,928 4.5
Eldoret 289,380 2.6
Kakamega 91,768 1.3
Kitale 106,187 1.1
Bungoma 81,151 1.1
Naivasha 181,966 0.9
Gilgil 35,293 0.5
Other . 18.9

This table presents a list of reported towns from
urban individual-month observations. Urban sta-
tus is defined based on respondent answering that
they live in a large town or city. Column 3 lists
the fraction of individual months in analysis from
a particular town. The source for town populations
is the 2009 Kenya Census.
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Table A.6: Non-Agricultural/Agricultural Gap in Earnings Within Rural Areas

(a) Indonesia

Dependent variable: Log Earnings

(1) (2) (3) (4)
Log Wage

Non-agricultural employment 0.563∗∗∗ 0.312∗∗∗ 0.245∗∗∗ 0.065∗∗∗
(0.015) (0.013) (0.020) (0.024)

Individual fixed effects N N Y Y
Control variables and time FE N Y Y Y
Number of observations 179756 179756 179756 179756
Number of individuals 21434 21434 21434 21434

(b) Kenya

Dependent variable: Log Earnings

(1) (2) (3) (4)
Log Wage

Non-agricultural employment 0.340∗∗∗ 0.206∗∗∗ -0.048 -0.272∗
(0.072) (0.066) (0.119) (0.143)

Individual fixed effects N N Y Y
Control variables and time FE N Y Y Y
Number of observations 63545 63545 63545 63545
Number of individuals 2953 2953 2953 2953

Panel A uses data from the IFLS, and Panel B uses data from the KLPS. The
table repeats some of the analyses shown in Table 2.5, but restricts the sam-
ple to observations where the individual resides in rural areas. For column 4,
the dependent variable is the log of earnings divided by hours worked. Control
variables include log hours, log hours squared, age, age squared, years of educa-
tion, years of education squared and an indicator for being female. When also
including individual fixed effects in columns 3 and 4, the control variables are
reduced to only age squared. All regressions are clustered at the individual level.
Robust standard errors are in parentheses, *** p<0.01, ** p<0.05, * p<0.1.
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Table A.11: Gap in Food and Non-Food Consumption, Indonesia

(a) Food Consumption

Dependent variable: Log Food Consumption

(1) (2) (3) (4) (5) (6)

Non-agricultural employment 0.459∗∗∗ 0.156∗∗∗ 0.104∗∗∗
(0.010) (0.007) (0.011)

Urban 0.274∗∗∗ 0.083∗∗∗ 0.014
(0.010) (0.007) (0.011)

Individual fixed effects N N Y N N Y
Control variables and time FE N Y Y N Y Y
Number of observations 82272 82272 82272 82272 82272 82272
Number of individuals 34820 34820 34820 34820 34820 34820

(b) Non-Food Consumption

Dependent variable: Log Non-Food Consumption

(1) (2) (3) (4) (5) (6)

Non-agricultural employment 0.942∗∗∗ 0.433∗∗∗ 0.164∗∗∗
(0.013) (0.011) (0.017)

Urban 0.613∗∗∗ 0.242∗∗∗ 0.042∗∗∗
(0.013) (0.010) (0.016)

Individual fixed effects N N Y N N Y
Control variables and time FE N Y Y N Y Y
Number of observations 82272 82272 82272 82272 82272 82272
Number of individuals 34820 34820 34820 34820 34820 34820

Both panels use data from the IFLS. Panels A and B repeat the consumption analyses shown in Table
2.9, broken down by food and non-food consumption respectively. Please refer to Table 2.9 for further
details. Control variables include age, age squared, years of education, years of education squared and
an indicator for being female. When also including individual fixed effects in columns 3 and 6, the
control variables are reduced to only age squared. All regressions are clustered at the individual level.
Robust standard errors are in parentheses, *** p<0.01, ** p<0.05, * p<0.1.
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Table A.12: Gap in Consumption (Main Analysis Sample), Indonesia

(a) Total Consumption

Dependent variable: Log Consumption

(1) (2) (3) (4) (5) (6)

Non-agricultural employment 0.649∗∗∗ 0.238∗∗∗ 0.084∗∗∗
(0.012) (0.009) (0.014)

Urban 0.379∗∗∗ 0.129∗∗∗ 0.012
(0.012) (0.008) (0.013)

Individual fixed effects N N Y N N Y
Control variables and time FE N Y Y N Y Y
Number of observations 68440 68440 68440 68440 68440 68440
Number of individuals 30751 30751 30751 30751 30751 30751

(b) Food Consumption

Dependent variable: Log Food Consumption

(1) (2) (3) (4) (5) (6)

Non-agricultural employment 0.474∗∗∗ 0.146∗∗∗ 0.066∗∗∗
(0.012) (0.008) (0.013)

Urban 0.257∗∗∗ 0.077∗∗∗ 0.003
(0.011) (0.008) (0.012)

Individual fixed effects N N Y N N Y
Control variables and time FE N Y Y N Y Y
Number of observations 68440 68440 68440 68440 68440 68440
Number of individuals 30751 30751 30751 30751 30751 30751
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(c) Non-Food Consumption

Dependent variable: Log Non-Food Consumption

(1) (2) (3) (4) (5) (6)

Non-agricultural employment 0.951∗∗∗ 0.413∗∗∗ 0.113∗∗∗
(0.015) (0.012) (0.019)

Urban 0.575∗∗∗ 0.225∗∗∗ 0.023
(0.014) (0.010) (0.017)

Individual fixed effects N N Y N N Y
Control variables and time FE N Y Y N Y Y
Number of observations 68440 68440 68440 68440 68440 68440
Number of individuals 30751 30751 30751 30751 30751 30751

All regressions use data from the IFLS. This table repeats the analyses shown in Table 2.9 and
Appendix Table A.11 using the main analysis sample, which excludes individual-year observations
without earnings measures. Thus, the sample size is smaller than in Table 2.9. Control variables
include age, age squared, years of education, years of education squared and an indicator for being
female. When also including individual fixed effects in columns 3 and 6, the control variables are
reduced to only age squared. All regressions are clustered at the individual level. Robust standard
errors are in parentheses, *** p<0.01, ** p<0.05, * p<0.1.
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Table A.15: Gap in Consumption for those Born in Rural and Urban Areas, Indonesia

(a) Indonesian individuals born in rural areas

Dependent variable: Log Consumption

(1) (2) (3)

Urban 0.580∗∗∗ 0.307∗∗∗ 0.133∗∗∗
(0.018) (0.013) (0.020)

Individual fixed effects N N Y
Control variables and time FE N Y Y
Number of observations 53840 53840 53840
Number of individuals 22240 22240 22240

(b) Indonesian individuals born in urban areas

Dependent variable: Log Consumption

(1) (2) (3)

Urban 0.206∗∗∗ 0.034∗∗∗ -0.047∗∗∗
(0.020) (0.012) (0.015)

Individual fixed effects N N Y
Control variables and time FE N Y Y
Number of observations 28363 28363 28363
Number of individuals 12524 12524 12524

Both panels use data from the IFLS. Panels A and B repeat the consumption analyses shown in Table 2.9,
broken down by those born in rural and urban areas respectively. Please refer to Table 2.9 for further details.
Control variables include age, age squared, years of education, years of education squared and an indicator
for being female. When also including individual fixed effects in columns 3 and 6, the control variables are
reduced to only age squared. All regressions are clustered at the individual level. Robust standard errors
are in parentheses, *** p<0.01, ** p<0.05, * p<0.1.
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Table B.1: Covariate Balance Across ALATs

Small ALATs Large ALATs

(1) (2) (3) (4)

Control
Difference
(T-C) Control

Difference
(T-C)

# of rural hhds 2298 320 3218 879
[1978] {0.633} [1696] {0.407}

Share of hhds that are rural 0.809 -0.094∗ 0.708 -0.039
[0.104] {0.082} [0.217] {0.597}

Average hhd size 4.71 0.01 4.70 0.14
[0.34] {0.950} [0.35] {0.302}

Land per farm (hectares) 41.35 7.63 43.40 0.68
[43.49] {0.711} [42.48] {0.973}

Cropland per farm (hectares) 12.58 -3.23 6.88 2.30
[21.46] {0.608} [8.15] {0.797}

Share of farmers working with DEAg AEAs 0.082 -0.020 0.096 0.014
[0.109] {0.562} [0.072] {0.878}

Corn yield (metric tons) per hectare 2.14 0.16 1.97 0.26
[1.49] {0.748} [0.90] {0.601}

Share of farms with running water 0.466 0.035 0.476 -0.051
[0.247] {0.673} [0.210] {0.490}

Colorado (winner) vote share 0.455 -0.007 0.472 -0.023
[0.093] {0.802} [0.083] {0.544}

Number of ALATs 17 21 22 11
p-value from Joint Test 0.299 0.178

“Control” and “Treatment” for small ALATs refer to ALATs that received cell phones in round
3 and rounds 1 and 2, respectively. The first three variables come from the 2002 census, the
next five come from the 2008 agricultural census, and the final variable comes from the 2013
presidential elections. The number of AEAs and ALATs in columns (1) and (3) correspond to
the respective numbers in the control group. Those in columns (2) and (4) correspond to the
respective numbers in the treatment group. The joint test in the bottom row runs a regression of
treatment assignment on all listed covariates. The joint test p-value is from a wild bootstrapped
F -test imposing the null hypothesis that all coefficients equal zero. Standard deviations reported
in square brackets and p-values from a Wu (1986) wild bootstrap procedure with 100,000 repli-
cation draws reported in curly braces. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01, corresponding to the
bootstrapped p-values.
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Table B.2: Average Effects of Receiving a Cell Phone on Other Measures of Performance

(1) (2) (3) (4)
Satisfied Received Training Useful PCA

Treated 0.075 0.051 0.034 0.145∗
(0.047) (0.030) (0.022) (0.079)
{0.128} {0.144} {0.148} {0.096}

Selected -0.073 -0.015 -0.017 -0.078
(0.051) (0.023) (0.021) (0.071)
{0.217} {0.554} {0.444} {0.329}

Male 0.060 -0.002 0.011 0.051
(0.057) (0.030) (0.025) (0.088)
{0.378} {0.969} {0.672} {0.613}

Age 0.003 0.002 0.003∗ 0.008
(0.002) (0.002) (0.001) (0.004)
{0.215} {0.175} {0.071} {0.109}

Married -0.063 -0.022 -0.024 -0.094
(0.037) (0.029) (0.021) (0.074)
{0.107} {0.494} {0.295} {0.245}

Distance to Farmers (log) 0.005 -0.027 -0.024 -0.059
(0.053) (0.027) (0.023) (0.081)
{0.937} {0.373} {0.326} {0.518}

Incumbent Party -0.153∗∗ -0.038 -0.032 -0.173∗∗
(0.051) (0.024) (0.025) (0.074)
{0.023} {0.124} {0.232} {0.039}

Digit Span 0.027 0.002 0.006 0.026
(0.015) (0.011) (0.010) (0.030)
{0.114} {0.884} {0.577} {0.442}

Big 5 — Stability -0.007 0.000 0.010 0.008
(0.019) (0.012) (0.008) (0.031)
{0.690} {0.967} {0.221} {0.796}

Continued on next page
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Table B.2 – Continued from previous page
(1) (2) (3) (4)

Satisfied Received Training Useful PCA

Big 5 — Plasticity -0.034 -0.013 -0.012 -0.054
(0.024) (0.012) (0.012) (0.038)
{0.211} {0.282} {0.342} {0.198}

Servicer AEA AEA AEA AEA
Mean of Control Dep. Var 2.542 0.765 0.817 -0.437
R2 0.025 0.017 0.025 0.017
Number of Phone Surveys 1838 1841 1841 1838
Number of AEAs 136 136 136 136
Number of ALATs 71 71 71 71
RI p-value .183 .199 .181 .166
Includes Small ALATs X X X X

The outcome measure in the fourth column is the first principle component from a
polychoric PCA of the outcome variables in the first three columns. These regressions
include unreported indicators for small ALATs, survey wave, and an interaction of
the two. Cluster robust standard errors and p-values from a Wu, 1986 wild bootstrap
procedure with 100,000 replication draws reported in parentheses and curly braces,
respectively. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01, corresponding to the bootstrapped
p-values.
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Table B.3: Correlation Matrix of Performance Measures

(1)

Share visited Satisfied Recieved Training Useful PCA

Share Visited 1
Satisfied 0.311∗∗ 1
Received Training 0.375∗∗∗ 0.522∗∗∗ 1
Useful 0.372∗∗∗ 0.495∗∗∗ 0.783∗∗∗ 1
PCA 0.417∗∗∗ 0.762∗∗∗ 0.913∗∗∗ 0.889∗∗∗ 1
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

The sample includes only AEAs in the control group.
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Table B.4: Predictors of Productivity in the Control Group

(1)

Male 0.040
(0.040)
{0.581}

Age 0.002
(0.002)
{0.539}

Married 0.070
(0.037)
{0.136}

Average Distance to Farmers (log) 0.019
(0.034)
{0.638}

Incumbent Party 0.014
(0.031)
{0.661}

Digit Span 0.032∗∗
(0.013)
{0.010}

Big5 — Stability 0.008
(0.016)
{0.726}

Continued on next page
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Table B.4 – Continued from previous page
(1)

Big5 — Plasticity -0.010
(0.010)
{0.343}

R2 0.018
p-value for Model 0.165
p-value for Model (Not Wild) 0.000
Number of Phone Surveys 1091
Number of AEAs 68
Number of ALATs 22

The sample is all AEAs in the control group
in large ALATs. Regressions also include sur-
vey wave indicators. The p-value for the model
reports the implied p-value from a wild boot-
strapped F -test for the null that all reported
coefficients are equal to zero. Cluster robust
standard errors and p-values from a Wu, 1986
wild bootstrap procedure with 100,000 replica-
tion draws reported in parentheses and curly
braces, respectively. ∗ p < 0.10, ∗∗ p < 0.05,
∗∗∗ p < 0.01, corresponding to the bootstrapped
p-values.




