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#### Abstract

The importance of the nuclear spins in the analysis of alkali spin-exchange experiments employing Zeeman optical pumping by circularly polarized light and performed in low magnetic fields is demonstrated. The signal for general nuclear spin is found for the Franzentype transient experiment and for the Dehmelt-type steady-state experiment in the limit of low light intensity. The results are quite sensitive to the process assumed for the relaxation of the ground-state populations. The solutions are given for a general process in which randomly oriented disorientation fields interact with the spins of the alkali atom only through the electron spin. The steady-state signal expression includes the effects of self spin exchange and partial disorientation in the excited state. Only the diagonal elements of the density matrix are included.

A hyperfine optical pumping experiment employing the Franzen transient method is described in detail. It has been applied to the most precise determination to date of the total spin-exchange cross sections and $$
\sigma_{\mathrm{Rb}^{87}-\mathrm{Rb}^{87}}=(2.03 \pm 0.20) \times 10^{-14} \mathrm{~cm}^{2}
$$ $$
\sigma_{\mathrm{Rb}^{87}-\mathrm{Cs}^{133}}=(2.18 \pm 0.3 .1) \times 10^{-14} \mathrm{~cm}^{2}
$$

A scanning Fabry-Perot interferometer is used in estimating the densities of the alkali vapors. Problems introduced by the Fabry-Perot and overlooked in the past are discussed.


## I. INTRODUCTION

In Part I a spin-exchange collision is defined and its importance outlined. The techniques for measuring spin-exchange cross sections are described briefly. A short history of the research of this thesis is given. The role of this research with respect to advances in the field by others is also discussed. Finally, the plan of this thesis is presented.

## A. Definition and Origin of Spin-Exchange Collisions

In order to define a spin-exchange process, consider a collision between two hydrogen atoms. In such a collision the two atoms should interact in a manner described approximately by the molecular potentials for a molecule formed by the two atoms. The time for a collision is roughly the size of a molecule ( $\approx$ interaction distance) divided by a typical kinetic velocity, for example, $T_{c} \approx 5 \AA /\left(5 \times 10^{4} \mathrm{~cm} / \mathrm{sec}\right)=10^{-12} \mathrm{sec}$. In contrast, the time for one Bohr orbit is about $T_{e} \approx 2 \pi a_{0} / a c=10^{-16} \mathrm{sec}$. Thus the interaction should be represented to a good approximation by the potentials found in the Born-Oppenheimer approximation. In the latter the nuclei are "clamped" in place, and the effective potential of the fast-moving electrons is calculated with the internuclear distance as a parameter. The motion of the nuclei is then calculated with the contribution to their motion from the electrons being given by the effective potential.

Each hydrogen atom participating in the collision has electronic spin of $1 / 2$. The total electronic spin $S$ for two such atoms is then 0 or 1 . Because the two electrons are two identical fermions, the total electronic wave function must be antisymmetrical. The two pos sible electronic states, the singlet $(S=0)$ and triplet ( $S=1$ ) states, then correspond to symmetric and antisymmetric electronic space functions, respectively. In the symmetric space state the electrons have a high probability of being between the two protons. The two protons will then be attracted toward a common center, and a stable molecule might be possible. However, in a collision between two free atoms, a stable molecule will not result because conservation of kinetic energy and
linear momentum cannot be satisfied for recombination in a two-body collision. Nonetheless, the space-symmetric or spin singlet collision should lead to a pseudo-stable state, implying a large interaction cross section. In the spin triplet or space-antisymmetric state, the electrons avoid the region between the protons, and the interaction is repulsive. Thus the difference between the singlet and triplet potentials arises from the antisymmetry requirement on the total electronic wave function. The antisymmetry condition contains the Pauli principle, in terms of which one could say that the electrons with parallel spins (triplet) must avoid each other. See Fig. 1 for a rough idea of the form of the potentials for hydrogen. ${ }^{1}$

For the heavier alkalis the singlet binding energy is smaller and the equilibrium separation larger than for hydrogen. ${ }^{2}$ The dissociation energies E are, for $\mathrm{H}_{2}, 4.48 \mathrm{eV} ; \mathrm{Li}_{2}^{7}, 1.03 ; \mathrm{Na}_{2}^{23}, 0.73 ; \mathrm{K}_{2}^{39}, 0.51$; $R b_{2}^{85}, 0.49 ; \mathrm{Cs}_{2}^{133}, 0.45$. The equilibrium separation $R$ for $H_{2}$ is $1.07 \AA$ and for $R b_{2}$ and $\mathrm{Cs}_{2}$ about $4 \AA$. This is not surprising, since the diameters of the Rb and Cs atoms are about five times the diameter of the hydrogen atom. The valence electrons which give rise to the binding are then farther from the nuclei.

The difference between the singlet and triplet interactions has been described and explained in terms of the antisymmetry requirement on the total electronic wave function. That this difference gives rise to observable results can be seen as follows. The total electronic wave function for the two atoms at large separations is a superposition of singlet and triplet wave functions. Since the singlet and triplet interactions are different, the total electronic wave function after the collision may be a different superposition of the singlet and triplet wave functions. There is thus a certain probability that two atoms (in a static external field of a few gauss) will undergo a collision with the change in quantum numbers

$$
I_{1} S_{1} F_{1} M_{1} I_{2} S_{2} F_{2} M_{2} \rightarrow I_{1} S_{1} F_{1}^{\prime} M_{1}^{\prime} I_{2} S_{2} F_{2}^{\prime} M_{2}^{\prime}
$$

where the primed numbers need not be the same as the unprimed numbers. Such collisions, which occur because of the difference in the
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Fig. 1. The form of the interatomic potential between two hydrogen atoms. ${ }^{1} R$ is the equilibrium separation and $E$ is the dissociation energy.
singlet and triplet potentials, are called spin-exchange collisions. For zero nuclear spin, such a collision would be that of atoms with oppositely directed spins interchanging spin orientations during the collision.

In order to make a crude estimate for the cross section, consider the case of zero nuclear spin with the first atom in the spin-up state and the second with spin down, i. e.,

$$
\psi_{\mathrm{i}}=a(1) \beta(2)=\frac{1}{2}[a(1) \beta(2)+\beta(1) a(2)]+\frac{1}{2}[a(1) \beta(2)-\beta(1) a(2)] \equiv A+B,
$$

where $A$ is a triplet term and $B$ is a singlet term. In the adiabatic time-dependent perturbation approximation, ${ }^{3}$

$$
\dot{\psi}_{f}=e^{-i \int \omega_{t} d t}\left[A+B e^{i \int\left(\omega_{t}-\omega_{s}\right) d t}\right]
$$

Define $\phi \equiv \int\left(\omega_{t}-\omega_{s}\right) d t=\int\left(V_{t}-V_{s}\right) d t / \hbar$, then the probability for the first atom leaving the collision in the spin-down state is

$$
P=\left|\beta(1)^{*} a(2)^{*} \psi_{f}\right|^{2}=\left|\frac{1}{2}\left(1-e^{i \phi}\right)\right|^{2}=\sin ^{2} \phi / 2
$$

But $\phi \approx\left(\mathrm{V}_{\mathrm{t}}-\mathrm{V}_{\mathrm{s}}\right) \mathrm{T}_{\mathrm{c}} / \hbar$, where the collision time $\mathrm{T}_{\mathrm{c}} \approx 10^{-12} \mathrm{sec}$ and $V_{t}-V_{s} \approx 1 \mathrm{eV}$; therefore $\phi \approx 10^{3}$ radians. Assuming this very large phase shift to be random, and averaging over many collisions, one finds that $P$ becomes $1 / 2$. Thus a spin-exchange collision is very likely to occur if the atoms are close enough for $V_{t}-V_{s}$ to be appreciable. Thus $\sigma \approx 4 \pi R^{2} \approx 4 \pi\left(4 \times 10^{-8} \mathrm{~cm}\right)^{2} \approx 2 \times 10^{-14} \mathrm{~cm}^{2}$. This value, which is several times a geometrical cross section, is typical for the spin-exchange cross section.

The first theoretical estimates of the cross section, by Purcell and Field ${ }^{4}$ and by Wittke and Dicke, ${ }^{5}$ are based on a semiclassical impact parameter method. Dalgarno has given a quantum mechanical description of the spin-exchange process in terms of the singlet and triplet scattering amplitudes. ${ }^{6}$ Glassgold's work extends Dalgarno's treatment to several special cases using density matrix techniques. ${ }^{7}$ In addition, he introduces the symmetrization necessary for the correct treatment of collisions between atoms with identical nuclei. The calculations of Part II of this thesis are based on the results of Dalgarno and Glassgold.

Glassgold and Lebedeff have obtained scattering amplitudes for one-electron atoms by solving the radial Schrödinger equation numerically, assuming various potentials as representations of the interaction. ${ }^{8}$ They compare exact solutions with various approximations. They calculate differential cross sections, demonstrating the importance of proper symmetrization in the case of identical atoms. They also predict interesting resonances in the energy dependence of the cross sections. Their calculations apply primarily to spin-exchange collisions between hydrogen atoms.

Bender ${ }^{9}$ and others ${ }^{10}$ have calculated the line broadening and ${ }^{\prime}$ frequency shifts arising from spin-exchange collisions.

## B. The Importance of Spin-Exchange Collisions

During the last 8 or 9 years there have been three or four dozen publications devoted to the study or application of the spin-exchange process. Some of the areas in which spin-exchange collisions are important will now be mentioned briefly.

In order to deduce correct densities of hydrogen atoms in interstellar space by observing the intensity of $21-\mathrm{cm}$ radiation incident upon the earth, it is essential to understand all mechanisms affecting the relative populations of the ground-state hyperfine levels. The calculations by Purcell and Field ${ }^{4}$ indicate that in many cases spin-exchange collisions are the predominant determinant of these populations.

The ground-state hyperfine separation of hydrogen is of considerable experimental interest because it can be calculated with great precision. ${ }^{5}$ An accurate measurement yields information on the least known theoretical quantities: the proton recoil and structure factors. The first measurement of the separation was by the atomic beam method. ${ }^{11}$ Wittke and Dicke made a paramagnetic resonance measuirement, ${ }^{5}$ the accuracy of which was limited by spin-exchange broadening. More precise determinations were made by transferring polarization from an optically pumped sodium or rubidium vapor to a hydrogen isotope by means of the spin-exchange process. ${ }^{12}$ The most precise measurement to date is that by Crampton, Kleppner, and Ramsey, ${ }^{13}$ employing the hydrogen maser. The maser oscillation frequency is
"pulled" by a mistuned cavity by an amount proportional to the atomic resonance width. By increasing the beam flux the resonance width can be increased by as much as a factor of four through the spin-exchange mechanism. The cavity is adjusted until the oscillation frequency is independent of the flux. The cavity frequency must then be centered on the atomic frequency unless the spin-exchange process itself introduces a shift. In fact it does, but it depends upon the atomic resonance width in the same manner as the cavity pulling but in the opposite sense. Thus any systematic frequency error which would ordinarily be introduced by the spin-exchange process is exactly canceled by compensating mistuning of the cavity. Verification of the accuracy of this method of tuning can be made by broadening the resonance by adding deuterium and noting that the frequency is not shifted. Thus a process which at one time limited the accuracy of a measurement was later understood sufficiently well to use it in improving the accuracy of the same measurement!

The technique of transferring polarization from an optically pumped species was first performed by Dehmelt between Na atoms and quasi-free electrons. ${ }^{14}$ His measurement of the $g$ value of the electron reduced the uncertainty of direct measurements of $g_{s}$ from 5000 to 30 ppm , thus furnishing an important direct verification of the quantum electrodynamic corrections. Wilkinson and Crane have recently completed a direct measurement to 0.03 ppm by determining the difference between the orbital frequency and the spin precession frequency of free electrons in a magnetic field. ${ }^{15}$

Spin exchange has been utilized to polarize several atoms with $S$ ground states in order to study the ground-state hyperfine structure: $H, D, T, N^{14}, N^{15}$, and $P{ }^{16}$ The hyperfine separations in nitrogen and phosphorus, which are large considering that there are no unpaired $s$-electrons, are believed to arise from exchange polarization of the closed shell core by the unpaired $p$ electrons. ${ }^{17}$

Finally, but of primary importance for this thesis, spin-exchange collisions can be used to study the forces between atoms and thereby to optimize the interatomic potential parameters. Usually
considerable information exists concerning the singlet potential from molecular spectroscopy. However, the spin-exchange probe should yield useful information concerning the triplet potentials. As in the work of Glassgold and Lebedeff, ${ }^{8}$ one can predict cross sections by assuming various forms for the potentials. Accurate measurements should help determine which potentials best describe the physical situation; for example, see the paper by Lebedeff on the determination of Lennard-Jones parameters from total scattering cross sections. ${ }^{18}$

The need for accurate measurements of spin-exchange cross sections to facilitate the study of interatomic potentials is the primary motivation behind the research of this thesis. Part II treats the question of how meaningful cross sections can be deduced from optical pumping experiments. Part III describes a precise measurement employing a transient optical pumping technique. The problem of deducing interatomic potential information from the cross sections is left to the theoreticians.

## C. Techniques for Measuring Spin-Exchange Cross Sections

1. Optical Pumping Experiments (
a. Steady-state optical pumping experiments

The technique of Dehmelt ${ }^{14}$ was used in all the early spinexchange measurements. This method, described in greater detail in II. D. 2 , involves a determination of the change in the transmitted light of the pumped species when an $r f$ resonance field is applied to the second species. In the limit of low light intensity, the signal depends upon the spin-exchange cross section, the densities of both species, and the relaxation times of both species. Crude measurements have been made by this technique of the cross sections for $\mathrm{Na}-\mathrm{Rb}^{85},{ }^{19} \mathrm{Na}-\mathrm{K},{ }^{20}$ and $K-e^{-} .20$ A precise measurement of the $R b^{87}-\mathrm{Rb}^{85}$ cross section has been performed by Jarrett, ${ }^{21}$ who was the first to include an accurate density measurement with an optical pumping exchange crosssection measurement. A related experiment, in which the Zeeman resonances are resolved, is that of Anderson and Ramsey ${ }^{22}$ on Na .

## b. Transient optical pumping experiments

The Franzen technique for studying the relaxation of optically pumped species ${ }^{23}$ has been applied to cross-section measurements of $\mathrm{Rb}^{87}$ by Bouchiat and Brossel, ${ }^{24}$ of $\mathrm{Rb}-\mathrm{Cs}$ by Grossetête, ${ }^{25}$ and in the experiment of this thesis. The signal (see IIC) depends only on the cross section, the density of the second species, and the relaxation times of the first species. The deduction of the cross section from the signal is then somewhat less involved than the case of the Dehmelt experiment, since fewer auxiliary parameters must be determined.

## 2. Paramagnetic Resonance Experiments

The paramagnetic resonance experiments are often carried out at large fields (several thousand gauss) to decouple the electron from the nucleus. Optical pumping, optical pumping plus spin exchange, or the Maxwell-Boltzmann factor is used to give a population difference. Usually the line width of the $F=I+\frac{1}{2}, M=0$ to $F=I-\frac{1}{2}, M=0$ transition is determined. Under proper conditions the reciprocal of the line width or the spin-dephasing time $\mathrm{T}_{2}$ is essentially equal to the spin-exchange time. The paramagnetic resonance experiments possess the great advantage that standards exist which permit precise density measurements by comparisons of absorption signals.

Hildebrandt, Booth, and Barth applied the technique to hydrogen; ${ }^{26}$ Arditi and Carver, to $R b^{87} ;{ }^{27}$ Moos and Sands, to $R b^{85}, R b^{87}$, and $\mathrm{Cs}^{133 ;}{ }^{28}$ Davidovits and Knable, to $\mathrm{Rb}^{87} .29$ Information on the scattering amplitudes and phase shifts has also been obtained in the $\mathrm{Rb}-\mathrm{e}^{-}$experiment of Balling, Hanson, and Pipkin 30 and that of Cs-e ${ }^{-}$ by Balling and Pipkin. 31 They find that the ratio of the line width to the line shift is independent of density but yields information about the phase shifts.

## 3. Atomic Beam Measurements

Crossed-beam experiments have the decided advantage of permitting the determinationofdifferential cross sections and their kinetic energy dependence. Efficient single-atom detectors afford accurate
density-measuring capabilities as well. The other methods yield only total cross sections over a very limited energy range. If the additional complexities of the beam experiments can be overcome, they should produce a wealth of information. $\mathrm{K}-\mathrm{e}^{-}$measurements have been conducted at New York University by Rubin, Perel, and Bederson. 32
D. The History and Significance of the Research of this Thesis Amidst the Rapid Advances in the Field

In light of the many spin-exchange measurements outlined in IC, it might seem that no further experiment is justified. But this research was undertaken in the summer of 1962 at the suggestion of Professor A. E. Glassgold that accurate spin-exchange cross sections would aid in the study of interatomic potentials. At that time there were no measurements with an asserted precision of better than a factor of two or three. At present there are six published measurements with a claimed precision of $20 \%$ or better. ${ }^{21,25,28,29}$ However, the quoted values of these precise cross sections for Rb are not in agreement: $1.9 \pm 0.4, \quad 0.85 \pm 0.10$, and $1.85 \pm 0.23$ in units of $10^{-14} \mathrm{~cm}^{2}$. The less precise measurements vary over a much wider spectrum. Consequently, the research was carried to completion to offer another measurement by a different technique.

Dr. Joseph Winocur suggested that Franzen's method of studying spin relaxation be applied to a measurement of the $\mathrm{Rb}-\mathrm{Cs}$ spinexchange cross section. Suppose that, in the absence of the Cs, the Rb relaxation is represented by a characteristic time $\mathrm{T}_{1}$. With the addition of the Cs the new relaxation time is $\tau=\mathrm{T}_{1} \mathrm{~T}_{\mathrm{E} 1} /\left(\mathrm{T}_{1}+\mathrm{T}_{\mathrm{E} 1}\right)$, where $T_{E 1}$ is the $\mathrm{Rb}-\mathrm{Cs}$ spin-exchange time. From the spin-exchange time, a cross section can be determined if the density is known. Recognizing the problem of procuring a shutter with the desired characteristics, the author made a study of the possibility of using the Dehmelt experiment ${ }^{14}$ for a precise measurement. It was noted that all the previous papers neglected nuclear spin in the analysis except for that by Anderson and Ramsey, ${ }^{22}$ whose experiment would be meaningless without its inclusion. In the winter of 1962 the author arrived at expressions for the Dehmelt signal for particular cases which clearly
showed the importance of the nuclear spins in deducing a cross section from the signal. Uniform relaxation was assumed; self exchange was neglected. Particular solutions of the Franzen-type signal ${ }^{23}$ again demonstrated the importance of the nuclear spins. The signal is a single exponential, neglecting nuclear spin, but the sum of two exponentials for $I=3 / 2$. The Franzen method was pursued because it had not been applied to spin-exchange measurements and because it involves the determination of fewer auxiliary parameters.

In the summer of 1963, Madame Grossetête vistied Berkeley and reported that she was performing a Franzen-type experiment and had arrived at a general solution for the signal for any value of the nuclear spin. Her calculations ${ }^{33}$ and some experimental results ${ }^{25}$ have since been published. Soon after her visit, the author extended his calculations to the case of arbitrary nuclear spin. The transient solution of IIC then stands as an independent confirmation of the densitymatrix treatment by Grossetête.

In the winter of 1963 the calculations for the Dehmelt-type signal were repeated for arbitrary nuclear spin. In the fall of 1964 the calculations were again extended to allow for ground-state relaxation by electron randomization in addition to uniform relaxation. ${ }^{34}$ The results bring into question Jarrett's precise measurement of the $R b^{87}-\mathrm{Rb}^{85}$ cross section ${ }^{21}$ (see IID), thereby increasing the need for further measurements of that cross section.

The cross-section measurements of Part III are the most precise determinations to date of the $\mathrm{Rb}^{87}-\mathrm{Rb}^{87}$ and $\mathrm{Rb}^{87}-\mathrm{Cs}{ }^{133}$ total spin-exchange cross sections. It is true that these results may not be so significant as they would have been in the absence of other precise measurements. But for the $R b^{87}-\mathrm{Rb}^{87}$ case they add weight to two previous measurements at the expense of three others. And for the $\mathrm{Rb}^{87}$-Cs ${ }^{133}$ case they confirm the less precise measurement by Grossetête. Furthermore, these results represent a truly independent measurement, since the experimental details of the other transient experiments have not been published. In addition, some of the information gained in the study of the various problems which have arisen is of interest in its own right.

The primary experimental problem was that of obtaining a shutter with the desired characteristics (see IIIC. 4). Problems also arose in the interpretation of the density measurement data (IIIF. 1). The early work was done with Zeeman optical pumping, but difficulty was encountered with least-squares convergence of some of the data to the sum of two exponentials. The hyperfine pumping method, involving only a single exponential, gave no difficulty, and was used in measuring the cross sections reported in IIIG.

## E. Plan of the Thesis

The thesis divides itself into two main parts. Part II is an analysis of the Franzen-type and Dehmelt-type experiments to determine the effects of including the nuclear spins. The various terms of the rate equations are discussed in detail. It is found that, in general, nuclear spin must be included if correct spin-exchange cross sections are to be deduced from Zeeman optical pumping experiments employing circularly polarized light and performed in weak magnetic fields. (Some confirmative data are presented in Part IV.) Part III contains a detailed description of a hyperfine optical pumping experiment used to measure the $R b^{87}-R b^{87}$ and $R b^{87}-C s^{133}$ spin-exchange cross sections. The spin-exchange time is determined by the Franzen technique; a scanning Fabry-Perot interferometer is utilized to estimate the density.

An outline of the topics to be treated is given in the introduction of each part, thereby eliminating any need for a more detailed discussion here. If the reader is primarily concerned with a summary of the experimental techniques and results see IIIA and IIIB (skim IIIB. 1) and IIIG.
II. THE IMPORTANCE OF NUCLEAR SPINEFFECTS IN EXTRACTING ALKALI SPIN-EXCHANGE CROSS SECTIONS FROM ZEEMAN OPTICAL PUMPING EXPERIMENTS EMPLOYING CIRCULARLY POLARIZED LIGHT AND PERFORMED IN WEAK MAGNETIC FIELDS

## A. Introduction

The motivation for and history of thesecalculations is given in ID. One point of misunderstanding should be cleared up from the outset. There are two quantities referred to as spin-exchange cross sections: an example of the first is defined by Eq. (37); an example of the second is $1 / \mathrm{T}_{\mathrm{E} 1} \overline{\mathrm{vd}}$, where $\mathrm{T}_{\mathrm{E} 1}$ is the spin-exchange time given by Eq (45), $\bar{v}$ is the average relative velocity between the colliding atoms, and $d$ is the density of the species not being optisally pumped. The cross sections of the two kinds will be represented by $Q$ and $\sigma$, respectively. Since the collision time is much shorter than a period of the hyperfine precession, the hyperfine coupling has little effect during the collision. Therefore, since the spin-exchange process is an electronic interaction, the cross section for electron spin-exchange should be essentially independent of the nuclear spins. The cross section in this case is of the $\sigma$ type and is the cross section reported by experimentalists. However, in a low magnetic field the electron spin is coupled to the nuclear spin by the hyperfine interaction, and the good quantum numbers are IJFM. For this case, the cross sections of interest are between different FM states and are of the $Q$ type. They depend upon the nuclear spin $I$ even though the interaction is diagonal in $M_{I}$. The $Q$ cross sections are seen to be very nearly the product of a $\sigma$ cross section (the cross section for $I=0$ ) and a matrix element which is independent of $I$ if $M_{S}$ is a good quantum number. All the nuclear-spin effects referred to in this part arise from the nuclear-spin dependence of the matrix element, not of $\sigma$. The optical pumping signals can then depend upon the nuclear spin because of the hyperfine coupling. Failure to include these effects can lead to errors of several hundred per cent in the values of the spin-exchange cross sections deduced from optical pumping experiments.

The calculations apply to spin exchange between two alkali atoms in their ground states. The pumping radiation is assumed to be circularly
polarized $D_{1}$ light with equal-intensity hyperfine components. Restrictions are placed on the absorption in order to simplify the expressions for the signals. The rate equations used to describe the experiments are given in Section IIB; a diagonal density matrix is used. The following contributions to the rate equations are then discussed:
1, pumping radiation; 2, excited-state disorientation; 3, ground-state relaxation; 4, spin exchange between unlike atoms; and 5 , self spin exchange. Solutions to the rate equations of Section IIB are obtained for the Franzen-type transient experiment ${ }^{23}$ as applied to spin-exchange measurements in Section IIC; self-exchange effects are neglected. The expression for the signal in the usual Dehmelt-type steady-state spinexchange experiment ${ }^{14}$ is found in Section IID in the limit of low light intensity. Applications or comparisions are made to the results of Dehmelt, ${ }^{14}$ Jarrett, ${ }^{21}$ Balling et al., ${ }^{30}$ and Anderson and Ramsey. ${ }^{22}$

## B. Rate Equations

Consider the description of the time variation of the populations of two different species of alkali atoms in a static magnetic field of weak intensity. The ISFM representation is then best. $\underset{\sim}{F}$ is the total angular momentum obtained by coupling the nuclear angular momentum ${ }_{m}$ to the electronic angular momentum $S_{m}\left(J_{m}=S_{m}\right.$, since $\left.L_{m}=0\right) . \quad \mathrm{M}$ is the projection of $\underset{\sim}{F}$ along the axis defined by the external magnetic field and the incident light beam. Species 1 is optically pumped and has a density in the ground state $F_{1} M_{1}$ of $p_{F_{1}} M_{1}$ and a total density of $p$. The second species is disoriented continuously during part or all of the experiment and has a density $\mathrm{d}_{\mathrm{F}_{2} \mathrm{M}_{2}}$ in the ground state $\mathrm{F}_{2} \mathrm{M}_{2}$ and a total density d . The first species has a density $\mathrm{n}_{J_{1}} \mathrm{~F}_{1} \mathrm{M}_{1}$ in the excited state $J_{1} F_{1} M_{1}$. The time variation of $p_{F_{1}} M_{1}$ can be described as follows:

$$
\dot{p}_{F_{1} M_{1}}=-p_{F_{1} M_{1}} \sum_{J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime} q} \int_{0}^{\infty} L_{q}(v) P_{v q}^{\prime}\left(F_{1} M_{1}, J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}\right) d v
$$

$$
\begin{aligned}
& +\sum_{J_{1} F_{1}^{\prime} M_{1}^{\prime}} n_{J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime} P^{\prime \prime}\left(J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}, F_{1} M_{1}\right) / \tau J_{1}^{\prime}} \\
& -P_{F_{1}} M_{1} \sum_{F_{1}^{\prime} M_{1}^{\prime}} w\left(F_{1} M_{1}, F_{1}^{\prime} M_{1}^{\prime}\right)+\sum_{F_{1}^{\prime} M_{1}^{\prime}} p_{\left.F_{1}^{\prime} M_{1}^{\prime}, w\left(F_{1}^{\prime} M_{1}^{\prime}, F_{1} M_{1}\right), ~\right)} \\
& -\sum_{F_{1}^{\prime} M_{1}^{\prime}} \int\left\{P_{F_{1}} M_{1} d_{F_{2}} M_{2} Q_{E}\left(F_{1} M_{1} F_{2} M_{2}, F_{1}^{\prime} M_{1}^{\prime} F_{2}^{\prime} M_{2}^{\prime}\right)\right. \\
& \mathrm{F}_{2} \mathrm{M}_{2} \\
& \left.F_{2}^{\prime} M_{2}^{\prime} \quad-p_{F_{1}^{\prime}}^{\prime} M_{1}^{\prime}{ }^{d} F_{2}^{\prime} M_{2}^{\prime} Q_{E}\left(F_{1}^{\prime} M_{1}^{\prime} F_{2}^{\prime} M_{2}^{\prime}, F_{1} M_{1} F_{2} M_{2}\right)\right\} f\left(v_{E}\right) v_{E} d^{3} v_{E} \\
& -\sum_{F_{1}^{\prime} M_{1}^{\prime}} \int\left\{\dot{p}_{F_{1} M_{1}} p_{F_{1}^{\prime} M_{1}^{\prime}} Q_{S 1}\left(F_{1} M_{1} F_{1}^{\prime} M_{1}^{\prime}, F_{1}^{\prime \prime} M_{1}^{\prime \prime} F_{1}^{\prime \prime \prime} M_{1}^{\prime \prime \prime}\right)\right. \\
& F_{1}^{\prime \prime} M_{1}^{\prime \prime} \\
& \left.F_{1}^{\prime \prime \prime} M_{1}^{\prime \prime \prime} \quad-P_{F_{1}^{\prime \prime}} M_{1}^{\prime \prime} P_{F_{1}^{\prime \prime \prime}} M_{1}^{\prime \prime \prime} Q_{S 1}\left(F_{1}^{\prime \prime} M_{1}^{\prime \prime} F_{1}^{\prime \prime \prime} M_{1}^{\prime \prime \prime}, F_{1} M_{1} F_{1}^{\prime} M_{1}^{\prime}\right)\right\} f\left(v_{S 1}\right) v_{S 1} d^{3} v_{S 1} .
\end{aligned}
$$

$$
\begin{equation*}
\sum_{\mathrm{q}} \int_{0}^{\infty} \mathrm{L}_{\mathrm{q}}(v) P_{v \mathrm{q}}^{\prime}\left(\mathrm{F}_{1}^{\prime} \mathrm{M}_{1}, J_{1}^{\prime} F_{1}^{\prime} \mathrm{M}_{1}^{\prime}\right) \mathrm{d} v \quad \text { is the probability per unit } \tag{1}
\end{equation*}
$$

time that an atom in the ground state $F_{1} M_{1}$ will absorb a resonance photon and make a transition to the $F_{1}^{\prime} M_{1}^{\prime}$ substate of the ${ }^{2} P_{J_{1}^{\prime}}$ excited state; $L_{q}(v) d v$ is the light intenstiy with polarization $q$ and with frequencies between $v$ and $v+d v . \quad \frac{1}{\tau} J_{1}^{\prime} P^{\prime \prime}\left(J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}, F_{1} M_{1}\right)$ is the probability per unit time for the reverse process; $\tau_{J_{1}^{\prime}}$ is the radiative lifetime of
an atom in one of the substates of the ${ }^{2} P_{J_{1}^{\prime}}$ excited state. The quantity $\mathrm{w}\left(\mathrm{F}_{1} \mathrm{M}_{1}, \mathrm{~F}_{1}^{\prime} \mathrm{M}_{1}^{\prime}\right)$ is the probability per unit time for an atom in the substate $F_{1} M_{1}$ of the ground state to make a transition to the $F_{1}^{\prime} M_{1}^{\prime}$ substate of the ground state by relaxation processes excluding spin exchange. In the last two terms the subscript $E$ refers to exchange between atoms of different species and $S$ to exchange between atoms of the same species. $Q\left(F_{1} M_{1} F_{2} M_{2}, F_{1}^{\prime} M_{1}^{\prime} F_{2}^{\prime} M_{2}^{\prime}\right)$ is the cross section for a spin-exchange collision between two atoms in which the first atom makes a transition from $F_{1} M_{1}$ to $F_{1}^{\prime} M_{1}^{\prime}$ and the second from $F_{2} M_{2}$ to $F_{2}^{\prime} M_{2}^{\prime}$. The function $f(v)$ is the distribution of relative velocities $v$ with the normalization $\int f(v) d^{3} v=1$. The populations are then affected by 1 , the pumping radiation, 2, excited-state disorientation, 3, groundstate relaxation, 4, spin exchange with the second species; and 5 , self spin exchange between atoms of the same species.

The form of these equations corresponds to a diagonal densitymatrix approach, which should be valid in the absence of coherenceproducing interactions. The radio-frequency fields used in the experiments treated in this thesis are ordinarily applied in a manner producing very little coherence. Magnetic field inhomogeneities are usually sufficient to damp out any coherence effects in a time short compared with the other significant times of the problem. A solution of the rate equations, including the off-diagonal elements but neglecting nuclear spins, has been obtained by other workers; it is discussed in Section IID. 4.

Each of the terms in Eq. (1) will now be discussed and the simplifying assumptions stated. The resulting rate equations are given in IIB. 6. For the experiments treated in this paper, the $2(2 I+1)$ equations for each species (excluding excited-state equations) reduce to two equations with the variables being the longitudinal electronic polarizations of the various hyperfine levels as defined in (13). However, the particular assumptions made in Sections IIC and IID are necessary before this reduction is complete; therefore, the rate equations of IIB. 6 are not entirely in that form.

## 1. Pumping Radiation

a. Circularly polarized $D_{1}$ resonance radiation

It is assumed that the resonance radiation is filtered with only the $D_{1}$ line $\left({ }^{2} P_{1 / 2} \rightarrow{ }^{2} S_{1 / 2}\right)$ incident upon the resonance cell containing two alkali species. It is further assumed that it is circularly polarized so that $M_{1}$ must change by +1 for electric dipole transitions; i.e.,

$$
L_{q}(v) P_{v q}^{\prime}\left(F_{1} M_{1}, J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}\right)=L(v) P_{v}^{\prime}\left(F_{1} M_{1}, \frac{1}{2} F_{1}^{\prime} M_{1}+1\right) \delta_{J_{1}^{\prime}, 1 / 2} \delta_{M_{1}^{\prime}}, M_{1}+1
$$

b. Equal-intensity hyperfine components throughout the cell

It should always be possible to write

$$
P_{v}^{\prime}\left(F_{1} M_{1}, \frac{1}{2} F_{1}^{\prime} M_{1}+1\right)=P^{\prime}\left(F_{1} M_{1}, \frac{1}{2} F_{1}^{\prime} M_{1}+1\right) f\left(v-v_{F_{1}}^{0} M_{1}, F_{1}^{\prime} M_{1}^{\prime}\right) \text {, where }
$$ $\mathrm{f}\left(\nu-\nu^{0} \mathrm{~F}_{1} \mathrm{M}_{1}, \mathrm{~F}_{1}^{\prime} \mathrm{M}_{1}^{\prime}\right)$ represents the broadening of the absorption line around the center frequency $\nu_{F_{1}}^{0} M_{1}, F_{1}^{\prime} M_{1}^{\prime}$ by, for example, Doppler or pressure effects; furthermore $\int_{0}^{\infty} f\left(v-v^{0} F_{1} M_{1}, F_{1}^{\prime} M_{1}^{\prime}\right) d v=1$. Now assume that

$$
\int_{0}^{\infty} \mathrm{L}(v) \mathrm{f}\left(v-\nu^{0} \mathrm{~F}_{1} \mathrm{M}_{1}, \mathrm{~F}_{1}^{\prime} \mathrm{M}_{1}^{\prime}\right) \mathrm{d} v=\mathrm{L}
$$

i. e., over the frequencies for which absorption occurs, the light at each point of the cell is independent of the frequency. Experimental care must be taken to achieve equal hyperfine components in the incident light; this can usually be done by regulating the amount of selfreversal in the lamp bulb, if one is able to monitor the components. Since the hyperfine components often have different absorption coefficients, the absorption must usually be kept low to approximate equal components throughout the cell (see IIB. 1. c).

The first term in (1) contains

$$
\begin{align*}
\sum_{J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}} \int_{0}^{\infty} & L_{q}(v) P_{\nu q}^{\prime}\left(F_{1} M_{1}, J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}\right) d v=L \sum_{F_{1}^{\prime}} P^{\prime}\left(F_{1} M_{1}, \frac{1}{2} F_{1}^{\prime} M_{1}+1\right) \\
& \equiv L P^{\prime}\left(F_{1} M_{1}\right) \\
P^{\prime}\left(F_{1} M_{1}\right) \propto & \left.\left.\sum_{F_{1}^{\prime}}\left(\left|\left\langle I_{1} J_{1} F_{1} M_{1}\right| r(1,1)\right| I_{1} J_{1} F_{1}^{\prime} M_{1}+1\right\rangle\right|^{2}\right)_{J_{1}=1 / 2}, \tag{2}
\end{align*}
$$

where $r(1, q)$ denotes the qth component of the valence electron position vector $\underset{m}{r}$, which is a tensor of rank 1; see Edmonds, ${ }^{35}$ Chapter 5. Using Edmonds' (5.4.1) and (7.1.7), one finds

$$
P^{\prime}\left(F_{1} M_{1}\right) \propto \sum_{F_{1}^{\prime}}\left(\begin{array}{ccc}
F_{1} & 1 & F_{1}^{\prime}  \tag{4}\\
M_{1} & 1 & -M_{1}-1
\end{array}\right)^{2} \Delta\left(F_{1}, F_{1}^{\prime}\right)
$$

The squared 3-j symbol in (4) is given in Table I (from Edmonds' Table 2). The quantities

$$
\Delta\left(F_{1}, F_{1}^{\prime}\right) \equiv 6\left(2 F_{1}+1\right)\left(2 F_{1}^{\prime}+1\right)\left\{\begin{array}{lll}
1 / 2 & F_{1}^{\prime} & I_{1}  \tag{5}\\
F_{1} & 1 / 2 & 1
\end{array}\right\}^{2}=\Delta\left(F_{1}^{\prime}, F_{1}\right)
$$

are given in Table II; they were obtained with the aid of Edmonds'
Table 5. Then, for $F_{1}=I_{1} \pm 1 / 2$,
$P^{\prime}\left( \pm, M_{1}\right)=P^{\prime}\left(F_{1} M_{1}\right)=C\left[1 \mp M_{1} /\left(I_{1}+1 / 2\right)\right]=C\left[1-2\left(F_{1}-I_{1}\right) M_{1} /\left(I_{1}+1 / 2\right)\right]$,
where $L P^{\prime}\left(F_{1} M_{1}\right)$ is the total probability per unit time that an atom in the substate $F_{1} M_{1}$ will absorb a resonance photon; $C$ is a constant independent of the quantum numbers of interest.

## c. Low absorption

The experiments analyzed in this paper employ the transmission monitoring technique; the changes in the absorption constitute the signals.

Table I. Values of $\left(\begin{array}{ccc}F_{1} & 1 & F_{1}^{\prime} \\ M_{1} & 1 & -M_{1}-1\end{array}\right)^{2}$

| $\mathrm{F}_{1}$ | $\mathrm{F}_{1}^{\prime}$ |  |
| :---: | :---: | :---: |
|  | $\mathrm{I}_{1}+1 / 2$ | $I_{1}-1 / 2$ |
| $\mathrm{I}_{1}+1 / 2$ | $\underline{2\left[\mathrm{I}_{1}^{2}+2 \mathrm{I}_{1}+3 / 4-\mathrm{M}_{1}-\mathrm{M}_{1}^{2}\right]}$ | $\underline{2\left[\mathrm{I}_{1}^{2}-1 / 4-2 \mathrm{M}_{1} \mathrm{I}_{1}+\mathrm{M}_{1}^{2}\right]}$ |
|  | $\left(2 \mathrm{I}_{1}+1\right)\left(2 \mathrm{I}_{1}+2\right)\left(2 \mathrm{I}_{1}+3\right)$ | $4 \mathrm{I}_{1}\left(2 \mathrm{I}_{1}+1\right)\left(2 \mathrm{I}_{1}+2\right)$ |
| $I_{1}-1 / 2$ | $2\left[\mathrm{I}_{1}^{2}+2 \mathrm{I}_{1}+3 / 4+\left(2 \mathrm{I}_{1}+2\right) \mathrm{M}_{1}+\mathrm{M}_{1}^{2}\right]$ | $\underline{2\left[I_{1}^{2}-1 / 4-M_{1}-M_{1}^{2}\right]}$ |
|  | $4 \mathrm{I}_{1}\left(2 \mathrm{I}_{1}+1\right)\left(2 \mathrm{I}_{1}+2\right)$ | $\left(2 \mathrm{I}_{1}-1\right) 2 \mathrm{I}_{1}\left(2 \mathrm{I}_{1}+1\right)$ |
| Tab | Values of $\Delta\left(F_{1}, F_{1}^{\prime}\right)=6\left(2 F_{1}+1\right.$ | $\left.F_{1}^{\prime}+1\right)\left\{\begin{array}{ccc}1 / 2 & F_{1}^{\prime} & I_{1} \\ F_{1} & 1 / 2 & 1\end{array}\right\}^{2}$ |
|  | $F_{1}^{\prime}$ |  |
| $F_{1}$ | $I_{1}+1 / 2$ | $\mathrm{I}_{1}-1 / 2$ |
| $I_{1}+1 / 2$ | $\left(2 \mathrm{I}_{1}+2\right)\left(2 \mathrm{I}_{1}+3\right)$ | $4 \mathrm{I}_{1}\left(2 \mathrm{I}_{1}+2\right)$ |
|  | $2 \mathrm{I}_{1}+1$ | $2 \mathrm{I}_{1}+1$ |
| $\mathrm{I}_{1}-1 / 2$ | $\underline{4 I_{1}\left(2 I_{1}+2\right)}$ | $\underline{2 I_{1}\left(2 I_{1}-1\right)}$ |
|  | $2 \mathrm{I}_{1}+1$ | $2 \mathrm{I}_{1}+1$ |

The absorption by the cell can be found as follows. The light intensity at frequency $v$ and time $t$ at a penetration depth of $x$ into the resonance cell of length $\ell$ decreases by

$$
\begin{equation*}
\mathrm{dL}(v, \mathrm{x}, \mathrm{t})=-\mathrm{L}(v, \mathrm{x}, \mathrm{t}) \sum_{\mathrm{F}_{1} \mathrm{M}_{1} F_{1}^{\prime}} \mathrm{P}_{\mathrm{F}_{1} M_{1}}(\mathrm{x}, \mathrm{t}) \mathrm{P}_{\nu}^{\prime}\left(\mathrm{F}_{1} M_{1}, \frac{1}{2} F_{1}^{\prime} M_{1}+1\right) \mathrm{hv} \mathrm{dx} \tag{7}
\end{equation*}
$$

between x and $\mathrm{x}+\mathrm{dx}$; it is assumed that $L(v, x, t)$ is circularly polarized, so that $\Delta M_{1}=+1$ in absorption. With the assumptions of IIB. 1.b (7) yields, for the absorption,

$$
\begin{equation*}
A(\ell, t)=L(0 ; t)-L(\ell, t)=\int_{0}^{\ell} L(x, t) \sum_{F_{1} M_{1}} p_{F_{1}^{\prime} M_{1}}(x, t) P^{\prime}\left(F_{1} M_{1}\right) h v d x . \tag{8}
\end{equation*}
$$

The conditions necessary for maintaining the equality of the hyperfine components throughout the cell can be found by integrating (7):

$$
\begin{align*}
& L(v, x, t)=L(v, 0, t) \exp \left[-\int_{0}^{\dot{x}} \sum_{F_{1} M_{1} F_{1}^{\prime}} p_{F_{1}} M_{1}^{\left.\left(x^{\prime}, t\right) P_{v}^{\prime}\left(F_{1} M_{1}, \frac{1}{2} F_{1}^{\prime} M_{1}+1\right) h v d x^{\prime}\right]}\right. \\
& =L(v, 0, t) \exp \left[-\int_{0}^{\mathrm{x}} \mathrm{k}_{\nu}\left(\mathrm{x}^{\prime}, \mathrm{t}\right) \mathrm{dx} \mathrm{x}^{\prime}\right], \tag{9}
\end{align*}
$$

where $L(v, 0, t)$ is constant over the frequencies for which the absorption is appreciable. $L(v, x, t) \approx L(v, 0, t)$ if the absorption is low, i.e., $k_{0} \ell \ll 1$, where $k_{0}$ is the peak absorption coefficient. But for some. cases slightly less stringent requirements are sufficient. For example, if the excited-state hyperfine separation and the Zeeman splittings are much less than the absorption width, the two resolved components are approximately equal to each other at each point of the cell if $\mathrm{k}_{0} \ell /\left(2 \mathrm{I}_{1}+1\right) \ll 1$. This requirement is satisfactory, since the difference in their absorption rates is only $1 /\left(2 \mathrm{I}_{1}+1\right)$ times the total absorption rate. Experimentally, an extrapolation to zero absorption or a demonstration that the signals are independent of absorption should be made.

With the assumption that the absorbable light at each point in the cell is independent of frequency, the absorption (and the signals) can be expressed as a simple function of

$$
\begin{equation*}
\sum_{F_{1} M_{1}} p_{F_{1} M_{1}}(x, t) P^{\prime}\left(F_{1} M_{1}\right)=C p\left[1-\sum_{F_{1} M_{1}} 2\left(F_{1}-I_{1}\right) M_{1} p_{F_{1} M_{1}} /\left(I_{1}+\frac{1}{2}\right) p\right] \tag{10}
\end{equation*}
$$

which can be expressed as a function of the electronic polarization as follows. It can be shown that $\langle F M| S_{z}|F M\rangle=2(F-I) M /(2 I+1)$. Then the absorption is

$$
\begin{equation*}
A(\ell, t) \approx k \int_{0}^{\ell} L(x, t)(1-P(x, t)) d x \tag{11}
\end{equation*}
$$

with the absorption coefficient $k=C p h v$ and

$$
\begin{gather*}
P=2\left\langle S_{1 z}\right\rangle=2 \sum_{F_{1} M_{1}} p_{F_{1} M_{1}}\left\langle F_{1} M_{1}\right| S_{1 z}\left|F_{1} M_{1}\right\rangle / p=\sum_{F_{1}} P_{F_{1}},  \tag{12}\\
P_{F_{1}=I_{1} \pm 1 / 2}=P_{ \pm}= \pm \sum_{M_{1}=-I_{1} \mp 1 / 2}^{I_{1} \pm 1 / 2} M_{1} P_{I_{1} \pm 1 / 2, M_{1}} /\left(I_{1}+1 / 2\right\rangle p \tag{13}
\end{gather*}
$$

Here $P$ is the longitudinal electronic polarization, and $P_{+}$and $P_{-}$ are the contributions to this polarization from the two hyperfine levels. Completely analogous polarizations $D, D_{+}, D_{\text {_ }}$ are defined for the second species. Although only $P$ is needed to define the signal。 $P_{+}$and $P_{-}$ usually appear in coupled equations and must be solved for separately in order to determine $P$. Or, since

$$
\begin{equation*}
\left\langle I_{1 z}\right\rangle=\left\langle F_{1 z}\right\rangle-\left\langle S_{1 z}\right\rangle=I_{1} P_{+}-\left(I_{1}+1\right) P_{-} \tag{14}
\end{equation*}
$$

the equations for $\left\langle\dot{S}_{z}\right\rangle$ and $\left\langle\dot{I}_{z}\right\rangle$ can be found and solved instead. In either case the $2(2 I+1)$ equations for each species reduce to two equations in the cases treated in this paper. Consequently, the rate equations for $P_{+}$and $P_{-}$rather than for $P_{F_{1}} M_{1}$ will be determined. Then
the absorption term of (1) gives

$$
\begin{equation*}
\left(\dot{\mathrm{P}}_{ \pm}\right)_{\mathrm{Abs}}=\mp L \sum_{\mathrm{M}_{1}} M_{1} p_{F_{1} M_{1}} P^{\prime}\left(F_{1} M_{1}\right) /\left(I_{1}+1 / 2\right) p \tag{15}
\end{equation*}
$$

when (2), (6), and (13) are used.

## 2. Excited-State Disorientation

It is customary, in analyzing optical pumping signals in which a buffer gas at a pressure greater than 1 cm of Hg is used, to assume that complete mixing occurs in the excited state. In other words, the excited-state polarization relaxes nonradiatively in a time short compared with the radiative lifetime. Recently, excited-state disorientation cross sections have been reported which are considerably smaller than those found earlier for sodium. Yellin and Marrus ${ }^{36}$ report for $\mathrm{Rb}^{87}$ - Ne collisions a cross section of $5 \times 10^{-17} \mathrm{~cm}^{2}$, which implies an excited-state relaxation time of $\mathrm{T} \approx 0.4 \mu \mathrm{sec}$ for Jarrett's experiment $\left(2.8 \mathrm{~cm}\right.$ of Ne at $\left.90^{\circ} \mathrm{C}\right) . .^{21}$ The corresponding mixing parameter

$$
\begin{equation*}
\mathrm{q}=\tau /(\mathrm{T}+\tau) \tag{16}
\end{equation*}
$$

(where $\tau=2.85 \times 10^{-8} \mathrm{sec}$ is the excited-state lifetime against spontaneous emission) is less than $10 \%$, implying that Jarrett's conditions produced very little excited-state mixing. Since one of the primary objectives of this work is to determine the importance of the nuclear spins in Jarrett's experiment, it is of interest to investigate the necessity of the assumption of complete mixing. It will be shown that the signal for Jarrett's experiment (in the limit of low light intensity) is independent of the amount of excited-state disorientation, regardless of the mechanism producing the mixing.

By definition, the probabilities $P^{\prime \prime}$ must satisfy

$$
\begin{equation*}
\sum_{F_{1} M_{1}} P^{\prime \prime}\left(J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}, F_{1} M_{1}\right)=1 \tag{17}
\end{equation*}
$$

The time rate of change of the density of excited atoms in the $F_{1}^{\prime} M_{1}^{\prime}$ substate of the ${ }^{2} P_{J_{1}^{\prime}}$ excited state is

$$
\begin{align*}
& -\mathrm{n}_{J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime} / \tau_{J_{1}}}-\sum_{J_{1}^{\prime} F_{1}^{\prime \prime} M_{1}^{\prime \prime}} n_{J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}}{ }^{w} e^{\left(J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}, J_{1}^{\prime \prime} F_{1}^{\prime \prime} M_{1}^{\prime \prime}\right)} \\
& +\sum_{J_{1}^{\prime \prime} F_{1}^{\prime \prime} M_{1}^{\prime \prime}} n_{J_{1}^{\prime \prime} F_{1}^{\prime \prime} M_{1}^{\prime \prime} w_{e}\left(J_{1}^{\prime \prime} F_{1}^{\prime \prime} M_{1}^{\prime \prime}, J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}\right), ~} \tag{18}
\end{align*}
$$

where $w_{e}\left(J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}, J_{1}^{\prime \prime} F_{1}^{\prime \prime} M_{1}^{\prime \prime}\right)$ is the probability per unit time that an excited atom in state $J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}$ will make a transition to the excited state $J_{1}^{\prime \prime} F_{1}^{\prime \prime} M_{1}^{\prime \prime}$ (without returning to the ground state by emission of a photon). Since the excited-state populations reach equilibrium very rapidly $(\leqslant \tau)$, the equilibrium value of $n_{J} F_{1}^{\prime} M_{1}^{\prime}$ can be used in (1). Notice that at equilibrium (18) is of the form

$$
\begin{equation*}
\mathrm{Rn}_{\underset{m}{ }}=\mathrm{Lm}_{\mathrm{m}}, \tag{19}
\end{equation*}
$$

where $R$ is a matrix independent of the various populations, $n$ is a column vector with components $n_{J_{1}^{\prime}} F_{1}^{\prime} M_{1}^{\prime}$, and $\underset{m}{m}$ has components

$$
\begin{equation*}
m_{J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}}=\sum_{F_{1} M_{1}} P_{F_{1} M_{1}} P^{\prime}\left(F_{1} M_{1}, J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime} \delta_{M_{1}^{\prime}}, M_{1}+1{ }^{\delta} J_{1}^{\prime}, 1 / 2\right. \tag{20}
\end{equation*}
$$

Therefore $n$ and $n_{J_{1}^{\prime} F_{1}^{\prime}} M_{1}^{\prime}$ are proportional to $L$ or higher-order terms in L. Thereemission term of (1), which becomes, when (13) is used,

$$
\begin{equation*}
\left(\dot{P}_{ \pm}\right)_{R e}= \pm \sum_{J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}} n_{J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime} \sum_{M_{1}} M_{1} P^{\prime \prime}\left(J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}, F_{1} M_{1}\right) /\left(I_{1}+1 / 2\right) p \tau_{J_{1}^{\prime}},}^{(21)} \tag{21}
\end{equation*}
$$

is then proportional to $L$ or higher-order terms in $L$. This term vanishes in the transient experiment of Section IIC for which $L=0$; it will be found to be independent of $P_{+}$and $P_{-}$for the Dehmelt-type steady-state experiment of Section IID.

## 3. Ground-State Relaxation

The most common assumption for the ground-state relaxation in optical pumping experiments is that it is uniform. It has been suggested that a better assumption is that the electron spin is randomized without affecting the nuclear spin. ${ }^{37}$ Recently Bouchiat ${ }^{38}$ has carried out a detailed analysis of relaxation in paraffin-coated cells. She as sumes that the relaxation arises from the interaction of randomly oriented disorientation fields with the spin of the valence electron. This section contains a short derivation of the contributions to the rate equations from such an interaction which parallels the elegant density matrix treatment by Bouchiat. A discussion in terms of the assumptions of uniform relaxation and electron randomization is also given.

The general relaxation Hamiltonian satisfying the above restrictions can be written

$$
\begin{equation*}
\mathcal{H}^{\prime}=\sum_{k q} a_{k}(-)^{q} S(1, q) H(k,-q), \tag{22}
\end{equation*}
$$

where $\mathrm{H}(\mathrm{k}, \mathrm{q})$ is the qth component of a randomly oriented field of rank $k$ [for example, a scalar contact field ( $k=0$ ) or a tensor dipole field ( $k=2$ ) ; see reference 38] and is independent of the alkali atom spin coordinates. $S(1, q)$ is the $\frac{q}{35}$ component of the spin of the valence electron of the alkali atom. 35

Abragam ${ }^{39}$ shows that, if $\mathcal{H}^{\prime}(t)=A F(t)$, where $A$ is an operator acting only on the variables of the alkali, and $F(t)$ is a random function independent of the alkali, the transition probability from state $a$ to $b$ of the alkali is

$$
\begin{equation*}
w_{a b}=|(a|A \cdot| b)|^{2} J\left(\omega_{a b}\right) \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
J\left(\omega_{a b}\right) \equiv \int_{-\infty}^{\infty} \dot{g}(\tau) e^{-i \omega_{a b} \tau} d \tau=2 \tau_{c}\langle F(t) F(t)\rangle /\left(1+\omega_{a b}^{2} \tau_{c}^{2}\right), \tag{24}
\end{equation*}
$$

provided that

$$
\begin{equation*}
g(\tau) \equiv\langle F(t) F(t+\tau)\rangle=\langle F(t) F(t)\rangle \exp \left(-|\tau| / \tau_{c}\right) \tag{25}
\end{equation*}
$$

i. e., if the interaction can be characterized by a single correlation time $\tau_{c}$.

It should be a good approximation to assume that the Hamiltonian (22) is the sum of several terms each of which satisfies the restrictions of Abragam's derivation. Then

$$
\begin{equation*}
\mathrm{w}\left(\mathrm{~F}_{1} \mathrm{M}_{1}, \mathrm{~F}_{1}^{\prime \prime M_{1}^{\prime}}\right)=\sum_{\mathrm{q}}\left|\left(\mathrm{~F}_{1} \mathrm{M}_{1}|\mathrm{~S}(1, \mathrm{q})| \mathrm{F}_{1}^{\prime} \mathrm{M}_{1}^{\prime}\right)\right|^{2} \mathrm{~J}_{\mathrm{q}}\left(\omega_{F_{1}} \mathrm{M}_{1}, \mathrm{~F}_{1}^{\prime} \mathrm{M}_{1}^{\prime}\right) \tag{26}
\end{equation*}
$$

where $J_{q}\left(\omega_{F_{1}} M_{1}, F_{1}^{\prime} M_{1}^{\prime}\right)$ is proportional to $\left\langle\sum_{k^{\prime} k} a_{k^{\prime}}^{*} a_{k} H^{*}\left(k^{\prime},-q\right) H(k,-q)\right\rangle$, which is independent of $q$, since the fields are randomly oriented.

In a magnetic field of low intensity the hyperfine energy separation $\Delta W$ is much larger than the Zeeman separation $\omega_{F}$. Furthermore, since the operator $S(1, q)$ is a tensor of rank one, $M_{1}$ can change by at most one unit in each relaxation event. Therefore, $J(\Delta W)$ and $J\left(\omega_{F}\right)$ are sufficient to characterize the ground-state relaxation. Then one has

$$
\begin{align*}
& \mathrm{w}\left(\mathrm{~F}_{1} \mathrm{M}_{1}, \mathrm{~F}_{1}^{\prime} \mathrm{M}_{1}^{\prime}\right) \\
& =\sum_{\mathrm{q}}\left|\left(\mathrm{~F}_{1} \mathrm{M}_{1}|S(1, q)| F_{1}^{\prime} M_{1}^{\prime}\right)\right|^{2}\left(\delta_{F_{1}^{\prime} F_{1}} J\left(\omega_{F}\right)+\delta_{F_{1}^{\prime} F \pm 1} J(\Delta W)\right)  \tag{27}\\
& =\left(\begin{array}{ccc}
F_{1}^{\prime} & 1 & F_{1} \\
-M_{1}^{\prime} & M_{1}^{\prime}-M_{1} & M_{1}
\end{array}\right)^{2} \Delta\left(F_{1}, F_{1}^{\prime}\right)\left\{\delta_{F_{1}, F_{1}^{\prime}}\left[J\left(\omega_{F}\right)-J(\Delta W)\right]+J(\Delta W)\right\} / 4 . \tag{28}
\end{align*}
$$

Equation (28) substituted into the third and fourth terms of (1) yields

$$
\begin{aligned}
& \left(\sum_{M_{1}} M_{1} \dot{p}_{F_{1} M_{1}}\right)_{R}=-\left[J\left(\omega_{F}\right)-J(\Delta W)\right] \sum_{M_{1}} M_{1} p_{F_{1} M_{1} /\left(R I_{1}+1\right)^{2}} \\
& -\left\{3 \sum_{M_{1}} M_{1} p_{F_{1} M_{1}} / 4-\sum_{F_{1}^{\prime} M_{1}^{\prime}} \Delta\left(F_{1}, F_{1}^{\prime}\right) \Gamma\left(F_{1}, F_{1}^{\prime}, M_{1}^{\prime}\right) p_{F_{1}^{\prime} M_{1}^{\prime}} / 4\right\} J(\Delta W) .
\end{aligned}
$$

The quantities

$$
\Gamma\left(F_{1}, F_{1}^{\prime}, M_{1}^{\prime}\right) \equiv \sum_{M_{1}} M_{1}\left(\begin{array}{ccc}
F_{1} & 1 & \cdot  \tag{30}\\
F_{1}^{\prime} \\
M_{1} & M_{1}^{\prime}-M_{1} & -M_{1}^{\prime}
\end{array}\right)^{2}=M_{1} \Gamma\left(F_{1}, F_{1}^{\prime}\right)
$$

are given in Table III, which was found by using Table 2 of Edmonds. ${ }^{35}$

Table III. Values of $\Gamma\left(F_{1}, F_{1}^{\prime}, M_{1}^{\prime}\right)=\sum_{M_{1}} M_{1}\left(\begin{array}{ccc}F_{1} & 1 & F_{1}^{\prime} \\ M_{1} & M_{1}^{\prime}-M_{1} & -M_{1}^{\prime}\end{array}\right)^{2}=M_{1}^{\prime} \Gamma\left(F_{1}, F_{1}^{\prime}\right)$.

| $F_{1}$ | $\mathrm{F}_{1}^{\prime}$ |  |
| :---: | :---: | :---: |
|  | $I_{1}+1 / 2$ | $\mathrm{I}_{1}-1 / 2$ |
| $I_{1}+1 / 2$ | $\mathrm{M}_{1}^{\prime}\left(4 \mathrm{I}_{1}^{2}+8 \mathrm{I}_{1}-1\right)$ | $\mathrm{M}_{1}^{\prime}\left(2 \mathrm{I}_{1}+3\right)$ |
|  | $\overline{(2 I+1)\left(2 I_{1}+2\right)\left(2 I_{1}+3\right)}$ | $2 \mathrm{I}_{1}\left(2 \mathrm{I}_{1}+1\right)$ |
| $\mathrm{I}_{1}-1 / 2$ | $\mathrm{M}_{1}^{\prime}\left(2 \mathrm{I}_{1}-1\right)$ | $\mathrm{M}_{1}^{\prime}\left(4 \mathrm{I}_{1}^{2}-5\right)$ |
|  | $\left(2 \mathrm{I}_{1}+1\right)\left(2 \mathrm{I}_{1}+2\right)$ | $\left(2 I_{1}-1\right) 2 I_{1}\left(2 I_{1}+1\right)$ |

Now define two time constants

$$
\begin{align*}
& 1 / T_{1}=\left[J\left(\omega_{F}\right)-J(\Delta W)\right] /\left(2 I_{1}+1\right)^{2},  \tag{31}\\
& 1 / T_{1}^{i}=J(\Delta W) . \tag{32}
\end{align*}
$$

Equations (13) and (29) give, for the contributions to the rate equations from ground-state relaxation,

$$
\begin{align*}
& \left(\dot{P}_{+}\right)_{R}=-P_{+} / T_{1}-\left(2 I_{1}^{2}+I_{1}+1\right) P_{+} /\left(2 I_{1}+1\right)^{2} T_{1}^{\prime}-\left(2 I_{1}+2\right)\left(2 I_{1}+3\right) P_{-} / 2\left(2 I_{1}+1\right)^{2} T_{1}^{\prime} \\
& \left(\dot{P}_{-}\right)_{R}=-P_{-} / T_{1}-I_{1}\left(2 I_{1}-1\right) P_{+} /\left(2 I_{1}+1\right)^{2} T_{1}^{\prime}-\left(2 I_{1}^{2}+3 I_{1}+2\right) P_{-} /\left(2 I_{1}+1\right)^{2} T_{1}^{\prime} \tag{33}
\end{align*}
$$

To gain some insight into the time constants (31) and (32) consider the two limiting cases.

## a. Zeeman relaxation

Let $J(\Delta W) \ll J\left(\omega_{F}\right)$, i. e., $T_{1} \ll T_{1}^{\prime}$; in this case the correlation time is much longer than the hyperfine period $\tau_{\mathrm{HF}}$. Relaxation then occurs within the Zeeman sublevels of each hyperfine level, but transitions between hyperfine levels are rare. The longitudinal electronic polarization of each hyperfine level relaxes as a single exponential of time constant $\mathrm{T}_{1} . \quad \mathrm{T}_{1}$ is then the characteristic time for Zeeman relaxation in which the electron spin is randomized within each hyperfine level, but no transitions are made between hyperfine levels.
b. Relaxation by electron randomization

Let $J\left(\omega_{F}\right) \approx J(\Delta W), T_{1}^{\prime} \ll T_{1}, \tau_{c} \ll \tau_{H F}$; in this case both Zeeman and hyperfine transitions occur. The electron spin is completely randomized without affecting the nuclear spin. Such a model has been used by workers at Princeton. ${ }^{37}$ The term electron randomization will be used to identify this limit, and $T_{1}^{1}$ is the electron randomization relaxation time.

Then in general if the relaxation occurs through random interactions of the alkali electron spin with randomly oriented disorientation fields not involving the alkali spins, the relaxation of the electronic polarization of each hyperfine level can be represented as the sum of two contributions: that from Zeeman relaxation $\left[J(\Delta W) \ll J\left(\omega_{F}\right)\right.$, $\left.\tau_{\mathrm{c}}>{ }^{\gg} \mathrm{HF}, \mathrm{T}_{1} \ll \mathrm{~T}_{1}^{\prime}\right]$ and that from electron randomization $\left[J(\Delta W) \approx J\left(\omega_{F}\right), \tau_{C} \ll \tau_{H F}, T_{1}^{\prime} \ll T_{1}\right]$.

Equations (33) and (34) correspond to Eqs. (53) and (54) of Bouchiat ${ }^{38}$ if (12) and (14) are recalled and her time constants $T_{e}$ and $\mathrm{T}_{\mathrm{n}}$ are related to $\mathrm{T}_{1}$ and $\mathrm{T}_{1}^{\prime}$ by

$$
\begin{aligned}
& 1 / \mathrm{T}_{\mathrm{e}}=1 / \mathrm{T}_{1}+1 / \mathrm{T}_{1}^{\prime} \\
& 1 / \mathrm{T}_{\mathrm{n}}=1 / \mathrm{T}_{1}+2 /\left(2 \mathrm{I}_{1}+1\right)^{2} \mathrm{~T}_{1}^{\prime}
\end{aligned}
$$

A Hamiltonian of the form of (22) was taken by Bouchiat to de-
correlation time is no longer than the collision time, $\approx 10^{-12} \mathrm{sec}$, which is much shorter than the hyperfine period. One would then expect disorientation by buffer gas collisions to satisfy the conditions for electron randomization.

There appear to be at least two reasons for retaining uniform relaxation as a decay channel in addition to the mechanism proposed by Bouchiat. First, in cells containing sidearms for controlling the densities of the various alkali vapors, effusion to and from the sidearms constitutes a uniform relaxation process; i.e., when an atom in a given $F_{1} M_{1}$ substate leaves the cell, it is replaced by an atom which has an equal probability of being in any of the $2\left(2 I_{1}+1\right)$ possible substates. Second, if an atom sticks to the wall for a very long time, the relaxation will again be uniform. For example, if the atom undergoes many effective relaxation collisions of the Bouchiat type while on the wall, its initial polarization will be completely destroyed. Imperfections in the coating or small pools of alkali atoms could cause long dwell times. Uniform relaxation can be included by adding to (28), $\mathrm{w}\left(\mathrm{F}_{1} \mathrm{M}_{1}, \mathrm{~F}_{1}^{\prime} \mathrm{M}_{1}^{\prime}\right)=1 / 2\left(2 \mathrm{I}_{1}+1\right) \mathrm{T}_{1}^{\prime \prime}$, where $\mathrm{T}_{1}^{\prime \prime}$ is the uniform relaxation time. Equations (33) and (34) readily become

$$
\begin{align*}
\left(\dot{P}_{+}\right)_{R}= & -P_{+} / T_{1}^{\prime \prime \prime}-\left(2 I_{1}^{2}+I_{1}+1\right) P_{+} /\left(2 I_{1}+1\right)_{1}^{2} \mathrm{~T}_{1}^{\prime} \\
& -\left(2 \mathrm{I}_{1}+2\right)\left(2 \mathrm{I}_{1}+3\right) \mathrm{P}_{-} / 2\left(2 \mathrm{I}_{1}+1\right)^{2} \mathrm{~T}_{1}^{\prime}  \tag{35}\\
\left(\dot{\mathrm{P}}_{-}\right)_{R} & =-P_{-} / \mathrm{T}_{1}^{\prime \prime \prime}-\mathrm{I}_{1}\left(2 \mathrm{I}_{1}-1\right) \mathrm{P}_{+} /\left(2 \mathrm{I}_{1}+1\right)^{2} \mathrm{~T}_{1}^{\prime} \\
& -\left(2 \mathrm{I}_{1}^{2}+3 \mathrm{I}_{1}+2\right) \mathrm{P}_{-} /\left(2 \mathrm{I}_{1}+1\right)^{2} \mathrm{~T}_{1}^{\prime} \tag{36}
\end{align*}
$$

where $1 / T_{1}^{\prime \prime \prime} \equiv 1 / T_{1}+1 / T_{1}^{\prime \prime}$ to simplify the subsequent equations. See Part IV for a discussion of experimentally determined relaxation times.

## 4. Spin Exchange Between Nonidentical Atoms

The results of Dalgarno's quantum-mechanical treatment of the spinexchange process are used to describe the spin-exchange collisions between the two species. ${ }^{6}$ Atoms 1 and 2 are assumed to be nonidentical and in doublet spin states. The stationary state of the molecule formed by atoms 1 and 2 is then either a singlet or triplet state. With each of the possible states there is associated:a potential which describes the interaction of the two atoms. In the usual manner, the solution of the scattering problem leads to the scattering amplitudes, $f_{s}$ and $f_{t}$, where the subscripts refer to singlet and triplet. Spin-orbit interactions are neglected in the collision. For spin-exchange collisions for which the initial states of atoms 1 and 2 are $A$ and $B$ and the final states $A^{\prime}$ and $B^{\prime}$, the cross section is ${ }^{6}$

$$
\begin{equation*}
Q\left(A B, A^{\prime} B^{\prime}\right)=Q_{1}(A, B) \delta_{A, A^{\prime}} \delta_{B, B^{\prime}}+Q_{2}\left(A B, A^{\prime} B^{\prime}\right), \tag{37}
\end{equation*}
$$

where

$$
\begin{align*}
& Q_{1}(A, B)=\int\left\{\left|\frac{f_{s}+3 f_{t}}{4}\right|^{2}+\frac{1}{2} \operatorname{Re}\left[\left(f_{s}^{*}+3 f_{t}^{*}\right)\left(f_{t}-f_{s}\right)\right]\langle A B| S_{m 1} \cdot S_{m 2}|A B\rangle\right\} d \Omega  \tag{38}\\
& Q_{2}\left(A B, A^{\prime} B^{\prime}\right)=\int\left|f_{t}-f_{s}\right|^{2} d \Omega\left|\left\langle\left. A^{\prime} B^{\prime}\right|_{m a n} \cdot S_{m 2} \mid A B\right\rangle\right|^{2} \tag{39}
\end{align*}
$$

and $S_{1}$ and $S_{2}$ are the electronic angular momenta of atoms 1 and 2. In the experiments discussed in this paper, contributions from the direct cross section, $Q_{1}$, cancel out because only net changes in state populations are detected. From (39) it is seen that the spin-exchange experiments considered here yield information about the interatomic potentials only through the quantity $\int\left|f_{t}-f_{s}\right|^{2} d \Omega$.

The matrix element of $S_{m} \cdot S_{2}$ between $F M$ states is found as follows. By Edmonds, ${ }^{35}$ (5.2.4),

$$
\begin{align*}
& \left\langle F_{1}^{\prime} M_{1}^{\prime} F_{2}^{\prime} M_{2}^{\prime}\right| S_{m 1} \cdot S_{2}\left|F_{1} M_{1} F_{2} M_{2}\right\rangle= \\
& \quad \sum_{q}(-)^{q}\left\langle F_{1}^{\prime} M_{1}^{\prime}\right| S_{1}(1, q)\left|F_{1} M_{1}\right\rangle\left\langle F_{2}^{\prime} M_{2}^{\prime}\right| S_{2}(1,-q)\left|F_{2} M_{2}\right\rangle . \tag{40}
\end{align*}
$$

Then by the Wigner-Eckart theorem, Edmonds' (5.4.1),

$$
\begin{align*}
& \left\langle F_{1}^{\prime} M_{1}^{\prime} F_{2}^{\prime} M_{2}^{\prime}\right| S_{m 1} \cdot S_{m}\left|F_{1} M_{1} F_{2} M_{2}\right\rangle= \\
& \sum_{q}(-)^{q+F_{1}^{\prime}+F_{2}^{\prime}}-\left(M_{1}^{\prime}+M_{2}^{\prime}\right)\left(\begin{array}{ccc}
F_{1}^{\prime} & 1 & F_{1} \\
-M_{1}^{\prime} & q & M_{1}
\end{array}\right)\left(\begin{array}{ccc}
F_{2}^{\prime} & 1 & F_{2} \\
-M_{2}^{\prime} & -q & M_{2}
\end{array}\right)_{\left(F_{1}^{\prime}\left\|S_{1}(1)\right\| F_{1}\right)\left(F_{2}^{\prime}\left\|S_{2}(1)\right\| F_{2}\right)} \tag{41}
\end{align*}
$$

Application of (7.1.7) and (5.4.4) of Edmonds leads to

$$
\begin{align*}
& Q_{2}\left(F_{1} M_{1} F_{2} M_{2}, F_{1}^{\prime} M_{1}^{\prime} F_{2}^{\prime} M_{2}^{\prime}\right) / \int\left|f_{t}-f_{s}\right|^{2} d \Omega \\
& \left.\quad=\left|\left\langle F_{1}^{\prime} M_{1}^{\prime} F_{2}^{\prime} M_{2}^{\prime}\right| S_{1} \cdot S_{2}\right| F_{1} M_{1} F_{2} M_{2}\right\rangle\left.\right|^{2} \\
& \quad=\frac{9}{4}\left(2 F_{1}+1\right)\left(2 F_{1}^{\prime}+1\right)\left(2 F_{2}+1\right)\left(2 F_{2}^{\prime}+1\right) \\
& \times \sum_{q}\left(\begin{array}{lll}
F_{1}^{\prime} & 1 & F_{1} \\
-M_{1}^{\prime} & q & M_{1}
\end{array}\right)^{2}\left(\begin{array}{lll}
F_{2}^{\prime} & 1 & F_{2} \\
-M_{2}^{\prime} & -q & M_{2}
\end{array}\right)^{2}\left\{\begin{array}{lll}
1 / 2 & F_{1}^{\prime} & I_{1} \\
F_{1} & 1 / 2 & 1
\end{array}\right\}^{2}\left\{\begin{array}{lll}
1 / 2 & F_{2}^{\prime} & I_{2} \\
F_{2} & 1 / 2 & 1
\end{array}\right\}^{2} \tag{42}
\end{align*}
$$

The following selection rules are immediately apparent:
$M_{1}+M_{2}=M_{1}^{\prime}+M_{2}^{\prime},\left|\Delta M_{1}\right| \leqslant 1,\left|\Delta M_{2}\right| \leqslant 1$. Using (5), one has

$$
Q_{2}\left(F_{1} M_{1} F_{2} M_{2}, F_{1}^{\prime} M_{1}^{\prime} F_{2}^{\prime} M_{2}^{\prime}\right)=
$$

$$
\frac{\int\left|f_{t}-f_{s}\right|^{2} d \Omega}{16} \Delta\left(F_{1}, F_{1}^{\prime}\right) \Delta\left(F_{2}, F_{2}^{\prime}\right) \sum_{\mathrm{q}}\left(\begin{array}{ccc}
F_{1}^{\prime} & 1 & F_{1}  \tag{43}\\
-M_{1}^{\prime} & q & M_{1}
\end{array}\right)^{2}\left(\begin{array}{ccc}
F_{2}^{\prime} & 1 & F_{2} \\
-M_{2}^{\prime} & -q & M_{2}
\end{array}\right)^{2}
$$

Then the exchange term in (1) becomes, with (13),

$$
\begin{align*}
& \left(\dot{\mathrm{P}}_{ \pm}\right)_{E}=\frac{\overline{\mathrm{F}}_{1}}{4 \mathrm{~T}_{E 1} \mathrm{~d}} \sum_{\substack{F_{1}^{\prime} M_{1}^{\prime} \\
\mathrm{F}_{2} \mathrm{M}_{2} \\
\mathrm{~F}_{2}^{\prime} \mathrm{M}_{2}^{\prime}}} \frac{\Delta\left(\mathrm{F}_{1}, \mathrm{~F}_{1}^{\prime}\right) \Delta\left(\mathrm{F}_{2}, \mathrm{~F}_{2}^{\prime}\right)}{\left(\mathrm{I}_{1}+1 / 2\right) \mathrm{p}} \\
& \times \sum_{M_{1} q} M_{1}\left(\begin{array}{ccc}
F_{1}^{\prime} & 1 & F_{1} \\
-M_{1}^{\prime} & q & M_{1}
\end{array}\right)^{2}\left(\begin{array}{ccc}
F_{2}^{\prime} & 1 & F_{2} \\
-M_{2}^{\prime} & -q & M_{2}
\end{array}\right)^{2} \\
& \times\left(p_{F_{1}} M_{1}{ }^{d} F_{2} M_{2}{ }^{-p_{F_{1}^{\prime}} M_{1}^{\prime}}{ }^{d} F_{2}^{\prime} M_{2}^{\prime}\right), \tag{44}
\end{align*}
$$

where

$$
\begin{equation*}
\frac{1}{T_{E 1}}=\frac{d}{4} \iint\left|f_{t}-f_{s}\right|_{E}^{2} d \Omega v_{E} f\left(v_{E}\right) d^{3} v_{E}=\frac{d}{T_{E 2} p} . \tag{45}
\end{equation*}
$$

Here $T_{E 1}$ is the time which characterizes the influence of the second species upon the first species through the spin-exchange interaction. Similarly, $T_{E 2}$ indicates the effect upon the second species arising from spin-exchange collisions with atoms of the first species. The normalization is in agreement with accepted convention. Equations (44) are not yet in a useful form because they depend upon the populations and not just upon the polarizations. The further assumptions made for the particular experiments in Sections IIC and IID will correct this situation.

A short digression will show that the cross sections derived here agree with the results of Glassgold. ${ }^{7}$ From (43) one has, for the case in which the second species is unpolarized,

$$
\begin{align*}
& \sum_{\mathrm{F}_{2} M_{2}} Q_{2}\left(F_{1} M_{1} F_{2} M_{2}, F_{1}^{\prime} M_{1}^{\prime} F_{2}^{\prime} M_{2}^{\prime}\right) \\
& F_{2}^{\prime} M_{2}^{\prime}
\end{aligned} \quad \begin{aligned}
& =2\left(2 I_{2}+1\right) \frac{\int\left|f_{t}-f_{s}\right|^{2}}{16} d \Omega \Delta\left(F_{1}, F_{1}^{\prime}\right)\left(\begin{array}{ccc}
F_{1}^{\prime} & 1 & F_{1} \\
-M_{1}^{\prime} & M_{1}^{\prime}-M_{1} & M_{1}
\end{array}\right)^{2}
\end{align*}
$$

$$
\begin{equation*}
=2\left(2 I_{2}+1\right) \int \sigma\left(f m, f^{\prime} m^{\prime} ; \theta\right) d \Omega \tag{47}
\end{equation*}
$$

in the notation of Glassgold with $f=F_{1}$ and $m=M_{1}$. The $\Delta\left(F_{1}, F_{1}^{\prime}\right)$ defined by (5) and given in Table II are identical to the $\Delta\left(f, f^{\prime}\right)$ of Glassgold, which are listed in his Table I. Therefore, by Edmonds' (3.7.3),

$$
\begin{equation*}
\sigma\left(f m, f^{\prime} m^{\prime} ; \theta\right)=\frac{1}{3}\left|\frac{f_{1}-f_{0}}{4}\right|^{2} \Delta\left(f, f^{\prime}\right)\left(f m f^{\prime}-m^{\prime} \mid 1 m-m^{\prime}\right)^{2} \tag{48}
\end{equation*}
$$

where $f_{1}=f_{t}$ and $f_{0}=f_{s}$. Equation (48) agrees with Eq. (4.6) of Glassgold's paper.

If one defines

$$
\begin{align*}
& Q_{2}\left(F_{1} M_{1} F_{2} M_{2}, F_{1}^{\prime} M_{1}^{\prime} F_{2}^{\prime} M_{2}^{\prime}\right) \\
& \left.\quad=\pi S_{0}^{2}\left|\left\langle F_{1}^{\prime} M_{1}^{\prime} F_{2}^{\prime} M_{2}^{\prime}\right| P_{1}+e^{i \phi} P_{0}\right| F_{1} M_{1} F_{2} M_{2}\right\rangle\left.\right|_{\substack{\text { Average } \\
\text { over } \phi}} ^{2} \tag{49}
\end{align*}
$$

then (44) are still valid if $1 / T_{E 1} d$ is replaced by $\pi S_{0}^{2} \bar{v} / 2$. This substitution places the rate equation in the form used, for example; by Anderson and Ramsey. ${ }^{22}$ This approach is similar to the semiclassical description used by Wittke and Dicke ${ }^{5}$ and by Purcell and Field. ${ }^{4} P_{1}$ and $P_{0}$ are the projection operators for a total electronic angular momentum of 1 or 0 . The relative phase shift, $\phi$, between the singlet and triplet parts of the wave function, arises from the difference between the singlet and triplet potentials, which describe the molecule formed by an alkali atom of each kind. For a "strong" collision, $\phi$ is assumed to be large and random $(\langle\cos \phi\rangle=0)$; collisions not classified as strong are neglected. The maximum impact parameter for which a strong collision occurs, $S_{0}$, is usually taken as the one for which the particle will have zero velocity at the top of the centrifugal barrier for the singlet potential. Glassgold and Lebedeff have discussed the validity of this approximation. ${ }^{8}$

## 5. Self Spin Exchange

Glassgold ${ }^{7}$ has shown that the cross section for identical atoms, corresponding to (37), is

$$
\begin{equation*}
Q\left(A^{\prime}, A^{\prime \prime} A^{\prime \prime \prime}\right)=\int\left|\left\langle A^{\prime \prime} A^{\prime \prime \prime} \mid A^{\prime}\right\rangle\right|^{2} \mathrm{~d} \Omega / 2 \tag{50}
\end{equation*}
$$

where the first atom in the collision has electronic spin ${ }_{m 1} / 2$ and undergoes a transition from state $A$ (representing $F_{1} M_{1}$ ) to $A^{\prime \prime}$. in an exchange collision with the second atom of spin $\sigma_{m 1}^{1} / 2$, which makes a transition from $A^{\prime}$ to $A^{\prime \prime \prime}$ :

$$
\begin{align*}
& F_{d}=\left(f_{s}+3 f_{t}\right) / 4,  \tag{52}\\
& F_{x}=\left(f_{t}-f_{s}\right) / 4,  \tag{53}\\
& I_{m}=I_{1}+I_{1}^{\prime} ; I_{1}=I_{1}^{\prime}=i,  \tag{54}\\
& S_{m}=S_{m 1}+S_{p 1}^{\prime}=\sigma / 2 ; S_{1}=S_{1}^{\prime}=1 / 2 . \tag{55}
\end{align*}
$$

Here $Q$ is the operator which interchanges both the electronic and nuclear spins; $Q=Q_{n} Q_{e}$, where

$$
\begin{align*}
& Q_{e}\left|I M_{I} S M_{S}\right\rangle=(-)^{S+1}\left|I M_{I} S M_{S}\right\rangle,  \tag{56}\\
& Q_{n}\left|I M_{I} S M_{S}\right\rangle=(-)^{I+2 i}\left|I M_{I} S M_{S}\right\rangle \tag{57}
\end{align*}
$$

For a general operator $O$,

$$
\begin{equation*}
\left\langle A^{\prime \prime} A^{\prime \prime \prime}\right| Q O\left|A A^{\prime}\right\rangle=\left\langle A^{\prime \prime \prime} A^{\prime \prime}\right| O\left|A^{\prime}\right\rangle ; \tag{58}
\end{equation*}
$$

the first quantum numbers of each bra or ket always refer to the first atom.

The factor of 2 in (50) is necessary in order to avoid counting final states twice. The cross section is then

$$
\begin{align*}
& Q\left(A A^{\prime}, A^{\prime \prime} A^{\prime \prime \prime}\right)=\int\left[\left|F_{d}(\theta)\right|^{2} \delta_{A}, A^{\prime \prime} \delta^{\prime}, A^{\prime \prime \prime}+\left|F_{d}(\pi-\theta)\right|^{2} \delta_{A}, A^{\prime \prime \prime} \delta^{\prime}, A^{\prime \prime}\right. \\
& +(-)^{2 i+1} 2 \operatorname{Re}\left\{F_{d}^{*}(\theta) F_{d}(\pi-\theta) \delta_{A}, A^{\prime}, A^{\prime \prime}, A^{\prime \prime \prime}\right. \\
& +\mathrm{F}_{\mathrm{d}}^{*}(\theta) \mathrm{F}_{\mathrm{x}}(\pi-\theta)\left\langle\mathrm{AA}^{\prime}\right|{\underset{m}{m}}^{\sigma_{1}} \cdot \underset{m}{\sigma}{ }_{1}^{\prime}\left|\mathrm{AA}^{\prime}\right\rangle \delta_{\mathrm{A}}, \mathrm{~A}^{\prime \prime} \delta^{\prime} \mathrm{A}^{\prime}, \mathrm{A}^{\prime \prime \prime} \\
& +\mathrm{F}_{\mathrm{d}}^{*}(\pi-\theta) \mathrm{F}_{\mathrm{x}}(\theta)\left\langle\mathrm{A}^{\prime} \mathrm{A}\right| \sigma_{m 1} \cdot \sigma_{m 1}^{\prime}\left|\mathrm{AA}^{\prime}\right\rangle \delta^{\delta} \mathrm{A}, \mathrm{~A}^{\prime \prime \prime}{ }^{\delta} \mathrm{A}^{\prime}, \mathrm{A}^{\prime \prime}  \tag{59}\\
& \left.+\mathrm{F}_{\mathrm{x}}^{*}(\theta) \mathrm{F}_{\mathrm{x}}(\pi-\theta)\left\langle\mathrm{A}^{\prime \prime} \mathrm{A}^{\prime \prime \prime}\right| \sigma_{m 1} \cdot \sigma_{m 1}^{\prime}\left|\mathrm{AA}^{\prime}\right\rangle\left\langle\mathrm{A}^{\prime \prime \prime} \mathrm{A}^{\prime \prime}\right| \sigma_{m 1} \cdot \sigma_{m 1}^{\prime}\left|\mathrm{AA}^{\prime}\right\rangle\right\} \\
& +2 \operatorname{Re} F_{d}^{*}(\theta) \mathrm{F}_{\mathrm{x}}(\theta)\left\langle\mathrm{AA}^{\prime}\right| \sigma_{m 1} \cdot{\underset{m}{1}}_{\prime}\left|\mathrm{AA}^{\prime}\right\rangle \delta_{\mathrm{A}}, \mathrm{~A}^{\prime \prime}{ }^{\delta} \mathrm{A}^{\prime}, \mathrm{A}^{\prime \prime \prime} \\
& +2 \operatorname{Re} F_{d}^{*}(\pi-\theta) F_{x}(\pi-\theta)\left\langle A^{\prime} A\right|{\underset{m}{m}}_{\sigma_{1}} \cdot{ }_{m}^{\sigma} 1\left|A^{\prime}\right\rangle \delta^{\prime}, A^{\prime \prime \prime}{ }^{\delta} A^{\prime}, A^{\prime \prime} \\
& \left.+\left|\mathrm{F}_{\mathrm{x}}(\theta)\right|^{2}\left|\left\langle\mathrm{~A}^{\prime \prime} \mathrm{A}^{\prime \prime \prime}\right| \sigma_{1} \cdot{ }_{m i}^{\prime}\right| \mathrm{AA}^{\prime}\right\rangle\left.\right|^{2} \\
& \left.+\left|\mathrm{F}_{\mathrm{x}}(\pi-\theta)\right|^{2}\left|\left\langle\left.\mathrm{~A}^{\prime \prime \prime} \mathrm{A}^{\prime \prime}\right|_{m=1} ^{\sigma_{1}} \cdot \underset{m 1}{\sigma} \mid \mathrm{AA}^{\prime}\right\rangle\right|^{2}\right] \mathrm{d} \Omega / 2 .
\end{align*}
$$

Fortunately, none of the terms involving deltas contributes to the rate equations, as can be seen by substituting (59) into (1). The $\left|F_{\mathbf{x}}(\theta)\right|^{2}$ term in (59) is the cross section one would expect between two nonidentical atoms. The $\left|F_{x}(\pi-\theta)\right|^{2}$ term arises because no distinction can be made between the incident and target atoms. The $2 \operatorname{Re} F_{x}^{*}(\theta) F_{x}(\pi-\theta)$ term arises from the quantum-mechanical identity of the two colliding atoms. An estimate of the interference term using the model of Purcell and Field is given in Appendix I and indicates that it is small compared with the other two terms, at least for $\mathrm{Rb}^{87}$; it will be neglected entirely in the subsequent calculations. Equation (59) in (1) produces, with the aid of (13) and the fact that $\int\left|F_{\mathrm{x}}(\theta)\right|^{2} \mathrm{~d} \Omega=\int\left|\mathrm{F}_{\mathrm{x}}(\pi-\theta)\right|^{2} \mathrm{~d} \Omega$,

$$
\begin{align*}
& \left(\dot{P}_{ \pm}\right)_{S 1}=\frac{\overline{+}_{1}}{4 \mathrm{~T}_{S 1} \mathrm{p}} \sum_{\mathrm{F}_{1}^{\prime} \mathrm{M}_{1}^{\prime}} \frac{\Delta\left(\mathrm{F}_{1}, \mathrm{~F}_{1}^{\prime \prime}\right) \Delta\left(\mathrm{F}_{1}^{\prime}, \mathrm{F}_{1}^{\prime \prime \prime}\right)}{\left(\mathrm{I}_{1}+1 / 2\right) \mathrm{p}} \sum_{\mathrm{M}_{1}} \mathrm{M}_{1} \\
& F_{1}^{\prime \prime} M_{1}^{\prime \prime} \\
& F_{1}^{\prime \prime \prime} M_{1}^{\prime \prime \prime} \\
& \times\left(\begin{array}{ccc}
F_{1}^{\prime \prime} & 1 & F_{1} \\
-M_{1}^{\prime \prime} & q & M_{1}
\end{array}\right)^{2}\left(\begin{array}{ccc}
F_{1}^{\prime \prime \prime} & 1 & F_{1}^{\prime} \\
-M_{1}^{\prime \prime \prime} & -q & -M_{1}^{\prime}
\end{array}\right)^{2}\left(p_{F_{1} M_{1}} p_{\left.F_{1}^{\prime} M_{1}^{\prime}-p_{F_{1}^{\prime \prime}} M_{1}^{\prime \prime} p_{F_{1}^{\prime \prime \prime}} M_{1}^{\prime \prime \prime}\right)} .\right. \tag{60}
\end{align*}
$$

Here $\mathrm{T}_{\mathrm{S} 1}$, defined by

$$
\begin{equation*}
\frac{1}{T_{S 1}}=\frac{p}{4} \iint\left|f_{t}-f_{s}\right|_{S 1}^{2} d \Omega v_{S 1} f\left(v_{S 1}\right) d^{3} v_{S 1} \tag{61}
\end{equation*}
$$

is the self-spin-exchange time for the first species; for the second species,

$$
\begin{equation*}
\left.\frac{1}{T_{S 2}}=\frac{d}{4} \iint\left|f_{t}-f_{s}\right|_{S 2}^{2} d \Omega v_{S 2} f^{f} v_{S 2}\right) d^{3} v_{S 2} . \tag{62}
\end{equation*}
$$

6. Simplified Rate Equations

Combining the results of this section, one has

$$
\begin{aligned}
& \dot{P}_{F_{1}}=I_{1} \pm 1 / 2=\mp L \sum_{M_{1}} \frac{M_{1} P_{F_{1}} M_{1} P^{\prime}\left(F_{1} M_{1}\right)}{\left(I_{1}+1 / 2\right) p} \\
& \pm L \sum_{J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}} \frac{{ }^{n_{J_{1}^{\prime}} F_{1}^{\prime} M_{1}^{\prime}}}{L} \sum_{M_{1}} \frac{M_{1} P^{\prime \prime}\left(J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}, F_{1} M_{1}\right)}{\left(I_{1}+1 / 2\right) p \tau_{J_{1}^{\prime}}} \\
& -\frac{P_{ \pm}}{T_{1}^{\prime \prime \prime}}-\delta_{F_{1}}, I_{1}+1 / 2\left[\left(2 I_{1}^{2}+I_{1}+1\right) P_{+}-\left(I_{1}+1\right)\left(2 I_{1}+3\right) P_{-}\right] /\left(2 I_{1}+1\right)^{2} T_{1}^{\prime}
\end{aligned}
$$

$$
\begin{align*}
& { }^{-} \delta_{F_{1}, I_{1}-1 / 2}\left[I_{1}\left(2 I_{1}-1\right) P_{+}+\left(2 I_{1}^{2}+3 I_{1}+2\right) P_{-}^{\prime}\right] /\left(2 I_{1}^{\prime}+1\right)^{2} T_{1}^{\prime} \\
& \bar{\mp} \frac{1}{4 \mathrm{~T}_{\mathrm{E} 1} \mathrm{~d}} \sum_{\substack{\mathrm{F}_{1}^{\prime} M_{1}^{\prime} \\
\mathrm{F}_{2} \mathrm{M}_{2} \\
\mathrm{~F}_{2}^{\prime} \mathrm{M}_{2}^{\prime}}} \frac{\Delta\left(\mathrm{F}_{1}, \mathrm{~F}_{1}^{\prime}\right) \Delta\left(\mathrm{F}_{2}, \mathrm{~F}_{2}^{\prime}\right)}{\left(\mathrm{I}_{1}+1 / 2\right) \mathrm{p}} \sum_{M_{1} q}\left(\begin{array}{lll}
\mathrm{F}_{1}^{\prime} & 1 & F_{1} \\
-M_{1 .}^{\prime} \mathrm{q} & M_{1}
\end{array}\right)^{2}\left(\begin{array}{lll}
\mathrm{F}_{2}^{\prime} & 1 & F_{2} \\
-M_{2}^{\prime} & -q & M_{2}
\end{array}\right)^{2} \\
& \times M_{1}\left(p_{F_{1} M_{1}}{ }^{d} F_{2} M_{2}-p_{F_{1}^{\prime} M_{1}^{\prime}} d_{F_{2}^{\prime} M_{2}^{\prime}}\right) \\
& \mp \frac{1}{4 T_{S 1} p} \sum_{\substack{F_{1}^{\prime} M_{1}^{\prime} \\
F_{1}^{\prime \prime} M_{1}^{\prime \prime} \\
F_{1}^{\prime \prime \prime} M_{1}^{\prime \prime \prime}}} \frac{\Delta\left(F_{1}, F_{1}^{\prime \prime}\right) \Delta\left(F_{1}^{\prime}, F_{1}^{\prime \prime \prime}\right)}{\left(I_{1}+1 / 2\right) p} \sum_{M_{1} q}\left(\begin{array}{ccc}
F_{1}^{\prime \prime} & 1 & F_{1} \\
-M_{1}^{\prime \prime} & q & M_{1}
\end{array}\right)^{2}\left(\begin{array}{lll}
F_{1}^{\prime \prime \prime} & 1 & F_{1}^{\prime} \\
-M_{1}^{\prime \prime \prime} & -q & M_{1}^{\prime}
\end{array}\right)^{2} \\
& \times M_{1}\left(p_{F_{1}} M_{1} p_{F_{1}^{\prime} M_{1}^{\prime}}{ }^{-} p_{F_{1}^{\prime \prime} M_{1}^{\prime \prime}} p_{F_{1}^{\prime \prime} M_{1}^{\prime \prime \prime}}\right) . \tag{63}
\end{align*}
$$

Clearly additional assumptions are necessary before these equations involve only $P_{ \pm}$and $D_{ \pm}$and none of the individual populations.

## C. Transient Experiment

In this section the rate equations are solved for the case of a Franzen ${ }^{23}$ transient experiment applied to the measurement of the spinexchange cross section in a resonance cell containing the vapors of two alkalis. The first species is optically pumped and the envelope of the decay in the dark of its electronic polarization is traced out, yielding a single relaxation time $\tau$ if the nuclear spin is neglected. In the presence of the second species, which is continuously disoriented by an rf field, the relaxation time is shortened to

$$
\begin{equation*}
1 / \mathrm{T}=1 / \tau+1 / \mathrm{T}_{\mathrm{E} 1} \tag{64}
\end{equation*}
$$

neglecting the nuclear spins. A measurement of the density of the
second species then permits a determination of the spin-exchange cross section. This transient experiment has the advantage that the density and relaxation times of only one of the two species must be measured, whereas in the steady-state experiments they must be determined for both species.

The transient signal is conveniently defined as

$$
\begin{equation*}
S\left(I_{1}, t\right)=\frac{A(\infty)-A(t)}{A(\infty)-A(0)}, \tag{65}
\end{equation*}
$$

where the absorption at time $t$ is given by (11). Equation (11) becomes, on the assumption that $\dot{P}$ is independent of $x$ and that $L$ is approximately independent of $x$ and $t$,

$$
\begin{equation*}
A(\ell, t) \approx \mathrm{k} \ell[1-P(t)] L . \tag{66}
\end{equation*}
$$

In that case,

$$
\begin{equation*}
S\left(I_{1}, t\right) \approx P(t) / P(0)=\left\langle S_{1 z}(t)\right\rangle /\left\langle S_{1 z}(0)\right\rangle \tag{67}
\end{equation*}
$$

If the resonance cell contains no buffer gas, $P$ should be independent of $x$ because of the rapid motion of the atoms; $L$ is approximately independent of $x$ and $t$ if the absorption is kept small. At any rate, (67) is valid only if experimental care is taken to satisfy (66); otherwise the signal becomes a much more complicated function of the polarization, as indicated by (11) and (65).

The continuous application of the $r f$ field at the resonance frequency of the second species,

$$
\begin{equation*}
\approx 2.8 \mathrm{H}_{0} /\left(2 \mathrm{I}_{2}+1\right) \mathrm{Mc} / \mathrm{sec}, \tag{68}
\end{equation*}
$$

where $H_{0}$ is the static magnetic field strength in gauss, results in equal populations among the substates of each hyperfine state throughout the experiment. Consequently, one has in (63)

$$
\begin{equation*}
\mathrm{d}_{\mathrm{F}_{2} \mathrm{M}_{2}}=\mathrm{d}_{\mathrm{F}_{2}} /\left(2 \mathrm{~F}_{2}+1\right) \tag{69}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{d}_{\mathrm{F}_{2}^{\prime} M_{2}^{\prime}}=\mathrm{d}_{\mathrm{F}_{2}^{\prime}} /\left(2 \mathrm{~F}_{2}^{\prime}+1\right) \tag{70}
\end{equation*}
$$

(It may take a time " $\mathrm{T}_{2}$ " in paramagnetic resonance nomenclature for
the spins to dephase after the application of the rf field; but since the field is applied continuously and is sufficiently strong to overpower the pumping effect of the light, the coherence will not reappear.)

It is necessary to exclude the self-exchange term in (63) from the following solution because of its nonlinear character. Experimentally this is a good approximation whenever $\mathrm{T}_{\mathrm{S} 1}$ is much longer than the shortest time constants affecting the relaxation; for example, for two alkalis, cross exchange dominates over self exchange when $d \gg p$. The importance of self exchange is also reduced because there is no change in the absorption if the two atoms undergoing a collision have both initial and final states in the same hyperfine state,

$$
\begin{equation*}
\Delta A \propto \Delta \sum_{M} M p_{F M} \propto M_{1}(-1)+M_{1}^{\prime}(-1)+M_{1}^{\prime \prime}(+1)+M_{1}^{\prime \prime \prime}(+1)=0, \tag{71}
\end{equation*}
$$

since $M_{1}+M_{1}^{\prime}=M_{1}^{\prime \prime}+M_{1}^{\prime \prime \prime}$ always. ${ }^{23}$
With (69), (70), $\mathrm{T}_{\mathrm{S} 1}=\infty$, and $\mathrm{L}=0$ the $1 / \mathrm{T}_{\mathrm{E} 1}$ term in (63) becomes identical in form to the $T_{1}^{\prime}$ term in (29) or (33) and (34). Then

$$
\begin{align*}
& \dot{P}_{+}=-P_{+} / T_{1}^{\prime \prime \prime}-\left(1 / T_{E 1}+1 / T_{1}^{\prime}\right)\left[\left(2 \mathrm{I}_{1}^{2}+\mathrm{I}_{1}+1\right) \mathrm{P}_{+}+\left(\mathrm{I}_{1}+1\right)\left(2 \mathrm{I}_{1}+3\right) \mathrm{P}_{-}\right] /\left(2 \mathrm{I}_{1}+1\right)^{2},  \tag{72}\\
& \dot{\mathrm{P}}_{-}=-\mathrm{P}_{-} / \mathrm{T}_{1}^{\prime \prime \prime}-\left(1 / \mathrm{T}_{E 1}+1 / \mathrm{T}_{1}^{\prime}\right)\left[\mathrm{I}_{1}\left(2 \mathrm{I}_{1}-1\right) \mathrm{P}_{+}+\left(2 \mathrm{I}_{1}^{2}+3 \mathrm{I}_{1}+2\right) \mathrm{P}_{-}\right] /\left(2 \mathrm{I}_{1}+1\right)^{2} \cdot(73) \tag{73}
\end{align*}
$$

Alternatively, with the aid of (12) and (14),

$$
\begin{align*}
& \left\langle S_{1 z}\right\rangle=-\left(1 / T_{1}^{\prime \prime \prime}+1 / T_{1}^{\prime}+1 / T_{E 1}\right)\left\langle S_{1 z}\right\rangle+2\left(1 / T_{1}^{\prime}+1 / T_{E 1}\right)\left\langle I_{1 z}\right\rangle /\left(2 I_{1}+1\right)^{2}  \tag{74}\\
& \left\langle\mathrm{I}_{1 z}\right\rangle=-\left[1 / T_{1}^{\prime \prime \prime}+\left(1 / T_{1}^{\prime}+1 / T_{E 1}\right) 2 /\left(2 I_{1}+1\right)^{2}\right]\left\langle I_{1 z}\right\rangle \tag{75}
\end{align*}
$$

The solution of the above equations yields, for the signal for a Franzentype spin-exchange experiment,

$$
\begin{equation*}
S\left(I_{1}, t\right)=(1-a) \exp \left(-t / \tau_{1}\right)+a \exp \left(-t / \tau_{2}\right) \tag{76}
\end{equation*}
$$

where

$$
\begin{equation*}
1 / \tau_{1}=1 / T_{1}+1 / T_{1}^{\prime}+1 / T_{1}^{\prime \prime}+1 / T_{E 1} \tag{77}
\end{equation*}
$$

$$
\begin{align*}
& 1 / \tau_{2}=1 / T_{1}+1 / T_{1}^{\prime \prime}+2\left(1 / T_{1}^{\prime}+1 / T_{E 1}\right) /\left(2 I_{1}+1\right)^{2},  \tag{78}\\
& a=2\left\langle I_{1 z}(0)\right\rangle /\left(4 I_{1}^{2}+4 I_{1}-1\right)\left\langle S_{1 z}(0)\right\rangle  \tag{79}\\
& \quad=4\left[I_{1} P_{+}(0)-\left(I_{1}+1\right) P_{-}(0)\right] /\left(4 I_{1}^{2}+4 I_{1}-1\right) P(0), \tag{80}
\end{align*}
$$

where $I_{1}$ is the nuclear spin of the first species, $T_{E 1}$ is defined by (45), and $T_{1}, T_{1}^{\prime}, T_{1}^{\prime \prime}$ are the times for Zeeman relaxation, electron randomization, and uniform relaxation, respectively. $\left\langle\mathrm{S}_{1 \mathrm{z}}\right\rangle$ and $\left\langle\mathrm{I}_{1 \mathrm{z}}\right\rangle$ are defined by (12) and (14). Note that for $I_{1}=0$ or $I_{1}=1 / 2, P_{2}=0$, implying $\left\langle I_{1 z}\right\rangle=2 I_{1} \cdot\left\langle S_{1 z}\right\rangle$. For $T_{1}^{\prime \prime}=T_{E 1}=\infty$ these results agree with Bouchiat; ${ }^{38}$ for $T_{1}=T_{1}^{\prime}=T_{1}^{\prime \prime}=\infty$, with Grossetête. ${ }^{33}$

For a single species, the relaxation of the electronic polarization is a single exponential if the relaxation is by Zeeman or uniform transitions only and is the sum of two exponentials [with characteristic times in the ratio $\left.\left(2 \mathrm{I}_{1}+1\right)^{2} / 2\right]$ if it is by electron randomization only. The experimental results of Bouchiat and Brossel ${ }^{41}$ for $\mathrm{Rb}^{87}$ in paraffincoated cells indicate that, at least in some cases, the relaxation is a single exponential; i.e., Zeeman or uniform relaxation is dominant. On the other hand, one would expect buffer gas collisons to produce relaxation by electron randomization, since the correlation time is short compared with the hyperfine period if the collision is elastic.

In summary, the signal for the Franzen-type transient experiment, neglecting self spin exchange, is given by (76). In general, the signal is the sum of two exponentials. For Zeeman or uniform relaxation the ratio of the time constants ranges from 1 to $(2 I+1)^{2} / 2$, depending upon the relative sizes of $\mathrm{T}_{1}, \mathrm{~T}_{1}^{\prime \prime}$, and $\mathrm{T}_{\mathrm{E} 1}$. For the electron randomization case, the ratio is always $\left(2 I_{1}+1\right)^{2} / 2$. In either case, the nuclear spin effects must be included in the analysis if correct spinexchange cross sections are to be deduced. See Part IV for experimental support of (76).

## D. Steady-State Experiments in the Limit of Low Light Intensity

## 1. Rate Equations

In this section; some experiments are analyzed in the limit of low light intensity, for which

$$
\begin{align*}
& \mathrm{p}_{\mathrm{F}_{1} \mathrm{M}_{1}}=\mathrm{p} / 2\left(2 \mathrm{I}_{1}+1\right)+\mathrm{T}_{1} \mathrm{M}_{1}  \tag{81}\\
& \mathrm{~d}_{\mathrm{F}_{2} \mathrm{M}_{2}}=\mathrm{d} / 2\left(2 \mathrm{I}_{2}+1\right)+\delta_{\mathrm{F}_{2} \mathrm{M}_{2}} \tag{82}
\end{align*}
$$

where the deviations $\pi_{F_{1}} M_{1}$ and $\delta_{F_{2}} M_{2}$ of the populations from the depolarized values are small and proportional to $L$ in firstorder. Substitution of (81) and (82) into (63), dropping terms proportional to $L^{2}$ (e.g., $\pi_{F_{1}} M_{1} L,{ }^{L} F_{1} M_{1}{ }^{\delta} F_{2} M_{2}$, etc.) immediately, leads to the following rate equations in the limit of low light intensity (see Appendix II for the details);

$$
\begin{align*}
\dot{P}_{+} \approx & \frac{\left(2 I_{1}+2\right)\left(2 I_{1}+3\right)}{6\left(2 I_{1}+1\right)^{2}}\left(L_{+} C+\frac{D_{+}+D_{-}}{T_{E 1}}\right)-\left[\frac{1}{T_{1}^{\prime \prime \prime}}+\left(\frac{1}{T_{1}^{\prime}}+\frac{1}{T_{E 1}}\right) \frac{2 I_{1}^{2}+I_{1}+1}{\left(2 I_{1}+1\right)^{2}}+\frac{2 I_{1}\left(2 I_{1}-1\right)}{3\left(2 I_{1}+1\right)^{2} T_{S 1}}\right] P_{+}  \tag{83}\\
& -\frac{\left(2 I_{1}+2\right)\left(2 I_{1}+3\right)}{2\left(2 I_{1}+1\right)^{2}}\left(\frac{1}{T_{1}^{\prime}}+\frac{1}{T_{E 1}}+\frac{2}{3 T_{S 1}}\right) P_{-}, \\
\dot{P}_{-} & \approx \frac{2 I_{1}\left(2 I_{1}-1\right)}{6\left(2 I_{1}+1\right)^{2}}\left(L_{-} C+\frac{D_{+}+D_{-}}{T_{E 1}}\right)-\frac{I_{1}\left(2 I_{1}-1\right)}{\left(2 I_{1}+1\right)^{2}}\left(\frac{1}{T_{1}^{\prime}}+\frac{1}{T_{E 1}}+\frac{2}{3 T_{S 1}}\right) P_{+} \\
& =\left[\frac{1}{T_{1}^{\prime \prime \prime}}+\left(\frac{1}{T_{1}^{\prime}}+\frac{1}{T_{E 1}}\right) \frac{2 I_{1}^{2}+3 I_{1}+2}{\left(2 I_{1}+1\right)^{2}}+\frac{\left(2 I_{1}+2\right)\left(2 I_{1}+3\right)}{3\left(2 I_{1}+1\right)^{2} T_{S 1}}\right] P_{-} \tag{84}
\end{align*}
$$

The corresponding equations for the second species are found by setting $L_{+}=L_{-}=0$, interchanging $P_{ \pm}$and $D_{ \pm}$, and replacing the subscript 1 by 2 in (83) and (84). $L_{+}$and $L_{-}$, defined by (A-16), are independent
of the polarizations and are linearly proportional to the light intensity $L$; $L_{+}=L_{-}=L$ for complete mixing. Recall that the hyperfine components in the incident light are equal; i.e., $L_{+}$and $L_{-}$do not refer to unequal pumping components.

Transforming to the $\left\langle\mathrm{S}_{1 \mathrm{z}}\right\rangle$ and $\left\langle\mathrm{I}_{1 \mathrm{z}}\right\rangle$ representation by using (12) and (14), one finds

$$
\begin{align*}
& \left\langle S_{1 \mathrm{z}}\right\rangle=\left[\left(\mathrm{I}_{1}+1\right)\left(2 \mathrm{I}_{1}+3\right) \mathrm{L}_{+} \mathrm{C} / 2+\mathrm{I}_{1}\left(2 \mathrm{I}_{1}-1\right) \mathrm{L}_{-} \mathrm{C} / 2+\left(4 \mathrm{I}_{1}^{2}+4 \mathrm{I}_{1}+3\right)\left\langle\mathrm{S}_{2 \mathrm{z}}\right\rangle / \mathrm{T}_{\mathrm{E} 1}\right] / 3\left(2 \mathrm{I}_{1}+1\right)^{2} \\
& -\left[\frac{1}{\mathrm{~T}_{1}^{\prime \prime \prime}}+\frac{1}{\mathrm{~T}_{1}^{\prime \prime}}+\frac{1}{\mathrm{~T}_{\mathrm{E} 1}}+\frac{4 \mathrm{I}_{1}\left(2 \mathrm{I}_{1}+2\right)}{3\left(2 \mathrm{I}_{1}+1\right)^{2} \mathrm{~T}_{\mathrm{S} 1}}\right]\left\langle\mathrm{S}_{1 \mathrm{z}}\right\rangle+2\left(\frac{1}{\mathrm{~T}_{1}^{\prime}}+\frac{1}{\mathrm{~T}_{\mathrm{E} 1}}+\frac{1}{\mathrm{~T}_{\mathrm{S} 1}}\right)\left\langle\mathrm{I}_{1 \mathrm{z}}\right\rangle /\left(2 \mathrm{I}_{1}+1\right)^{2}  \tag{85}\\
& \left\langle\dot{\mathrm{I}}_{1 \mathrm{z}}\right\rangle=\mathrm{I}_{1}\left(2 \mathrm{I}_{1}+2\right)\left[\left(2 \mathrm{I}_{1}+3\right) \mathrm{L}_{+} \mathrm{C} / 2-\left(2 \mathrm{I}_{1}-1\right) \mathrm{L}_{-} \mathrm{C} / 2+4\left\langle\mathrm{~S}_{2 \mathrm{z}}\right\rangle / \mathrm{T}_{\mathrm{E} 1}\right] / 3\left(2 \mathrm{I}_{1}+1\right)^{2} \\
& +\frac{4 \mathrm{I}_{1}\left(2 \mathrm{I}_{1}+2\right)\left\langle\mathrm{S}_{1 \mathrm{z}}\right\rangle}{3\left(2 \mathrm{I}_{1}+1\right)^{2} \mathrm{~T}_{\mathrm{S} 1}}-\left[\frac{1}{\mathrm{~T}_{1}^{\prime \prime \prime}}+2\left(\frac{1}{\mathrm{~T}_{1}^{\prime}}+\frac{1}{\mathrm{~T}_{\mathrm{E} 1}}+\frac{1}{\mathrm{~T}_{\mathrm{S} 1}}\right) /\left(2 \mathrm{I}_{1}+1\right)^{2}\right]\left\langle\mathrm{I}_{1 \mathrm{z}}\right\rangle \tag{86}
\end{align*}
$$

The corresponding equations for the second species are again found by setting $L_{+}=L_{-}=0$ and interchanging the subscripts 1 and 2 in (85) and (86). Thus in the limit of low light intensity the rate equations reduce to four linear equations.

## 2. Dehmelt Experiment

The experiment analyzed in this section was first used by
Dehmelt to estimate the sodium-electron spin-exchange cross section. ${ }^{14}$ A resonance cell contains two atomic species or one atomic species and quasi-free electrons. The first species is optically pumped, and the transmitted resonance radiation is monitored. The signal can be defined as

$$
\begin{equation*}
\mathrm{S}\left(\mathrm{I}_{1}, \mathrm{I}_{2}\right)=\left[\mathrm{A}\left(0, \mathrm{H}_{2}^{\prime}\right)-\mathrm{A}(0,0)\right] /\left[\mathrm{A}\left(\mathrm{H}_{1}^{\prime}, 0\right)-\mathrm{A}(0,0)\right] . \tag{87}
\end{equation*}
$$

where $A\left(H_{1}^{\prime}, H_{2}^{\prime}\right)$ is the absorption in the presence of two rf fields ( $H_{1}^{\prime}$ disorients species 1, etc.). The absorption is given by (11), provided that the incident light is constant over the frequencies for which
the absorption is appreciable. It will be assumed that $L(x, t)$ or $L\left(x, H_{1}^{\prime}, H_{2}^{\prime}\right)$ is the same at each point in the cell for arbitrary values of the rf fields; i.e., $L\left(x, H_{1}^{\prime}, H_{2}^{\prime}\right)=L(x, 0,0)=L(x)$. This should be a good approximation in the limit of low light intensity, for which-because the polarization is always small-the absorption changes very little with polarization changes. One has $P\left(x, H_{1}^{\prime}, H_{2}^{\prime}\right)=f(x) P\left(H_{1}^{\prime}, H_{2}^{\prime}\right)$, where $P\left(H_{1}^{\prime}, H_{2}^{\prime}\right)$ is independent of $x$ and $f(x)$ is approximately independent of $H_{1}^{\prime}$ and $H_{2}^{\prime}$ since the polarization is small [see (90) below]. Then

$$
\begin{equation*}
\mathrm{S}\left(\mathrm{I}_{1}, \mathrm{I}_{2}\right) \approx 1-\mathrm{P}\left(0, \mathrm{H}_{2}^{\prime}\right) / \mathrm{P}(0,0), \tag{88}
\end{equation*}
$$

since $P\left(H_{1}^{\prime}, 0\right)=0$. For $I_{1}=0,(88)$ is valid for any absorption if the polarization is low.

Applying $\mathrm{H}_{2}^{\prime}$ is equivalent to reducing the relaxation time of the second species to zero; therefore, $P\left(0, H_{2}^{\prime}\right)=P\left(T_{2}=0\right)$ and

$$
\begin{equation*}
S\left(I_{1}, I_{2}\right) \approx 1-P\left(T_{2}=0\right) / P\left(T_{2}\right)=1-\left\langle S_{1 z}\left(T_{2}=0\right)\right\rangle /\left\langle S_{1 z}\left(T_{2}\right)\right\rangle \tag{89}
\end{equation*}
$$

By solving the four simultaneous equations (85) and (86) and the corresponding equations for the second species, one finds, at equilibrium $\left(\left\langle\dot{S}_{1 z}\right\rangle=0\right.$, etc. $)$,

$$
\begin{align*}
& \left\langle\mathrm{S}_{1 \mathrm{z}}\right\rangle \approx\left[\left(\mathrm{I}_{1}+1\right)\left(2 \mathrm{I}_{1}+3\right)\left(\frac{1}{\mathrm{~T}_{1}^{\prime \prime}}+\frac{1}{\mathrm{~T}_{\mathrm{E} 1}}+\frac{1}{\mathrm{~T}_{\mathrm{S} 1}}+\frac{2 \mathrm{I}_{1}+1}{2 \mathrm{~T}_{1}^{\prime \prime \prime}}\right) \mathrm{L}_{+} \mathrm{C}-\mathrm{I}_{1}\left(2 \mathrm{I}_{1}-1\right)\right. \\
& \left.\times\left(\frac{1}{\mathrm{~T}_{1}^{\prime}}+\frac{1}{\mathrm{~T}_{\mathrm{E} 1}}+\frac{1}{\mathrm{~T}_{\mathrm{S} 1}}-\frac{2 \mathrm{I}_{1}+1}{2 \mathrm{~T}_{1}^{\prime \prime \prime}}\right) \mathrm{L}_{-} \mathrm{C}\right] / 6\left(2 \mathrm{I}_{1}+1\right)[\beta(1)-\mathrm{a}(1) a(2) / \beta(2)] \tag{90}
\end{align*}
$$

where

$$
\begin{gather*}
a(1)=\frac{1}{\mathrm{~T}_{\mathrm{E} 1}}\left(\frac{1}{\mathrm{~T}_{1}^{\prime}}+\frac{1}{\mathrm{~T}_{\mathrm{E} 1}}+\frac{1}{\mathrm{~T}_{\mathrm{S} 1}}+\frac{4 \mathrm{I}_{1}^{2}+4 \mathrm{I}_{1}+3}{6 \mathrm{~T}_{1}^{\prime \prime \prime}}\right)  \tag{91}\\
\beta(1)=\left(\frac{1}{\mathrm{~T}_{1}^{\prime \prime}}+\frac{1}{\mathrm{~T}_{\mathrm{E} 1}}\right)\left(\frac{1}{\mathrm{~T}_{1}^{\prime}}+\frac{1}{\mathrm{~T}_{\mathrm{E} 1}}+\frac{1}{\mathrm{~T}_{\mathrm{S} 1}}\right)+\frac{4 \mathrm{I}_{1}^{2}+4 \mathrm{I}_{1}+3}{2 \mathrm{~T}_{1}^{\prime \prime}}\left(\frac{1}{\mathrm{~T}_{1}^{\prime}}+\frac{1}{\mathrm{~T}_{\mathrm{E} 1}}+\frac{2}{3 \mathrm{~T}_{\mathrm{S}}}\right)+\frac{\left(2 \mathrm{I}_{1}+1\right)^{2}}{2 \mathrm{~T}_{1}^{\prime \prime \prime 2}} \tag{92}
\end{gather*}
$$

Then

$$
\begin{equation*}
S\left(I_{1}, I_{2}\right) \approx a(1) a(2) / \beta(1) \beta(2) \tag{93}
\end{equation*}
$$

is the signal for the Dehmelt-type ${ }^{14}$ steady-state experiment in the limit of low light intensity. $I_{1}$ is the nuclear spin, $1 / T_{1}^{\prime \prime \prime}=1 / T_{1}+1 / T_{1}^{\prime \prime}$, $\mathrm{T}_{1}$ the Zeeman relaxation time, $\mathrm{T}_{1}^{\prime \prime}$ the uniform relaxation time, $\mathrm{T}_{1}^{\prime}$ the electron randomization relaxation time, and $T_{S 1}$ and $T_{E 1}$ the self- and cross-exchange times of the pumped species; $I_{2}, T_{2}, T{ }^{\prime \prime},^{\prime}, T^{\prime}{ }_{2}$, $T_{S 2}$, and $T_{E 2}$ are the corresponding quantities for the other species.

The signal is independent of $L_{+}$and $L_{-}$, i. e., of any assumptions about excited-state disorientation. But (90) indicates that the electron polarization depends upon the excited-state disorientation. However, the signal is defined as the ratio of two signals, and the disorientation effects cancel out. $S=0$ for $T_{2}^{\prime \prime \prime}=0$ or $T_{2}^{\prime}=0$ because the second species is not affected by the rf field, since it is never oriented. Similarly, $S=0$ for $T_{1}^{\prime \prime \prime}=0$ or $T_{1}^{\prime}=0$ because the first species is not pumped. For $T_{E 1}=\infty, \quad S=0$, since disorienting the second species has no effect upon the first species in the absence of spin exchange. Equation (93) is not valid for both $\mathrm{T}_{1}^{\prime \prime}=\infty$ and $\mathrm{T}_{1}^{\prime}=\infty$.

If $T_{1}^{\prime \prime \prime}=T_{2}^{\prime \prime \prime}=\infty$, i. e., the relaxation is by electron randomization only,

$$
\begin{equation*}
\left.S\left(\mathrm{I}_{1}, \mathrm{I}_{2}\right)\right|_{\mathrm{T}_{1}^{\prime \prime \prime}=\mathrm{T}_{2}^{\prime 8}=\infty}=\frac{1}{\mathrm{~T}_{\mathrm{E} 1} \mathrm{~T}_{\mathrm{E} 2}}\left(\frac{1}{\mathrm{~T}_{1}^{\prime}}+\frac{1}{\mathrm{~T}_{\mathrm{E} 1}}\right)^{-1}\left(\frac{1}{\mathrm{~T}_{2}^{8}}+\frac{1}{\mathrm{~T}_{\mathrm{E} 2}}\right)^{-1} \tag{94}
\end{equation*}
$$

Aiso

$$
\begin{equation*}
S(0,0)=\frac{1}{T_{E 1} T_{E 2}}\left(\frac{1}{T_{1}^{\prime \prime \prime}}+\frac{1}{T_{1}^{\prime}}+\frac{1}{T_{E 1}}\right)^{-1}\left(\frac{1}{T_{2}^{\prime \prime}}+\frac{1}{T_{2}^{\prime}}+\frac{1}{T_{E 2}}\right)^{-1} \tag{95}
\end{equation*}
$$

which is identical to (94) in the limit $T_{1}^{\prime \prime \prime}=T_{2}^{\prime \prime \prime}=\infty$. Therefore, nuclear spin effects are unimportant if the ground-state relaxation is predomi nantly by electron randomization.

In order to compare the results above with earlier analyses by other authors, it is useful to compare the rate equations for the case $I_{1}=I_{2}=0$; Eqs. (1) become, with $n_{F_{1}^{\prime}} M_{1}^{\prime}=n / 2\left(2 I_{1}+1\right)$ for complete mixing, $C=1 / 2, T_{S 1}=T_{S 2}=T_{1}^{\prime}=T_{2}^{\prime}=\infty, M_{S}= \pm 1 / 2$ :

$$
\begin{align*}
& \dot{\mathrm{p}}_{1 / 2}=\mathrm{Lp}_{-1 / 2} / 2-\left(\mathrm{p}_{1 / 2}-\mathrm{p} / 2\right) / \mathrm{T}_{1}^{\prime \prime \prime}-\left(\mathrm{p}_{1 / 2} \mathrm{~d}_{-1 / 2}-\mathrm{p}_{-1 / 2} \mathrm{~d}_{1 / 2}\right) / \mathrm{T}_{\mathrm{E} 1} \mathrm{~d} \\
& \dot{\mathrm{p}}_{-1 / 2}=-\mathrm{Lp}_{-1 / 2} / 2-\left(\mathrm{p}_{-1 / 2}-\mathrm{p} / 2\right) / \mathrm{T}_{1}^{\prime \prime \prime}-\left(\mathrm{p}_{-1 / 2} \mathrm{~d}_{1 / 2}-\mathrm{p}_{1 / 2} \mathrm{~d}_{-1 / 2}\right) / \mathrm{T}_{E 1} \mathrm{~d} \\
& \dot{\mathrm{~d}}_{1 / 2}=-\left(\mathrm{d}_{1 / 2}-\mathrm{d} / 2\right) / \mathrm{T}_{2}^{\prime \prime \prime}-\left(\mathrm{d}_{1 / 2} \mathrm{p}_{-1 / 2^{-\mathrm{d}_{-1 / 2}}} \mathrm{p}_{1 / 2}\right) / \mathrm{T}_{E 1} \mathrm{~d}  \tag{96}\\
& \dot{\mathrm{~d}}_{-1 / 2}=-\left(\mathrm{d}_{-1 / 2}-\mathrm{d} / 2\right) / \mathrm{T}_{2}^{\prime \prime \prime}-\left(\mathrm{d}_{-1 / 2} \mathrm{p}_{1 / 2}-\mathrm{d}_{1 / 2} \mathrm{p}_{-1 / 2}\right) / \mathrm{T}_{E 1} \mathrm{~d}
\end{align*}
$$

Using $p_{ \pm 1 / 2}=\left[p \pm\left(p_{1 / 2}-p_{-1 / 2}\right)\right] / 2$, one has

$$
\begin{equation*}
\dot{\mathrm{p}}_{1 / 2}-\dot{\mathrm{p}}_{-1 / 2}=\mathrm{L} / 2-\left(\frac{\mathrm{L}}{2}+\frac{1}{\mathrm{~T}_{1}^{\prime \prime \prime}}+\frac{1}{\mathrm{~T}_{\mathrm{E} 1}}\right)\left(\mathrm{p}_{1 / 2}-\mathrm{p}_{-1 / 2}\right)+\left(\mathrm{d}_{1 / 2}-\mathrm{d}_{-1 / 2}\right) / \mathrm{T}_{\mathrm{E} 2}, \tag{97}
\end{equation*}
$$

$$
\dot{\mathrm{d}}_{1 / 2^{-\dot{\mathrm{d}}}-1 / 2}=-\left(\frac{1}{\mathrm{~T}_{2}^{\prime \prime \prime}}+\frac{1}{\mathrm{~T}_{\mathrm{E} 2}}\right)\left(\mathrm{d}_{1 / 2^{-\mathrm{d}_{-1 / 2}}}\right)+\left(\mathrm{p}_{1 / 2^{-p_{-1 / 2}}}\right) / \mathrm{T}_{\mathrm{E} 1} .
$$

By comparing (97) with the rate equations used by Dehmelt ${ }^{14}$ to describe his sodium-electron experiment, one finds that the following identifications must be made: $\mathrm{p}=\mathrm{N}, \mathrm{d}=\mathrm{n}, 1 / \mathrm{T}_{\mathrm{E} 1}=\mathrm{nvQ}, \mathrm{T}_{1}^{\prime \prime \prime}=\tau\left(\mathrm{I}_{0}=0\right)$, $\mathrm{T}_{2}^{\prime \prime \prime}=\mathrm{T}_{\mathrm{e}}$. Then with Qnv $\ll 1 / \tau$ or $1 / \mathrm{T}_{\mathrm{e}}$, (95) becomes, with $T_{1}^{\prime}=T_{2}^{\prime}=\infty$,

$$
\begin{equation*}
S_{D}(0,0)=n_{N T} e^{\tau v^{2} Q^{2}} \tag{98}
\end{equation*}
$$

Of course, $I_{1}$ was actually $3 / 2$, for which (93) becomes, with $T_{1}^{\prime}=T_{2}^{\prime}=T_{S 1}=T_{S 2}=\infty$,

$$
\begin{equation*}
S_{D}(3 / 2,0)=3 n N T e^{\tau v^{2} Q^{2} / 8=3 S_{D}(0,0) / 8} \tag{99}
\end{equation*}
$$

Therefore, if the experiment is performed in the limit of low light intensity, the cross section deduced from a given signal becomes $(8 / 3)^{1 / 2}=1.63$ times as large if nuclear spin is included in the analysis, if the ground-state relaxation of the alkali is by Zeeman or uniform transitions only, and if self exchange is negligible. But if the groundstate relaxation is by electron randomization, (98) is valid (with $\mathrm{T}_{\mathrm{e}}=\mathrm{T}_{2}^{\prime}$ and $\tau=\mathrm{T}_{1}^{\prime}$ ) for arbitrary $\mathrm{I}_{1}$.

## 3. Jarrett Experiment

Comparison of (96) with Eqs. (12) and (13) of the paper by Jarrett ${ }^{21}$ indicates $1 / T_{E 1} d^{\prime}=v_{r} Q_{X}, 1 / T_{1}^{\prime \prime \prime}=1 / T_{2}^{\prime \prime \prime}=2 R, p=N$, and $\mathrm{d}=\mathrm{aN}$; therefore, with $\mathrm{T}_{1}^{\prime}=\mathrm{T}_{2}^{\prime}=\infty$, (95) becomes

$$
\begin{equation*}
S_{J}(0,0)=a N^{2} v_{r}^{2} Q_{x}^{2}\left(2 R+N v_{r} Q_{x}\right)^{-1}\left(2 R+a N v_{r} Q_{x}\right)^{-1} \tag{100}
\end{equation*}
$$

which is Jarrett's $S_{X} / S$, as can be verified by solving for the latter from (18) of Jarrett's paper. But from (94) it is seen that if the relaxation is by electron randomization only, (100) is valid for general nuclear spin and includes self exchange (with $T_{1}^{\prime \prime \prime}=T_{2}^{\prime \prime \prime}=\infty$ and $1 / T_{1}^{\prime}=1 / T_{2}^{\prime}=2 R$ ). However, if Zeeman or uniform relaxation is dominant, (93) implies a large correction to the deduced cross section for the actual nuclear spins ( $I_{1}=3 / 2, I_{2}=5 / 2$ ). These effects may be demonstrated by assuming Jarrett's experimental values of the parameters and signal and then deducing the spin-exchange cross section. This author estimates $k_{0} \ell / 4 \approx 1 / 3$ for Jarrett's experiment; the fact that $k_{0} \ell / 4$ is not much less than 1 [which is the condition that (11) hold in his experiment] is ignored in the following discussion.

For spin exchange between $\mathrm{Rb}^{85}$ and Rb 87 one has

$$
\begin{equation*}
1 / T_{S 1} \approx p / T_{E 1} d \quad \text { and } \quad 1 / T_{S 2} \approx 1 / T_{E 1} \tag{101}
\end{equation*}
$$

because $\int\left|f_{t}-f_{s}\right|^{2} d \Omega$ is only weakly dependent upon nuclear properties. With $T_{E 2}=T_{E 1} d / p, T_{2}^{\prime \prime \prime}=T_{1}^{\prime \prime \prime}, T_{2}^{\prime}=T_{1}^{\prime}$, in (93), the cross sections $Q$ are deduced with $R=413 \mathrm{sec}^{-1}, N=3.33 \times 10^{11} \mathrm{~cm}^{-3}, a=d / p=2.59$, $v_{r}=4.59 \times 10^{4} \mathrm{~cm} / \mathrm{sec}$, and $\mathrm{S}_{\mathrm{x}} / \mathrm{S}=\mathrm{S}_{\mathrm{J}}=0.107$. Values of $Q$ are found for Zeeman or uniform relaxation ( $T_{1}^{\prime}=\infty, T_{1}^{B \prime \prime}=1 / 2 R$ ) and for relaxation by electron randomization ( $T_{1}^{\prime}=1 / 2 R, T_{1}^{\prime \prime \prime}=\infty$ ). By the nature of the measurement, the self-exchange contributions to $R$ were presumably eliminated. $Q_{J}=1.7 \times 10^{-14} \mathrm{~cm}^{2}$ is the cross section deduced by Jarrett, neglecting the nuclear spins. A comparison of the deduced cross sections for different assumptions is given in Table IV. The nuclear spins are important in the analysis of Jarrett's experiment

Table IV. $R b^{87}-R b^{85}$ spin-exchange cross sections deduced from the data of Jarrett (reference 21).

$$
Q_{J}=1.7 \times 10^{-14} \mathrm{~cm}^{2}
$$

| $\mathrm{I}_{1}$ | $\mathrm{I}_{2}$ | Relaxation: Zeeman, <br> uniform, or electron <br> randomization | Self exchange <br> included? | $\mathrm{Q} / \mathrm{Q}_{\mathrm{J}}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | Z or U | Yes or No | 1 |  |
| $3 / 2$ | $5 / 2$ | Z or U | No | 4.6 |  |
| $3 / 2$ | $5 / 2$ | Z or U | Yes | 6.8 |  |
| 0 | 0 | ER | YR | Yes or No | 1 |
| $3 / 2$ | $5 / 2$ |  |  | 1 |  |

This author has not determined which relaxation mechanism predominated in Jarrett's experiment. However, the following discussion is pertinent. The relaxation time of the electronic polarization in a cylindrical cell containing a buffer gas can be approximated by 23

$$
\begin{gather*}
\frac{1}{\tau}=\frac{1}{\tau_{\text {wall }}}+\frac{1}{\tau_{\text {buffer }}},  \tag{102}\\
\tau_{\text {wall }}=\frac{\mathrm{p}}{\overline{\mathrm{D}}_{0} \mathrm{p}_{0}}\left[\left(\frac{2.405}{\mathrm{a}}\right)^{2}+\left(\frac{\pi}{\mathrm{L}}\right)^{2}\right]^{-1},  \tag{103}\\
\tau_{\text {buffer }}=\mathrm{p}_{0} / \mathrm{N}_{0} \sigma \overline{\mathrm{vp}} \tag{104}
\end{gather*}
$$

where $p$ is the pressure of the buffer gas, $D_{0}$ is the diffusion coefficient at atmospheric pressure $p_{0}$, $a$ and $L$ are the radius and length of the cell, $N_{0}$ is the density of inert gas atoms at $p_{0}$ and at the temperature of the vapor cell, $\sigma$ is the disorientation cross section, and $\overline{\mathrm{v}}$ is the mean relative velocity between inert gas atom and alkali. For Rb in $\mathrm{Ne}, \mathrm{D}_{0}=0.31 \mathrm{~cm}^{2} / \mathrm{sec}, \sigma=5.2 \times 10^{-23} \mathrm{~cm}^{2}$, and $\mathrm{N}_{0}=2.29 \times 10^{19} \mathrm{~cm}^{-3}$ at $47^{\circ} \mathrm{C} .{ }^{23}$ For Jarrett's case $\mathrm{p}=2.8 \mathrm{~cm}$ of Ne , $\mathrm{a}=2.5 \mathrm{~cm}, \mathrm{~L}=1.43 \mathrm{~cm}, \mathrm{~T}=90^{\circ} \mathrm{C}$, implying $\tau_{\text {wall }} \approx 21 \mathrm{msec}$ and $\tau_{\text {buffer }} \approx 0.38 \mathrm{sec}$. Wall collisions should dominate for Jarrett's experiment, giving $\tau \approx 21 \mathrm{msec}$, but Jarrett found $\approx 1 \mathrm{msec}$. In deriving
${ }^{\tau}$ wall it was assumed that every wall collision produces complete disorientation, implying that $\tau$ wall $\geqslant 21 \mathrm{msec}$. If, however, the cell contained some impurity in the vapor phase, the relaxation might be greatly accelerated and be dominated by electron randomization. The cross section deduced by Jarrett would then be unchanged by the addition of the nuclear spins into the analysis, and would be in agreement with the paramagnetic resonance measurement by Moos and Sands ${ }^{28}$ and that of IIIG.

## 4. Off-Diagonal Density Matrix Elements

In the derivation of the general expression (93), the off-diagonal elements of the density matrix were neglected. Balling, Hanson, and Pipkin ${ }^{30}$ have carried out an analysis for zero nuclear spin for a general density matrix. It is of interest to compare their result with this work. The polarization for $I_{1}=I_{2}=0$ can be found from (97) or (90) with $\mathrm{T}_{\mathrm{S} 1}=\mathrm{T}_{\mathrm{S} 2}=\mathrm{T}_{1}^{1}=\mathrm{T}_{2}^{\prime}=\infty$ and $\mathrm{L}_{+}=\mathrm{L}_{-}$:

$$
\begin{equation*}
P=P_{+}=L C /\left[\frac{1}{T_{1}^{\pi 1}}+\frac{1}{T_{E 1}}-\frac{1}{T_{E 1} T_{E 2}}\left(\frac{1}{T_{2}^{i n}}+\frac{1}{T_{E 2}}\right)^{-1}\right] \tag{105}
\end{equation*}
$$

Equation (76) of Balling et al. is to be compared with the above, with $P$, $T_{1}^{\prime \prime \prime}, T_{E 1}, T_{E 2}$, and $T_{2}^{\prime \prime \prime}$ substituted for $\langle P(R)\rangle, T_{1 R}, T_{e R}, T_{e e}$, and $\mathrm{T}_{1 \mathrm{e}}$ respectively:

$$
\begin{equation*}
P_{B H P} \propto 1 /\left[\frac{1}{T_{1}^{1 / 1}}+\frac{1}{T_{E 1}}-\frac{1}{T_{E 1} T_{E 2}}\left(\frac{1}{T_{2}^{n \prime}}+\frac{1}{T_{E 2}}+\frac{\omega_{1}^{2} \tau_{2}}{1+\tau_{2}^{2}\left(\omega_{0}-\delta \omega_{0}-\omega\right)^{2}}\right)^{-1}\right] \tag{106}
\end{equation*}
$$

where $\omega_{1}=-g_{J} \frac{\mu_{0} H_{2}^{\prime}}{\hbar}, \quad \omega_{0}=-g_{\mathrm{J}} \frac{\mu_{0} \mathrm{H}_{0}}{\hbar}, \delta \omega_{0}$ is the spin-exchange frequency shift, and

$$
\begin{equation*}
1 / \tau_{2}=1 / \mathrm{T}_{2 \mathrm{e}}+1 / \mathrm{T}_{\mathrm{E} 2} . \tag{107}
\end{equation*}
$$

Here $T_{2 e}$ is essentially the time required for coherence effects to damp out, i.e., the usual " $\mathrm{T}_{2}$ " in magnetic resonance nomenclature; $\mathrm{T}_{2 \mathrm{e}}$ should not be confused with $\mathrm{T}_{2}$ of this work, which is a " $\mathrm{T}_{1}$ "
time for the second species. For $H_{2}^{\prime}=0$ there are no coherence effects, and (105) and (106) agree. For

$$
\begin{equation*}
\left(H_{2}^{\prime}\right)^{2} \gg\left[\frac{1}{T_{1}^{\prime \prime}}\left(\frac{1}{T_{2}^{\prime \prime \prime}}+\frac{1}{T_{E 2}}\right)+\frac{1}{T_{2}^{\prime \prime} T_{E 1}}\right]\left(\frac{1}{T_{E 2}}+\frac{1}{T_{2 \mathrm{e}}}\right) /\left(\frac{1}{T_{1}^{\prime \prime \prime}}+\frac{1}{T_{E 1}}\right)\left(g_{J} \mu_{0} \not\right)^{2} \tag{108}
\end{equation*}
$$

(106) agrees with (105) in the limit $\mathrm{T}_{2}^{\prime \prime \prime} \rightarrow 0$, implying that the second species is completely disoriented. On the assumption that all the time constants are equal to 1 msec , (108) requires $\mathrm{H}_{2}^{\prime} \gg 0.4$ milligauss. Thus when the resonance is saturated the polarization, obtained from an arbitiary density matrix, reduces to the diagonal-treatment value at equilibrium. The time required to reach equilibrium is related to $\mathrm{T}_{2 \mathrm{e}}$ for the off-diagonal contributions. If $T_{2 e}$ is made short - for example, by increasing the inhomogeneity of the static field-the coherence.effects are damped out more rapidly, but a larger rf field must be applied to saturate the resonance. In general, $\mathrm{T}_{2 \mathrm{e}}$ should be made small compared with the period of switching the $r f$ fields; $H_{2}^{\prime}$ is then chosen large enough to saturate the resonance, i.e., satisfy (108).

Although the frequency shifts and line shapes resulting from spin-exchange collisions can be seen and studied, nonetheless, the calculations of this section apply to realizable experiments in which these effects are unimportant. For a much more thorough demonstration of the unimportance of the off-diagonal matrix elements, see references 33 and 38. This problem is difficult to treat in general, but it should be clear that if a state possesses no coherence initially it cannot acquire any by relaxation processes, which are random.

Even though it is unrelated to the discussion of this section, one other aspect of the paper by Balling et al. ${ }^{30}$ may be worth mentioning. They state that they demonstrate in an appendix that their results are valid for general nuclear spin. However, using their Table IV and their Eq. (24) and making the simplifying assumptions that the second species is disoriented [i.e., $P(e)=0)$ ] and that $\rho(e, R)$ is diagonal, this author finds that $\left.d P e^{\left(R b^{87}\right.}\right) / d t$ is not proportional to $P_{e}\left(R b^{87}\right)$ as in their (A14), but rather arrives at the Eqs. (72) and (73) of Section IIC of this paper with $I_{1}=3 / 2, I_{2}=0$. They have recently pointed out that their (A14) is in error.

## 5. Anderson and Ramsey

Anderson and Ramsey ${ }^{22}$ (AR) have performed an experiment to measure the self-spin-exchange cross section in sodium. The steadystate populations are needed to analyze their experiment, not just the electronic polarization. They define $p_{1, \pm 1} / p=1 / 8 \pm \delta_{A R}$, $p_{2, \pm 1} / p=1 / 8 \pm \beta_{A R}$, and $p_{2, \pm 2} / p=1 / 8 \pm a_{A R}$.

It is shown in Appendix III that, if complete reorientation occurs in the excited state ( $\mathrm{q} \approx 0.8$ for Na in 3 cm of He at $154^{\circ} \mathrm{C}$ ( AR conditions) and with $\sigma=23 \times 10^{-16} \mathrm{~cm}^{2}$ (reference 42 ) ,

$$
\begin{equation*}
\pi_{1} M_{1}=M_{1} \pi_{F_{1}} \tag{109}
\end{equation*}
$$

where ${ }^{\pi} F_{1} M_{1}$ is defined in (81), and that

$$
\begin{equation*}
\pi_{ \pm}= \pm\left(I_{1}+1 / 2\right) p P_{ \pm} / \sum_{M_{1}=-I_{1} \mp 1 / 2}^{I_{1} \pm 1 / 2} M_{1}^{2} \tag{110}
\end{equation*}
$$

From (83) and (84) with $T_{E 1}=\infty$ (single species) and $L_{f}=L_{-}=L$ (complete mixing in the excited state), and using (110), one finds that at equilibrium

$$
\begin{equation*}
\pi_{ \pm}=\frac{\frac{L C p}{2 \mathrm{I}_{1}+1}\left(\frac{1}{\mathrm{~T}_{1}^{\prime}}+\frac{1}{\mathrm{~T}_{\mathrm{S} 1}} \pm \frac{2 \mathrm{I}_{1}+1}{2 \mathrm{~T}_{1}^{\prime \prime \prime}}\right)}{\frac{1}{\mathrm{~T}_{1}^{\prime}}\left(\frac{1}{\mathrm{~T}_{1}^{\prime}}+\frac{1}{\mathrm{~T}_{\mathrm{S} 1}}\right)+\frac{4 \mathrm{I}_{1}^{2}+4 \mathrm{I}_{1}+3}{2 \mathrm{~T}_{1}^{\prime \prime \prime}}\left(\frac{1}{\mathrm{~T}_{1}^{\prime \prime}}+\frac{2}{3 \mathrm{~T}_{\mathrm{S} 1}}\right)+\frac{\left(2 \mathrm{I}_{1}+1\right)^{2}}{2 \mathrm{~T}_{1}^{\prime \prime 2}}} \tag{111}
\end{equation*}
$$

Equation (111) as applied to the experiment of Anderson and Ramsey is given in Table. V. Notice that if the ground-state relaxation were by electron randomization only, the signals would be independent of the exchange time. Since they used 3 cm of He buffer gas, one might at first expect electron randomization to dominate. However, for a spherical cell, ${ }^{40}$

$$
\begin{equation*}
\tau_{\text {wall }}=\mathrm{R}^{2} \mathrm{p} / \pi^{2} \mathrm{D}_{0} \mathrm{P}_{0} \approx 100 \mathrm{msec}, \tag{112}
\end{equation*}
$$

Table V. Comparison of population differences for the Anderson and Ramsey (AR) experiment (reference 22)

$$
\left(\mathrm{T}_{\mathrm{S} 1} \equiv 2 \mathrm{~T}_{2}, \mathrm{~T}_{1}^{\prime \prime \prime} \equiv \mathrm{T}_{1}, \mathrm{LC} / 2 \equiv \mathrm{~A}, \mathrm{I}_{1}=3 / 2 ; \text { see IID } 5\right)
$$

| Anderson and Ramsey | This work |
| :---: | :---: |
| (uniform relaxation) | Zeeman or uniform Electron randomi <br> relaxation zation <br> $\left(\mathrm{T}_{1}^{\prime}=\infty\right)$ $\left(\mathrm{T}_{1}=\infty\right)$ |
| $\delta_{\mathrm{AR}}=\frac{-\mathrm{A}\left(\frac{32}{\mathrm{~T}_{1}^{2}}+\frac{5.4}{\mathrm{~T}_{1} \mathrm{~T}_{2}}-\frac{3.8}{\mathrm{~T}_{2}^{2}}\right)}{\left(\frac{8}{\mathrm{~T}_{1}}+\frac{2.78}{\mathrm{~T}_{2}}\right)\left(\frac{32}{\mathrm{~T}_{1}^{2}}+\frac{16.5}{\mathrm{~T}_{1} \mathrm{~T}_{2}}\right)}$$\left(p_{1, \pm 1} / p=1 / 8 \pm \delta_{A R}\right)$ | $\frac{\pi_{-}}{\mathrm{P}}=\frac{-\mathrm{AT}_{1}}{8}\left(\frac{1}{\mathrm{~T}_{1}}-\frac{1}{4 \mathrm{~T}_{2}}\right)\left(\frac{1}{\mathrm{~T}_{1}}+\frac{3}{8 \mathrm{~T}_{2}}\right)^{-1} \quad \frac{\pi}{\mathrm{P}}=\frac{\mathrm{AT}}{1}{ }^{1}$ |
|  | $=\frac{-\mathrm{A}\left(\frac{32}{\mathrm{~T}_{1}^{2}}+\frac{8}{\mathrm{~T}_{1} \mathrm{~T}_{2}}-\frac{4}{\mathrm{~T}_{2}^{2}}\right)}{\left(\frac{8}{\mathrm{~T}_{1}}+\frac{3}{\mathrm{~T}_{2}}\right)\left(\frac{32}{\mathrm{~T}_{1}^{2}}+\frac{16}{\mathrm{~T}_{1}} \mathrm{~T}_{2}\right)}$ |
| $\beta_{A R}=\frac{\mathrm{A}\left(\frac{32}{\mathrm{~T}_{1}^{2}}+\frac{27.6}{\mathrm{~T}_{1} \mathrm{~T}_{2}}+\frac{3.8}{\mathrm{~T}_{2}^{2}}\right)}{\left(\frac{8}{\mathrm{~T}_{1}}+\frac{2.78}{\mathrm{~T}_{2}}\right)\left(\frac{32}{\mathrm{~T}_{1}^{2}}+\frac{16.5}{\mathrm{~T}_{1} \mathrm{~T}_{2}}\right)} \quad \frac{\pi_{+}}{\mathrm{p}}=\frac{\mathrm{AT}_{1}}{8}\left(\frac{1}{\mathrm{~T}_{1}}+\frac{1}{4 \mathrm{~T}_{2}}\right)\left(\frac{1}{\mathrm{~T}_{1}}+\frac{3}{8 \mathrm{~T}_{2}}\right)^{-1} \quad \frac{\pi_{+}}{\mathrm{p}}=$ |  |
| $\left(p_{2, \pm 1} / p=1 / 8 \pm \beta_{A R}\right)$ | $=\frac{A\left(\frac{32}{\mathrm{~T}_{1}^{2}}+\frac{24}{\mathrm{~T}_{1} \mathrm{~T}_{2}}+\frac{4}{\mathrm{~T}_{2}^{2}}\right)}{\left(\frac{8}{\mathrm{~T}_{1}}+\frac{3}{\mathrm{~T}_{2}}\right)\left(\frac{32}{\mathrm{~T}_{1}^{2}}+\frac{16}{\mathrm{~T}_{1} \mathrm{~T}_{2}}\right)}$ |

$$
\begin{gathered}
\alpha_{A R}=\frac{A\left(\frac{64}{T_{1}^{2}}+\frac{44}{T_{1} T_{2}}+\frac{7.6}{T_{2}^{2}}\right)}{\left(\frac{8}{T_{1}}+\frac{2.78}{T_{2}}\right)\left(\frac{32}{T_{1}^{2}}+\frac{16.5}{T_{1} T_{2}}\right)} . \\
\left(p_{2, \pm 2} / p=1 / 8 \pm a_{A R}\right)
\end{gathered}
$$

$$
\begin{equation*}
\tau_{\text {buffer }}=\mathrm{p}_{0} / \mathrm{N}_{0} \sigma \overline{\mathrm{vp}} \approx 310 \mathrm{sec} \tag{113}
\end{equation*}
$$

for Na in 3 cm of He at $154^{\circ} \mathrm{C}\left(\mathrm{D}_{0}=1 \mathrm{~cm}^{2} / \mathrm{sec}, \sigma \approx 3 \times 10^{-26} \mathrm{~cm}^{2}\right.$, ", $\left.\mathrm{R}=5 \mathrm{~cm}, \overline{\mathrm{v}}=1.6 \times 10^{5} \mathrm{~cm} / \mathrm{sec}, \mathrm{N}_{0}=1.7 \times 10^{19} \mathrm{~cm}^{-3}\right) .22$ The measured relaxation time was 87 msec , in excellent agreement with the wall relaxation time. Consequently, Zeeman or uniform relaxation may dominate; such would seem to be the case in light of the reasonable cross section deduced by Anderson and Ramsey assuming uniform relaxation.

## III. SPIN-EXCHANGE CROSS-SECTION MEASUREMENTS

 BY HYPERFINE PUMPING
## A. Introduction

The calculations in Part II were executed to ascertain the importance of nuclear spin effects in deducing spin-exchange cross sections from optical pumping signals in order to determine the experiment best adapted to precise measurements of the cross sections. It was found that the nuclear spins are important and that they complicate the analysis considerably. However, Part II is concerned only with Zeeman pumping, in which the hyperfine components of the pumping radiation are assumed to be equal. In Part III an experiment is described in which the hyperfine components of the pumping light are made as different as possible. A large difference in populations of the twohyperfine levels results, and the Franzen technique is used to determine the relaxation time in the dark. ${ }^{23}$ In the absence of Zeeman pumping within each hyperfine level, the situation is that of a two-level system, and the relaxation is described by a single exponential. The complexities of analysis caused by the nuclear spins and discussed in Part II are then absent. Since the principal objective of this research was to make accurate measurements of spin-exchange cross sections, the hyperfine method was used for most of the measurements.

This hyperfine experiment is similar to that of Bouchiat and Brossel, ${ }^{24}$ except that circularly polarized light is employed instead of unpolarized light. This variation is made because the light is polarized by passing through the Kerr cell shutter, and it is difficult to destroy the polarization without sacrificing intensity. In addition, rf fields are applied to both species to prevent Zeeman pumping and hence to simplify the rate equations. Experimentally, identical signals are found if the rf fields are removed and the component of the earth's field along the direction of the light beam is bucked out. Both the $D_{1}$. and $D_{2}$ lines are used in the pumping radiation.

The plan of Part III is as follows. In Section IIIB the theory of the hyperfine experiment is presented, a brief summary of the techniques employed is given, and representative data are displayed.

Detailed descriptions of the components of the relaxation time equipment are given in Section IIIC. The analysis of the relaxation time data is described in Section IIID. The density measurement apparatus and data analysis are presented in Sections IIIE and IIIF, respectively. Finally, Section IIIG is a summary of the spin-exchange cross-section measurements by the hyperfine method.

## B. Description of the Hyperfine Experiment

## 1. Theory of the Hyperfine Experiment

The significant differences between the assumptions of Part II and Part III are as follows: (a) the hyperfine components in the incident light are assumed to be unequal here, although transitions from different hyperfine levels of the same excited fine-structure state to a given ground-state hyperfine level are assumed to be unresolved in absorption; (b) $D_{2}$ light is included as well as $D_{1}$ light in the pumping radiation; (c) an rf field is continuously applied to the first species as well as to the second in order to nullify any Zeeman pumping; (d) the requirement of low absorption of IIB. 1 is replaced by the less stringent restriction that the fractional deviation of the population of each hyperfine level from its unpolarized value be much less than the reciprocal of the absorption factor $\mathrm{k}_{\mathrm{F}_{1}} \ell$, where $\ell$ is the absorption length. As in Part IIC it is assumed that no buffer gas is used, so that the populations are essentially independent of position in the cell.

Eq. (7) can be extended to include the $D_{2}$ radiation:

$$
\mathrm{dL}(v, \mathrm{x}, \mathrm{t})=-\mathrm{L}(v, \mathrm{x}, \mathrm{t}) \sum_{\mathrm{F}_{1} \mathrm{M}_{1}} \mathrm{P}_{\mathrm{F}_{1} \mathrm{M}_{1}}(\mathrm{x}, \mathrm{t}) \mathrm{P}_{v}^{\prime}\left(\mathrm{F}_{1} \mathrm{M}_{1}, \mathrm{~J}_{1}^{\prime} \mathrm{F}_{1}^{\prime} \mathrm{M}_{1}+1\right) \mathrm{h} v \mathrm{dx}
$$

In analogy with IIB. 1, we have

$$
\begin{equation*}
P_{\nu}^{\prime}\left(F_{1} M_{1}, J_{1}^{\prime} F_{1}^{\prime} M_{1}+1\right)=P^{\prime}\left(F_{1} M_{1}, J_{1}^{\prime} F_{1}^{\prime} M_{1}+1\right) f\left(v-v_{F_{1}}^{0} M_{1}, J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}\right) \tag{115}
\end{equation*}
$$

With the rf fields applied and in the absence of a buffer gas,

$$
\begin{align*}
& \mathrm{p}_{\mathrm{F}_{1} \mathrm{M}_{1}}(\mathrm{x}, \mathrm{t})=\mathrm{p}_{\mathrm{F}_{1}}(\mathrm{t}) /\left(2 \mathrm{~F}_{1}+1\right)  \tag{116}\\
& \mathrm{d}_{\mathrm{F}_{2} \mathrm{M}_{2}}(\mathrm{x}, \mathrm{t})=\mathrm{d}_{\mathrm{F}_{2}}(\mathrm{t}) /\left(2 \mathrm{~F}_{2}+1\right) \tag{117}
\end{align*}
$$

Integrating (114) over the appropriate frequencies and assuming that the upper hyperfine states are unresolved in absorption; one finds that the total light of the $F_{1}$ to $J_{1}^{\prime}$ transition at a distance $x$ into the cell decreases by

$$
\begin{align*}
& \therefore d L \frac{J_{1}^{\prime}}{F_{1}}(x, t)=-L{\underset{F}{1}}_{J_{1}^{\prime}}^{(x, t)} \mathrm{p}_{\mathrm{F}_{1}}(\mathrm{t}) \\
& \times{\overline{M_{1}}{ }_{1}^{\prime}}^{P^{\prime}\left(F_{1} M_{1}, J_{1}^{\prime} F_{1}^{\prime} M_{1}+1\right) h \nu d x /\left(2 F_{1}+1\right)} \tag{118}
\end{align*}
$$

between $x$ and $x+d x$. Define an absorption coefficient for the transition from $F_{1}$ to $J_{1}$ :

$$
\begin{equation*}
\mathrm{k}_{F_{1}}^{J_{1}^{\prime}}=\sum_{M_{1} F_{1}^{\prime}} P^{\prime}\left(F_{1} M_{1}, J_{1}^{\prime} F_{1}^{\prime} M_{1}+1\right) h \nu p_{F_{1}}(\infty) /\left(2 F_{1}+1\right) \tag{119}
\end{equation*}
$$

Then

$$
\begin{align*}
& \sum_{F_{1} J_{1}^{\prime}} L_{F_{1}}^{J_{1}^{\prime}}(x, t)=\sum_{F_{1} J_{1}^{\prime}} L_{F_{1}}^{J_{1}^{\prime}}(0) \exp \left(-k_{F_{1}}^{J_{1}^{\prime}} x\right) \\
& \times \exp \left[-\left(p_{F_{1}}(t)-p_{F_{1}}(\infty)\right) k_{F_{1}}^{J_{1}^{\prime}} x / p_{F_{1}}(\infty)\right] . \tag{120}
\end{align*}
$$

The absorption is

$$
\begin{align*}
A(\ell, t) & \equiv \sum_{F_{1} J_{1}^{\prime}}\left[L_{F_{1}}^{J_{1}^{\prime}}(0)-L_{F_{1}}^{J_{1}^{\prime}}(\ell)\right] \\
& =-\sum_{F_{1} J_{1}^{\prime}} L_{F_{1}}^{J_{1}^{\prime}}(0)\left\{\exp \left(-\mathrm{k}_{\mathrm{F}_{1}}^{J_{1}^{\prime}} \ell\right)\right. \\
& \times \exp \left[-\left(\mathrm{p}_{\mathrm{F}_{1}}(\mathrm{t})-\mathrm{p}_{\mathrm{F}_{1}}(\infty)\right) \mathrm{k}_{\mathrm{F}_{1}}^{\left.\left.J_{1}^{\prime} \ell / \mathrm{p}_{\mathrm{F}_{1}}(\infty)\right]-1\right\}}\right. \tag{121}
\end{align*}
$$

Since the Franzen technique ${ }^{23}$ is employed, the signal is defined as

$$
\begin{equation*}
S\left(I_{1}, t\right)=[A(\infty)-A(t)] /[A(\infty)-A(0)] \tag{122}
\end{equation*}
$$

as in (65), where $A(t)$ is given by (121).
The low absorption criterion for the hyperfine experiment is

$$
\begin{equation*}
\left|\mathrm{k}_{\mathrm{F}_{1}}^{\mathrm{J}_{1}^{\prime}} \ell\left[\mathrm{p}_{\mathrm{F}_{1}}(0)-\mathrm{p}_{\mathrm{F}_{1}}(\infty)\right] / \mathrm{p}_{\mathrm{F}_{1}}(\infty)\right| \ll 1 \tag{123}
\end{equation*}
$$

in order that the signal reduce to the simple expression (noting that $p_{-}=p-p_{+}$with + and -referring to $F_{1}=I_{1} \pm 1 / 2$ )

$$
\begin{equation*}
S=\left[p_{+}(t)-p_{+}(\infty)\right] /\left[p_{+}(0)-p_{+}(\infty)\right] \tag{124}
\end{equation*}
$$

To investigate the implications of (123), consider absorption of $D_{2}$ light by the $F_{1}=I_{1}-1 / 2$ level:

$$
\begin{align*}
& L_{-}^{3 / 2}(\ell, t)=L_{-}^{3 / 2}(0) \exp \left(-k_{-}^{3 / 2} \ell\right) \exp \left[-\left(p_{-}(t)-p_{-}(\infty)\right) k_{-}^{3 / 2} \ell / p_{-}(\infty)\right]  \tag{125}\\
& L_{-}^{3 / 2}(\ell, 0) / L_{-}^{3 / 2}(\ell, \infty)=\exp \left[-\left(p_{-}(0)-p_{-}(\infty)\right) k_{-}^{3 / 2} \ell / p_{-}(\infty)\right] \tag{126}
\end{align*}
$$

Equation (123) requires then

$$
\begin{equation*}
\left[L_{-}^{3 / 2}(\ell, 0)^{\circ}-L_{-}^{3 / 2}(\ell, \infty)\right] / L_{-}^{3 / 2}(\ell, \infty) \ll 1 \tag{127}
\end{equation*}
$$

i. e., as the population of a hyperfine level changes from its thermal equilibrium value to its pumped value, the change in peak absorption should be small compared with the light intensity of that transition. If $\mathrm{p}_{\mathrm{F}_{1}}(0)=0$, (123) reduces to $\mathrm{k}_{\mathrm{F}_{1}}^{\mathrm{J}_{1}} \ell \ll 1$, which is the restriction of Part II.

For the hyperfine pumping experiment using the Franzen method of detection, Eq. (1) becomes, by summing over $\mathrm{M}_{1}$ and using (28), (31), (43), (45), (59), (61), (116), and (117),

$$
\times\left[\mathrm{p}_{\mathrm{F}_{1}} \mathrm{~d}_{\mathrm{F}_{2}} /\left(2 \mathrm{~F}_{1}+1\right)\left(2 \mathrm{~F}_{2}+1\right)-\mathrm{p}_{\mathrm{F}_{1}^{\prime}} \mathrm{d}_{\mathrm{F}_{2}^{\prime}} /\left(2 \mathrm{~F}_{1}^{\prime}+1\right)\left(2 \mathrm{~F}_{2}^{\prime}+1\right)\right] / 4 \mathrm{~T}_{\mathrm{E} 1} \mathrm{~d}
$$

$$
-\sum_{M_{1} F_{1}^{\prime} M_{1}^{\prime}} \Delta\left(F_{1}, F_{1}^{\prime \prime}\right) \Delta\left(F_{1}^{\prime}, F_{1}^{\prime \prime \prime}\right) \sum_{q}\left(\begin{array}{ccc}
F_{1}^{\prime \prime} & 1 & F_{1} \\
-M_{1}^{\prime \prime} & q & M_{1}
\end{array}\right)^{2}\left(\begin{array}{ccc}
F_{1}^{\prime \prime \prime} & 1 & F_{1}^{\prime} \\
-M_{1}^{\prime \prime} & -q & -M_{1}^{\prime}
\end{array}\right)^{2}
$$

$$
F_{1}^{\prime \prime} M_{1}^{\prime \prime} F_{1}^{\prime \prime \prime} M_{1}^{\prime \prime \prime}
$$

$$
\begin{equation*}
\times\left[\mathrm{p}_{\mathrm{F}_{1}} \mathrm{p}_{\mathrm{F}_{1}^{\prime}} /\left(2 \mathrm{~F}_{1}+1\right)\left(2 \mathrm{~F}_{1}^{\prime}+1\right)-\mathrm{p}_{\mathrm{F}_{1}^{\prime \prime}} \mathrm{P}_{\mathrm{F}_{1}^{\prime \prime \prime}} /\left(2 \mathrm{~F}_{1}^{\prime \prime+1}\right)\left(2 \mathrm{~F}_{1}^{\prime \prime \prime}+1\right)\right] / 4 \mathrm{~T}_{S 1} \mathrm{p} \tag{128}
\end{equation*}
$$

By Edmonds ${ }^{35}$ (3.7.8) and (6.2.9),

$$
\begin{aligned}
& \dot{p}_{F_{1}}=-\sum_{F_{1}^{\prime} M_{1}^{\prime} M_{1}} \Delta\left(F_{1}, F_{1}^{\prime}\right)\left[\left(2 I_{1}+1\right)^{2} \delta_{\left.F_{1}, F_{1}^{\prime} / T_{1}+1 / T_{1}\right]}\left(\begin{array}{ccc}
F_{1}^{\prime} & 1 & F_{1} \\
-M_{1}^{\prime} M_{1}^{\prime}-M_{1} & M_{1}
\end{array}\right)^{2}\right. \\
& \times\left[\mathrm{p}_{\mathrm{F}_{1}} /\left(2 \mathrm{~F}_{1}+1\right)-\mathrm{p}_{\mathrm{F}_{1}^{\prime}} /\left(2 \mathrm{~F}_{1}^{\prime}+1\right)\right] / 4-\mathrm{p}_{\mathrm{F}_{1}} / \mathrm{T}_{1}^{\prime \prime 1}+\left(2 \mathrm{~F}_{1}+1\right) \mathrm{p} / 2\left(2 \mathrm{I}_{1}+1\right) \mathrm{T}_{1}^{\prime \prime} \\
& -\sum_{\substack{M_{1} F_{2} M_{2} \\
F_{1}^{\prime} M_{1}^{\prime} F_{2}^{\prime} M_{2}^{\prime}}} \Delta\left(F_{1}, F_{1}^{\prime}\right) \Delta\left(F_{2}, F_{2}^{\prime}\right) \sum_{q}\left(\begin{array}{ccc}
F_{1}^{\prime} & 1 & F_{1} \\
-M_{1}^{\prime} & q & M_{1}
\end{array}\right)^{2}\left(\begin{array}{ccc}
F_{2}^{\prime} & 1 & F_{2} \\
-M_{2}^{\prime} & -q & M_{2}
\end{array}\right)^{2}
\end{aligned}
$$

$$
\begin{align*}
\mathrm{P}_{1} & =-\mathrm{p}_{\mathrm{F}_{1}} / \mathrm{T}_{1}^{\prime \prime}+\left(2 \mathrm{~F}_{1}+1\right) \mathrm{p} / 2\left(2 \mathrm{I}_{1}+1\right) \mathrm{T}_{1}^{\prime \prime} \\
& +\left(1 / \mathrm{T}_{1}^{\prime}+1 / \mathrm{T}_{\mathrm{E} 1}+1 / \mathrm{T}_{\mathrm{S}}\right)\left[-3 \mathrm{p}_{\mathrm{F}_{1}}+\sum_{\mathrm{F}_{1}^{\prime}} \mathrm{p}_{\mathrm{F}_{1}^{\prime}} \Delta\left(\mathrm{F}_{1}, \mathrm{~F}_{1}^{\prime}\right) /\left(2 \mathrm{~F}_{1}^{\prime}+1\right)\right] / 4 \tag{129}
\end{align*}
$$

With $p_{-}=p-p_{+}$and with Table II,

$$
\begin{align*}
\dot{p}_{+}= & -\left(1 / \mathrm{T}_{1}^{\prime}+1 / \mathrm{T}_{1}^{\prime \prime}+1 / \mathrm{T}_{\mathrm{E} 1}+1 / \mathrm{T}_{\mathrm{S} 1}\right) \mathrm{p}_{+} \\
& +\left(2 \mathrm{I}_{1}+2\right)\left(1 / \mathrm{T}_{1}^{\prime}+1 / \mathrm{T}_{1}^{\prime \prime}+1 / \mathrm{T}_{\mathrm{E} 1}+1 / \mathrm{T}_{\mathrm{S} 1}\right) \mathrm{p} / 2\left(2 \mathrm{I}_{1}+1\right) \tag{130}
\end{align*}
$$

Then

$$
\begin{equation*}
p_{+}(t)=\left(p_{+}(0)-p_{+}(\infty)\right) \exp \left[-\left(1 / T_{1}^{\prime}+1 / T_{1}^{\prime \prime}+1 / T_{E 1}+1 / T_{S 1}\right) t\right]+p_{+}(\infty) \tag{131}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathrm{p}_{+}(\infty) \approx\left(2 \mathrm{I}_{1}+2\right) \mathrm{p} / 2\left(2 \mathrm{I}_{1}+1\right) \tag{132}
\end{equation*}
$$

Then (124) becomes

$$
\begin{equation*}
S\left(I_{1}, t\right)=\exp \left[-\left(1 / T_{1}^{\prime}+1 / T_{1}^{\prime \prime}+1 / T_{E 1}+1 / T_{S 1}\right) t\right] \tag{133}
\end{equation*}
$$

where $T_{1}^{\prime}$ and $T_{1}^{\prime \prime}$ are the electron randomization and uniform groundstate relaxation times(see LIB. 3), $\mathrm{T}_{\mathrm{E} 1}$ is the characteristic time for spin-exchange collisions between nonidentical atoms (see IIB. 4), and $\mathrm{T}_{\mathrm{S} 1}$ is the characteristic time for self spin exchange (see IIB.5).

Clearly the hyperfine experiment has distinct advantages over the Zeeman experiment of IIC, as is readily seen by comparing (133) with (76). The hyperfine experiment involves fewer parameters, and the functional form of the signal is simpler. Self exchange is included in the analysis of the hyperfine experiment. Finally, the restriction upon the permissible absorption is slightly less stringent.

Consider the case of hyperfine pumping of a single species; then (133) is simply

$$
\begin{equation*}
S=\exp (-t / \tau) \tag{134}
\end{equation*}
$$

where

$$
\begin{equation*}
1 / \tau=1 / T_{1}^{\prime}+1 / T_{1}^{\prime \prime}+1 / T_{S 1} . \tag{135}
\end{equation*}
$$

If several corresponding values of $1 / \tau$ and the density $n$ can be determined, then a plot of $1 / \tau$ versus $n$ is a straight line (assuming $T_{1}^{\prime}$ and $\mathrm{T}_{1}^{\prime \prime}$ are constant throughout the experiment) with intercept

$$
\begin{align*}
& 1 / T_{1}^{\prime}+1 / T_{1}^{\prime \prime} \text { and slope } \\
& \qquad d(1 / \tau) / d n=\iint\left|f_{t}-f_{S}\right|_{S 1}^{2} d \Omega v_{S 1}{ }^{f\left(v_{S 1}\right) d^{3} v_{S 1} / 4 \equiv B_{S 1}} \tag{136}
\end{align*}
$$

from (61). Assuming that the relative velocities follow a MaxwellBoltzmann distribution and that $\int\left|f_{t}-f_{S}\right|_{S 1}^{2} d \Omega$ is approximately independent of energy over the range of normal relative velocities, one can write (136) as

$$
\begin{equation*}
d(1 / \tau) / d n=\sigma \bar{v} \tag{137}
\end{equation*}
$$

where $\sigma$ is the spin-exchange cross section and $\bar{v}$ is the average relative velocity

$$
\begin{equation*}
\overline{\mathrm{v}}=\left[8 \mathrm{kT}\left(1 / \mathrm{M}_{1}+1 / \mathrm{M}_{2}\right) / \pi\right]^{1 / 2}=\left[2.118 \mathrm{~T}\left(1 / \mathrm{M}_{1}+1 / \mathrm{M}_{2}\right)\right]^{1 / 2} \tag{138}
\end{equation*}
$$

for the general case of nonidentical atoms ( $T$ in ${ }^{\circ} K, M_{1}$ and $M_{2}$ in atomic mass units, and $\bar{v}$ in $10^{4} \mathrm{~cm} / \mathrm{sec}$.

Clearly, then, if $\tau$ and $n$ can be determined, so can $\sigma$. The techniques for measuring $\tau$ and $n$ are briefly outlined in Section IIIB. 2 ; the involved experimental details are given in Sections III. C through III. $F$.
2. Outline of Experimental Techniques

A block diagram of the apparatus is given in Fig. 2, and a photograph of some of the equipment is shown in Fig. 3. A deviation from the thermal equilibrium hyperfine populations is achieved by hyperfine optical pumping. $24,43-46$ To accomplish this a hyperfine filter removes most of the light absorbable by atoms in one of the two hyperfine levels. The absorption cells used in most of the experiments were Pyrexcubes approximately 2 inches on each edge, coated with Paraflint, and containing no buffer gas. Sidearms with hammers and breakoffskies containing the alkali metals are attached to the cell. The densities of the alkali vapors are regulated by varying the temperature of
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Fig. 2. Block diagram of the experimental apparatus for spinexchange cross-section experiment by hyperfine optical pumping.
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Fig. 3. Part of the experimental apparatus. The resonance cell, the heart of the experiment, is shown in the rf coils near the center of the photograph. The pumping lamp, hyperfine filter, Kerr cell enclosure, and lens are to the left of the shutter. The detector and its lens are contained in the cylinder to the right. The densitymeasurement lamp is hidden behind the oven. The flag shutter, a beam splitter, and a mirror used in the density measurement are in the foreground.
the respective sidearms, which are always well below the temperature of the cell ( $\approx 78^{\circ} \mathrm{C}$ ). The cell and attached sidearms are situated inside their respective ovens. Coils for producing a small steady magnetic field along the direction of the pumping light and perpendicular rf fields surround the cell. The polarization is monitored by observing the transmitted light with a silicon photocell. The signal is amplified by a common base amplifier and a Tektronix 502 oscilloscope.

The relaxation time is determined by the method of Franzen. ${ }^{23}$ A Kerr cell shutter is used to provide fast rise and fall times. Imperfections in the Kerr cell make it necessary to use a mechanical shutter as well for long off intervals (> 70 msec ). A logic circuit was designed to decrease the off interval by a fixed.increment each cycle for 16 cycles and then repeat. For example, the light might be cut off for 75 msec , on for 425 msec , off for 70 , on for 430 , etc., down to off for 0 and on for 500. Figure 4 is a photograph of the total light for such a situation. A signal of about $5 \%$ can be seen at the top; generally, the signals are smaller. When the top portion of Fig. 4 is amplified 25 times, one obtains Fig. 5. The light level at the upper left-hand corner is proportional to the initial polarization. The light is cut off for an interval of time, during which the polarization relaxes in the dark. The light is then turned on rapidly; the bright spot indicates the new level of polarization. The pumping transient is the trace from the bright spot back to the initial level. The envelope of the pumping transients, defined by the bright spots, locates the curve $\exp (-t / \tau)$. A pulse-height analyzer is used as a data accumulator to improve the precision of the measurements. Figure 6 displays three sets of data points from the analyzer and the corresponding least-squares best-fit curves.

The density measurement is performed by determining $\int k(v) \mathrm{d} v \propto_{\mathrm{n}}$ with the aid of a Fabry-Perot interferometer. ${ }^{47}$ The resonance radiation of the alkali species whose density is to be determined is divided into two beams, one of which traverses the cell and the other by-passes it. With suitably placed mirrors and beam splitters the beams are carefully brought back together and made to pass through
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Fig. 4. Total light signal with hyperfine pumping; $5 \mathrm{mV} / \mathrm{cm}$, 25 msec between long off intervals, 5 msec between short off intervals.
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Fig. 5. The top of Fig. 4 amplified 25 times; $0.2 \mathrm{mV} / \mathrm{cm}$.
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Fig. 6. Relaxation-time data chosen at random from run 7; straight lines are the least-squares best fits. Curve A: $\mathrm{T}_{\mathrm{Rb}} 87^{=}=24^{\circ} \mathrm{C}, 20$ accumulation cycles, tape number 519 , $1 / \tau=11.89 \pm 0.18 \mathrm{sec}^{-1} ; \mathrm{B}: 30^{\circ}, 20,533,18.12 \pm 0.28$; $\mathrm{C}: 38^{\circ}, 20,551,38.12 \pm 0.37$.
the Fabry-Perot parallel to each other. The center spot of the ring system of each is focused on a $0.4-\mathrm{mm}$ pinhole placed in front of a liquid-nitrogen-cooled 7102 photomultiplier. The light is electronically chopped at 86 cps in order that phase-sensitive detection can be employed. The spectral profile of the radiation is traced out by scanning through several orders of the ring system. This is accomplished by evacuating the chamber containing the Fabry-Perot etalon and then allowing dry nitrogen to enter the chamber linearly through a supersonic leak.

A two-position flag shutter operating at $\approx 0.15 \mathrm{cps}$ switches back and forth between the two beams. In the absence of absorbing atoms the two beams are equalized so that no appreciable difference between them can be detected over a complete order; see Fig. 7. This requires that the two beams pass through the same part of the Fabry-Perot because the finesse may change from one region of the plates to another (see SectionIIIE.5). In the presence of absorbing atoms, the beam passing through the cell is, of course, diminished; see Fig. 8. With a natural Rb source and only $\mathrm{Rb}^{87}$ atoms in the cell, the $\mathrm{Rb}^{85}$ peaks can be used to verify that the normalization is maintained; little difficulty is experienced on this point, giving credence to the normalization when such a check is not possible. The observed absorption coefficient at the frequency $v$ is then calculated as

$$
\begin{equation*}
\mathrm{k}(v)=\left[\ln \mathrm{I}(v) / \mathrm{I}^{\prime}(v)\right] / \ell, \tag{139}
\end{equation*}
$$

where $I(\nu)$ is the intensity at $v$ of the beam around the cell and is equal to the intensity of the beam incident upon the absorbing atoms; $I^{\prime}(\nu)$ is the intensity transmitted through the cell of absorption length $\ell$. The numerical integration of $k(\nu)$ over all frequencies is then proportional to the density. Because the slit function of the Fabry-Perot is not a delta function, the observed absorption coefficient at any frequency is not equal to the true absorption coefficient (the integral of which is proportional to the density). This leads to problems discussed in Section IIIF.

The results of the relaxation time and density measurements are combined to determine the cross section; a summary of the spin-
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Fig. 7. Density measurement normalization of $7800 \AA$ line with a natural Rb lamp heated to help equalize the hyperfine components and broaden the lines. There was no Rb in the cell. The flag shutter changes position every 3 sec . (chart speed $2 \mathrm{in} . / \mathrm{min}$ ), although it is difficult to detect it from the scan; 0.3 sec integration time in the phasesensitive detector; 12 mm spacer.


Fig. 8. Density scan showing absorption of natural Rb 7800- $\AA$ radiation by $\mathrm{Rb}^{87}$.
exchange cross sections determined by the hyperfine method is given in Section IIIG.
C. Detailed Description of the Relaxation-Time Equipment

A block diagram of the experimental equipment has been given in Fig. 2. Each piece of apparatus utilized in the relaxation time meas urements is now described.

1. Source of Resonance Radiation

In order to study relaxation times as short as 10 to 20 msec without sacrificing signal strength, a pumping time in the same range is highly desirable. In this connection, "pumping time" refers to the pumping time in the absence of relaxation processes; the apparent pumping time with relaxation may be somewhat shorter. To achieve such pumping times a relatively intense source of resonance radiation is required, particularly since a large portion of the light is lost by the limiting apertures of the two shutters and by reflection losses at the surfaces of the many glass plates through which the light must pass.

The Hartley oscillator circuit of Brewer ${ }^{48}$ was used throughout these experiments. A 1-kilohm 5-watt variable resistor was added between the 300 -volt supply and the lamp. This resistor appeared to reduce the tendencies of the lamp to drift. It also served as a power input regulator; the amount of self-reversal can be adjusted in this manner and the relative intensities of the hyperfine components altered. This feature is of greater interest for the Zeeman experiments in which equal hyperfine components are assumed in the analysis.

The lamp bulbs are spherical with a diameter of 1 to 1.25-in. They are prepared as follows. Several Pyrex bulbs are blown and attached to a tube by the glassblowers, as shown in Fig. 9. This assembly is connected to the vacuum system (see Fig. 10), inside the oven. The vial containing the Rb metal and a hammer are placed in a tube connected to the assembly but situated outside the oven. The assembly is baked at 350 to $400^{\circ} \mathrm{C}$ for 24 or more hours, until a vacuum of $10^{-6} \mathrm{~mm} \mathrm{Hg}$ or better is achieved. The Rb vial is then broken and the


ZN-4879

Fig. 9. Lethia lending a hand with the experiment. She is holding an oscillator coil (used in the density measurement lamp) containing a lamp bulb. The assembly of bulbs and sidearms is connected to the vacuum system for distillation of the alkali. The naturally occurring elements are delivered in large vials (as on the right) which are broken by large glass-enclosed ferromagnetic hammers (the slug is next to the vial). The elements are obtained from A. D. MacKay, Inc., 198 Broadway, New York 38, New York, in 1-g ampules.


Fig. 10. Gerry Wick closing off one arm of the oil manometer; the various components of the vacuum system should be easily recognized.
metal laboriously distilled into the bulbs. When a pressure of $10^{-6} \mathrm{~mm} \mathrm{Hg}$ is again reached, 1 mm Hg of argon is added. An oil manometer is used to determine the carrier gas pressure. A bulb is then sealed off and removed from the vacuum system. As described by Brewer, a short stem on the bulb serves as a reservoir; large amounts of metal have been used without migration problems. The bulb life is long-at least several months of almost continuous use. How ever, a breaking-in period of several hours seems to be necessary for new bulbs before stability is attained.

The lamp is shown in Fig. 11. In operation the side plate is attached, to insulate the bulb from temperature fluctuations in the room. The output of the lamp depends strongly on the temperature of the bulb through the mechanism of self-reversal. As mentioned previously, the temperature can be altered by varying the input power to the oscillator or by using a heater or blower.

After a warm-up of a few hours and with only small temperature fluctuations in the room, the drift of the light is usually no more than a few tenths \% of the total light in 10 minutes. The lamp noise is about $0.1 \%$ of the total light. The signals are typically 1 to $5 \%$ of the total light. The time required to accumulate 32 points defining a relaxation curve is normally about 0.25 minute. Thus the lamp drift is usually slow compared with the cycle time of the measurement. Excellent "signal-to-noise ratios are usually obtained by accumulating data for 10 minutes.

Placing one of the lamp bulbs in the coil of a more powerful oscillator does not appear to increase either the light output or the power absorbed by the bulb. Thus the characteristics of the bulb itself - temperature, size, and carrier gas - are the primary determinants of the output features of the lamp.

A Varian lamp was also tried but found to be less intense, perhaps only because of the smaller surface area of the lamp bulb.
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Fig. 11. The pumping lamp (Brewer circuit). The starter wire, permitting starting without opening the lamp box, is seen at the back of the coil that contains the lamp bulb. The oscillator is contained in the two boxes attached to the lamp box.

Fig. 12(a). Relative intensities and separations of the hyperfinestructure components of the $\mathrm{Rb}^{87}$ and $\mathrm{Rb}^{85} 5^{2} \mathrm{P}_{1 / 2} \rightarrow^{2} \mathrm{~S}_{1 / 2}$ transitions at $7947 \AA . \mathrm{W}$ is the energy relative to the finestructure energy. 49

| Transition | $\mathrm{Rb}^{87}$ |  |  | $\mathrm{Rb}^{85}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\bar{\nu}-\widetilde{v}_{0}(\mathrm{mK})$ | I | f value | $\widetilde{v}-\tilde{v}_{0}(\mathrm{mK})$ | ) I | f value |
| a | 125:5 | 7.43 | 1/48 | 52.1 | 28.6 | 10/324 |
| b | 152.7 | 37.2 | 5/48 | 64.2 | 100.0 | 35/324 |
| c | -102.5 | 37.2 | 5/48 | -49.3 | 100.0 | 35/324 |
| d | -75.3 | 37.2 | 5/48 | -37.2 | 80.0 | 28/324 |

The relative intensities I are normalized so that the largest is 100 (a natural abundance ratio of 2.59 is assumed for the ratio of $\mathrm{Rb}^{85}$ to $\mathrm{Rb}^{87}$ densities). The f values are normalized so that their sum is $1 / 3$ for each isotope. The theoretical $f$ values (and I) can be calculated as in Appendix IV.
Fig. 12(b). Relative intensities and separations of the hyperfinestructure components of the $R b^{87}$ and $\mathrm{Rb}^{85} 5^{2} \mathrm{P}_{3 / 2} \rightarrow 5^{2} \mathrm{~S}_{1 / 2}$ transitions at $7800 \AA . W$ is the energy relative to the fine structure energy. ${ }^{49}$

| Transition | $\mathrm{Rb}^{87}$ |  |  | $\mathrm{Rb}^{85}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\tilde{v}-\tilde{\nu}_{0}(\mathrm{mK})$ | I | f value | $\widetilde{\nu}^{-} \tilde{v}_{0}(\mathrm{mK})$ | I | f value |
| e | 132.3 | 6.4 | 2/48 | 55.3 | 33.4 | 27/324 |
| f | 134.7 | 16:1. | 5/48 | 56.3 | 43.2 | 35/324 |
| g | 140.1 | 16.1 | 5/48 | 58.5 | 34.6 | 28/324 |
| h | -93.3 | 3.2 | 1/48 | -45.1 | 12.3 | 10/324 |
| $i$ | -87.9 | 16.1 | 5/48 | -43.0 | 43.2 | 35/324 |
| j | -79.0 | 45:0 | 14/48 | -38.9 | 100.0 | 81/324 |

The relative intensities $I$ are normalized so that the largestis 100 (a natural abundance ratio of. 2.59 is assumed for the ratio of $R b^{85}$ to $R b^{87}$ densities). . The $f$ values are normalized so that their sum is $2 / 3$ for each isotope. The $f$ values (and I) can be calculated as in Appendix IV.
(a)

(b)


## 2. Hyperfine Filter

In order to achieve a large deviation from the thermal equilibrium ratio of the hyperfine populations, it is desirable to eliminate one of the hyperfine components from the pumping radiation. This can be done easily in $R b$ because of the near coincidence of the wavelengths of $\mathrm{Rb}^{87}$ and $\mathrm{Rb}^{85}$, the abundance of both isotopes, and the fact that inert gases can be used to shift the frequency of peak absorption. As suggested by other experimenters, ${ }^{24,43-46}$ a filter cell of $\mathrm{Rb}^{85}$ with 6 cm of argon was constructed to absorb light emitted in transitions to the $F=2$ level of $\mathrm{Rb}^{87}$; see Fig. 12. The efficiency of the filter is illustrated in Figs. 13 and 14 for a natural Rb lamp. The filter is seen to greatly reduce the ratio of the two hyperfine components for both the $D_{1}$ and $D_{2}$ lines.

The cell is cylindrical and is constructed by sealing (with a torch) flat circular windows about $3 / 16$ in. thick into the ends of a 2 -in.-diameter tube 2.5 in. long. The $\mathrm{Rb}^{85}$ was obtained from Oak Ridge National Laboratory as RbCl . Their isotopic analysis indicates $99.0 \pm 0.05 \% \mathrm{Rb}^{85}$ and $1.0 \pm 0.05 \% \mathrm{Rb}^{87}$. Calcium is used to reduce the RbCl under vacuum, as described by Alley. ${ }^{50}$ A distillation distance of only a few inches is used because of the tendency of the Rb to interact with the glass. The outside of the cell is silvered to decrease the light losses.

Insertion of the hyperfine filter and its two lenses into the system reduced the apparent light signal from 200 mV to 75 mV (the expression "light signal" refers to the output of the common-base amplifier which follows the silicon detector). However, with the $\mathrm{Rb}^{87}$ sidearm at $25^{\circ} \mathrm{C}$, the hyperfine signal was $\approx 2.4 \mathrm{mV}$ or about the same as the Zeeman signal with 200 mV of pumping light. This is probably because the filter eliminates most of the unused $\mathrm{Rb}^{85}$ light. The cell is housed in a $3 \times 4 \times 5-\mathrm{in}$. chassis box with a heater in the bottom and a mercury thermometer at: the top center; see Fig. 15. The temperature is usually between 55 and $60^{\circ} \mathrm{C}$.
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Fig. 13. Effect of $\mathrm{Rb}^{85}$ filter cell on the $7947-\AA$ line from a natural Rb lamp. The traces are in approximately the correct frequency relationship to one another (estimated by adding filter while still scanning). The intensities are not normalized. (a) Without filter. (b) With filter.


Fig. 14. Effect of $\mathrm{Rb}^{85}$ filter cell on the 7800- $\AA$ line from a natural Rb lamp. The traces are in approximately the correct frequency relationship to one another. The intensities are not normalized. (a) Without filter. (b) With filter.


Fig. 15. The $\mathrm{Rb}^{85}$ filter cell and enclosure. The cell is wrapped in masking tape to protect the silver coating.
3. Interference Filters, Polarizers, and Quarter-Wave Plates

No $D_{1}$ or $D_{2}$ filter is used in the hyperfine relaxation time meas urements. But for Zeeman pumping and for studying the spectral profiles of the $D$ lines emitted by the lamp, narrow-band ( $\approx 80 \AA$ A) interference filters are used which were obtained from Spectrolab. These filters have a peak transmisssion of $\approx 90 \%$, with $0 \%$ transmission for several hundred angstroms on either side.

In order to eliminate as much background light as possible, a trimmer filter immediately precedes the detector. It also was obtained from Spectrolab; its transmission is $\approx 85 \%$ at $8000 \AA$ and $\approx 0 \%$ above $12000 \AA$ and below $7000 \AA$ throughout the visible spectrum.

In order for the Kerr cell to operate as a shutter it must be preceded by and followed by a linear polarizer; two HN32 polarizers were purchased with the Kerr cell. For Zeeman pumping, the second polarizer is followed by a quarter-wave plate designed for $8000 \AA$ and purchased from Spectrolab. Free samples of circular polarizers from Polaroid produced essentially identical results. For convenience, the quarter-wave plate is not removed during the hyperfine runs. Consequently, Zeeman pumping also occurs, and the ff resonances can be located easily.
4. Shutters

The requirements imposed upon the shutter by the experiment are discussed in subsection IIIC. 4 a . In IIIC. 4 b comments are made on the various shutters considered. The Kerr cell shutter is discussed in IIIC. 4 c and its problems and the supplementary mechanical shutter in IIIC. 4 d .
a. Requirements.

In order to study relaxation times as short as 10 msec and not introduce shutter effects, rise and fall times of 1 msec or less are needed. Because the signal may be only $1 \%$ of the total light, the rise and fall times should refer to the time required to reach $99.9 \%$ of the final value rather than $63 \%$. The shutter should also be capable of rapid cycling for thousands of cycles, in order that data can be accumulated efficiently. The "off" interval should be easily variable from

1 msec to seconds, and the "on" interval should be 100 msec or longer to ensure that the saturated polarization is attained each cycle. Finally an aperture at least $1 / 2 \mathrm{in}$. in diameter is needed to achieve reasonable pumping times.
b. Shutters considered

The undesirable characteristics of various rejected shutters will now be given. Camera shutters usually have rise and fall times of a few milliseconds, must be reset to change the off interval, and are not readily adaptable to electronic cycling. If a fan-type rotor blade is driven fast enough to produce short on and off times with a reasonable aperture, the on interval is much less than 100 msec . In addition, either the blade or the speed must be changed to alter the off interval.

An effort was made to cut a lamp on and off by screen-modulating an rf amplifier. It was found that the shape of the leading edge of the light pulse is strongly dependent upon the temperature of the lamp. For a given off interval the temperature could be adjusted to give a fairly square leading corner, but then for other off intervals the corner would be spiked or rounded. For example, if the temperature was adjusted to give a square corner for a $1-\mathrm{msec}$ off interval, for a $10-\mathrm{msec}$ off interval the rounding effect was more than $10 \%$ of the total light. Such an effect would completely obscure a $1 \%$ signal. Thus the idea of electronic switching of the lamp was discarded.

Stepper motors were not considered until after the purchase of the Kerr cell. The mechanical shutter used in conjunction with the Kerr cell was driven by a two-position stepper relay; its on and off times are 5 to 10 msec .

Solid-state Kerr cells were considered only briefly but not seriously because of the quoted acceptance angles of 1 to $2 \%$ compared with $30 \%$ for the liquid Kerr cells. However, it is possible that the problem of increased "off" transmission (to be discussed in IIIC. 4d) of the liquid Kerr cells would not be present.

In view of the desire to cycle rapidly with variable off intervals, and in light of the difficulties and limitations of the alternatives mentioned above, the "perfect": shutter, a Kerr cell, was purchased from

Electro-Optical Instruments. The Kerr cell is their Model K93/150P filled with specially purified nitrobenzene. The first major disappointment of this experiment was the failure of the Kerr cell to perform as a perfect shutter (see IIIC. 4d).
c. Kerr cell shutter

The Kerr cell and its enclosure, constructed of Plexiglas, brass, and nylon screws, are shown in Figs. 16 and 17. RG-8/U cable, with its shield removed to reduce its capacitance, connects the high-voltage terminal of the enclosure to the high-voltage switch. The cable is placed inside a thick rubber hose for further insulation. Because of the large aperture ( $0.93 \times 1.5 \mathrm{in}$.) and moderate length ( 4.1 cm ) of the Kerr cell, the full-open voltage is in excess of 50 kilovolts. The Kerr cell was later modified to a separation of $0.8-i n$. to reduce the required voltage to about 45 kV .

For a discussion of the operation of Kerr cell shutter see reference 51. A Kerr cell can be operated normally open or normally closed, depending upon whether the linear polarizers before and after the Kerr cell have their transmission axes parallel or perpendicular to each other (both must be at 45 deg with respect to the electric field). The percentage optical transmission when the polarizer and analyzer angles are $\phi$ and a respectively is 51

$$
\begin{equation*}
\phi^{T}{ }_{a}=50\left\{\cos ^{2}(\phi-a)-\sin (2 \phi) \sin (2 a) \sin ^{2}\left[\pi\left(V / V_{0}\right)^{2} / 2\right]\right\} \tag{140}
\end{equation*}
$$

where $V$ is the applied voltage and $V_{0}=300 \mathrm{~d} /(21 \mathrm{~K})^{1 / 2}$ volts; $\mathrm{d}(\mathrm{cm})$ is the plate separation, 1 (in cm ) is the light path under the influence of the electric field, and $K$ is the Kerr constant $\left(\approx 4 \times 10^{-5}\right.$ for nitro:benzene). This transmission is plotted for the normally open ( $\phi=a=45 \mathrm{deg}$ ) and normally colsed ( $\phi=-a=45 \mathrm{deg}$ ) casés in Fig. 18. The peculiar requirements of this experiment make the normally open case more desirable. A fast "light on" or rise time is more important than a fast "off" or fall time. The fall time produces only an uncertainty in the zero of time. A slow rise time may distort the signal by rounding the leading corners of the light. From Fig. 18 it is apparent that for a given displacement from $\mathrm{V}_{0}$ or 0 , the corresponding change
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Fig. 16. Kerr cell with mounted polarizer and enclosure.
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Fig. 17. Kerr cell in enclosure. In operation the cable is further insulated by a thick rubber hose.
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Fig. 18. The transmission versus applied voltage characteristic curve of a Kerr cell shutter, with the first linear polarizer at angle $\phi$ with respect to the electric field and the second at angle $a: \quad \phi_{a}=50\left\{\cos ^{2}(\phi-a)-\sin 2 \phi \sin 2 a \sin ^{2}\left[\frac{\pi}{2}\left(V / V_{0}\right)^{2}\right]\right\}$.
in the transmission is smaller near 0 than $V_{0}$. In the actual switching circuit the voltage swings between $\approx 0.05 \mathrm{~V}_{0}$ and $\mathrm{V}_{0}$ rather than 0 and $V_{0}$, but the above statement still holds for displacements from $V_{0}$ and $0.05 \mathrm{~V}_{0}$. Furthermore, if the normally closed position were used the voltage would have to be extremely well-regulated to keep the light constant to $0.0 .1 \%$. The normally open mode was consequently chosen.

The relaxation time for the Kerr effect is a molecular time constant and is usually about a nanosecond. The switching times of the Kerr cell shutter are then determined by the rise and fall times of the applied voltage. It is well known that Kerr cells are widely used for photographic work in the submicrosecond region. A short high-voltage pulse is used to open the shutter and pass a short light pulse, the shape of which is usually unimportant. For the transient experiments, rectangular pulses up to several seconds in duration are needed. It appeared impossible to extend the usual Kerr cell pulse techniques to the many-millisecond region. After experimentation with various circuits, that given in Fig. 19 was finally adopted. The 6BK4 is a sharp-cutoff beam triode rated at 27 kV . These remarkable tubes have been operated successfully at voltages in excess of 50 kV . Their lifetime in the circuit of Fig. 19 is many months in most cases. Normally the grids of the four switch tubes are driven 5 to 10 V positive to reduce their plate resistance as much as possible. This reduces the plate voltage to 2 or 3 kV , for which case the shutter is open. When the grids are driven 40 V negative, the switch tubes are cut off and the Kerr cell is charged through the $10-\mathrm{M} \Omega$ resistor and by means of the cathodefollower action of the charge tubes; the shutter closes. Without the charge tubes the $R C$ charging time would be the product of the $10-\mathrm{M} \Omega$ resistance and the capacitance ( 100 pF ) of the Kerr cell ( 25 pF ) and its associated circuitry, or about 1 msec . The charge tubes reduce this charging time by effectively adding resistance in parallel with the $10-\mathrm{M} \Omega$ resistor. The value of the latter is chosen as the minimum . possible in order not to exceed the current rating of the high-voltage supply ( 5 mA in this case). Faster charge times could be obtained with heftier supplies.


Fig. 19. The Kerr cell switch circuit diagram.

Even though the high-voltage supply is regulated against line voltage changes and is well filtered, the output still varies with load. A constant voltage is desirable in order that once the fully closed voltage is reached no further adjustments be necessary to compensate for a change in power-supply output voltage. This problem is eliminated by the dummy load tubes, which are pulsed by a signal which is the inverse of that applied to the switch tubes except that it is never positive. The power supply then sees a constant load, and its output voltage is constant.

The Zener diode cuts off the charge tubes during the discharge of the Kerr cell; when this diode fails excessive current flows from the supply through the charge and switch tubes.

Note that the charge tubes are floating up to 50 kV above ground. Their filaments must be powered by a floating supply or a very-highvoltage isolation transformer. The brute force method of $54 \mathrm{FH} 1.5-\mathrm{V}$ batteries is used in this case. The life of these batteries is no more than a couple of days if used continuously to supply three tubes. In preliminary observations in which a fast off time is unimportant, the filaments are often cut off and the Zener diode shorted by a short clip lead. The circuit then operates as before except that the Kerr cell is charged throúgh the $10-\mathrm{M} \Omega$ resistor only. A switch with a 4 -in. insulator shaft is used to switch the charge tube filaments on and off. A meter, also removed 4 in . from the panel, monitors the filament voltage and can be observed through a protective Plexiglas window. The other details of the construction of the circuit can be seen in Fig. 20. Large air gaps and Plexiglas are used for insulation. Dux Seal is used to reduce corona from sharp points. To protect against the high voltage and against x rays the circuitry is completely enclosed in a steel rack cabinet with a safety switch on the door. A ventilating blower is used to circulate air around the resistors.

For completeness, a further specification of componets will now be given: Universal Voltronics BAL $50-\mathrm{kV} 5.5-\mathrm{mA}$ high-voltage power supply with a $0.01 \%$ filter; model 500 S Sorensen line voltage regulator; two $15-\mathrm{M} \Omega$ and two $20-\mathrm{M} \Omega$ IRC, type MVR 90 -watt highvoltage resistors; a 1 N 2993 IRC Zener diode, 11 RCA 6BK4 electron tubes.
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Fig. 20. Construction of the high-voltage switching circuit for the Kerr cell. Notice the use of large air gaps and Plexiglas for insulation. The dummy load resistors and tubes can be seen behind the switch resistors and tubes.

The performance of the Kerr cell switching circuit combined with the Kerr cell can be judged from Figs. 21 through 23. Figure 21 demonstrates the decrease in fall time when the three charge tubes are used as explained previously. The time to fall to $10 \%$ of the initial value is about 0.5 msec . Figure 22 illustrates the amount by which a $6-V$ positive bias on the switch tube grids speeds up the rise time. Figure 23 indicates a rise time to the $90 \%$ level of less than 0.1 msec . That this is reasonable can be seen as follows. The Kerr cell and associated circuitry has a capacitance of about 100 pF . The plate resistance of eaç switch tube is approximately $5 \mathrm{M} \Omega$. Then with four tubes, $R C=0.125 \mathrm{msec}$. The Kerr cell transmission-versus-voltage relation decreases the switching time further, but this is partially offset by the increase in plate resistance with a decrease in voltage.

Since the signal may be only $1 \%$ of the total light, a $90 \%$ criterion is insufficient. The lower trace of Fig. 23 is a 40 -times magnification of the top part of the upper trace. Notice that the bright spot (caused by $z$-axis pulse to oscilloscope), which appears to be well to the right of the saturation point in the upper trace, is seen in the lower trace to be almost $0.2 \%$ from the top. Consequently, the actual data point is taken 0.4 to 0.5 msec after the light starts on to allow for the light to reach its maximum value. The data are taken at the beginning of the bright spot, which can be adjusted for the optimum value. If the spot is moved too far to the left it is elongated by the fast rise time and drops below the pumping transient. Clearly, if the initial polarization is represented by the maximum (initial) value of the light intensity, a false apparent signal is observed if the data are taken too early on the rise curve. In summary, so far as the optical pumping process is concerned, the Kerr cell cuts the light on in less than 0.1 msec , but the observation of the initial point used to monitor the polarization must be delayed 0.4 to 0.5 msec to allow the deviation of the light from its maximum value to be a small percentage of the pumping signal.

The Kerr cell shutter admirably fulfills all the requirements given in IIIC. 4 a with one subtle exception: in the "off" mode the light is not completely off. Notice in Fig. 4 that there is a "zero" line
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Fig. 21. Improvement in the off transient of the light when three charge tubes are added to the Kerr cell switch circuit; $10 \mathrm{mV} / \mathrm{cm}, 0.5 \mathrm{msec} / \mathrm{cm}$.
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Fig. 22. Decrease in rise time of the light by driving the grids of the switch tubes 6 V positive; $0.5 \mathrm{mV} / \mathrm{cm}$, $0.1 \mathrm{msec} / \mathrm{cm}$.

underneath the closely spaced points (taken with the Kerr cell alone) which lies above the "zero" line defined by the mechanical shutter. This problem is treated in the next paragraph.
d. Kerr cell shutter problem and mechanical shutter

The failure of the Kerr cell shutter to completely extinguish the light evidently stems from two contributions. First, the HN32 polarizers transmit about $1 \%$ of the $7947-\AA$ light when crossed: Several other polarizers have been tried but with no better success. The second contribution is a function of the purity of the nitrobenzene. If the voltage is adjusted to minimize the off transmission for short times (< 50 msec ) the transmission increases at later times. This is shown in Fig. 24. The upper trace is a representation of the voltage applied to the Kerr cell; the voltage is seen to be constant during the off interval. The lower trace shows the corresponding light signal. The off transmission is as large as $10 \%$ in some regions. One might at first expect this to be a fair approximation to zero light intensity. But if the pumping time with $10 \%$ transmission is comparable to or shorter than the relaxation time, the system will be maintained in a pumped state by the smaller intensity. Thus it is necessary to eliminate such large off transmissions. It is believed that the effect may be the result of a reduction of the electric field by ionic impurities attracted to the electrodes. The Kerr cell was refilled twice by Electro-Optical Instruments and once by Kappa Scientific. For several months after a refilling the effect was usually less than $3 \%$; such was the case during the runs reported here.

In order to eliminate the $3 \%$ off transmission, an electrically operated mechanical shutter is synchronized with the Kerr cell for long off intervals. The Kerr cell is still used to provide short rise and fall times; the mechanical shutter transients are of the order of 5 to 10 msec , as shown in Fig. 25 . The peak in the center of the figure arises from a bounce of the mechanical shutter. It could be eliminated by reducing its aperture, but it is largelyr removed by the Kerr cell (see Fig. 4). The shutter was made by Photographic Instrumentation Development Co., now out of business. It consists of a light-weight
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Fig. 24. "Off" transmission of the Kerr cell shutter; $0.5 \mathrm{sec} / \mathrm{cm}$. The upper trace represents the Kerr cell voltage; $1 \mathrm{~V} / \mathrm{cm}$ (voltage divider). The lower trace shows the total transmitted light; $0.2 \mathrm{~V} / \mathrm{cm}$.
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Fig. 25. Total transmitted light, showing the transient characteristics of the electrically operated mechanical shutter; $10 \mathrm{mV} / \mathrm{cm}, 10 \mathrm{msec} / \mathrm{cm}$.
metallic blade operated by a Ledex rotary solenoid. The blade is confined between two narrowly spaced surfaces containing a 9/8-in. diameter aperture. The latter must be further reduced to eliminate bounce transients. Approximately 100 volts is required to actuate the shutter rapidly and 15 volts to hold it open. A circuit was designed to provide such a sequence of voltages to avoid overheating the solenoid.

During most of the runs the Kerr cell and mechanical shutter were used simultaneously to obtain data at 16 different off intervals from 0 to 375 msec spaced 25 msec apart. Then data at 16 shorter intervals $0,5, \cdots, 75 \mathrm{msec}$ were taken with the Kerr cell alone; over this region the off transmission is 1 or $2 \%$ at most.

The effect of each of the shutters upon the signals is demonstrated in Figs. 26 and 27. In both photographs the lower series of bright spots defines the relaxation curve as determined using both shutters. The upper series in Fig. 26 is for the Kerr cell only; the errors are even larger for longer relaxation times. The upper series in Fig. 27 is with the mechanical shutter only; the magnitude of the signal is reduced by $25 \%$ because of pumping during the rise time of the shutter. Under the conditions of a long relaxation time and short pumping time, a reduction in the signal of $75 \%$ has been observed upon removing the Kerr cell. The signal as observed on the oscilloscope certainly depends upon which shutter is used. Consequently every effort was made to optimize the shutter in order to minimize the uncertainty in the meas urements. However, it is interesting to compare deduced relaxation times for the various shutters with the resonance cell conditions held fixed. For conditions as in Figs. 26 and 27, with both shutters $1 / \tau=11.81 \pm 0.11 \mathrm{sec}^{-1}$, with the Kerr cell only, $1 / \tau=12.67 \pm 0.10$; with the mechanical shutter only, $1 / \tau=8.40 \pm 0.73$. Perhaps the last value could be improved considerably by a more careful consideration of the long rise and fall times. For longer pumping times the effects would be less important.
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Fig. 26. Hyperfine pumping signal; $0.2 \mathrm{mV} / \mathrm{cm}, 25 \mathrm{msec}$ between long off intervals, 5 msec between short. Lower bright spots: Kerr cell and mechanical shutter. Upper bright spots: Kerr cell only.
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Fig. 27. Same conditions as Fig. 26 except the upper bright spots are for the mechanical shutter only.
5. Resonance Cell

The resonance cell used in runs 4 through 8 is shown in Fig. 28. The cell is prepared as follows. The cubical cell is blown by the glass blowers from square tubing; the lower sidearms initially consist of 2 or 3 in . of $10-\mathrm{mm}$ tubing. After being cleaned with chromic acid, the resonance cell is attached to the vacuum through a removable liquid nitrogen U trap. The end of a 3 - or 4 -in. $10-\mathrm{mm}$ tube is sealed off. Paraflint ${ }^{52}$ is poured into the tube and gently melted over a Bunsen burner until the Pariflint is about 1 in . deep. After the Paraflint has solidified, one end of the tube is connected to the stem of the resonance cell through a seal-off. The other end containing the Paraflint is situated outside of the oven. The tube is slanted so that, when heated, the Paraflint runs into the stem. Poor coatings have resulted from exces sive heating of the Paraflint during distillations in which gravity had to be overcome. The cell is baked at $350^{\circ}$ to $400^{\circ} \mathrm{C}$ for 24 hours or more, until the pressure is below $10^{-6} \mathrm{~mm} \mathrm{Hg}$. After the oven has cooled and the trap immersed in liquid $N_{2}$, the Paraflint is melted and coaxed into the resonance cell or its stem. The Paraflint tube is then removed. When the vacuum is sufficiently good, the cell is removed from the system. By rotating the cell over a Bunsen burner, the walls are evenly covered with a thick coating of Paraflint. The cell is baked overnight at $150^{\circ}$ to $160^{\circ} \mathrm{C}$ to remove the excess coating from the walls. Sometimes the Bunsen burner must be used again to clear seal-offs or streaks; the bulb is then rebaked. The water drop test is then applied: the stem is opened and a drop of water inserted. In a successfully coated cell the water gathers into a bead and rolls freely around the cell, not adhering to any point,

Each sidearm consists of a vial (with break-offsky) of the desired metal and a subsidearm containing a glass-enclosed ferromagnetic hammer. The vial is filled in the same manner as the lamp bulbs (see IIIC.1) and often at the same time. The $\mathrm{Rb}^{87}$ used contains less than $1 \% \mathrm{Rb}^{85}$. The vials are constructed as a part of the sidearm tube (as in Linde gas liters) rather than as small unattached vials in order that the break-offsky cannot avoid the hammer. Short sidearms were
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Fig. 28. Resonance cell with $\mathrm{Rb}^{87}$ and Cs sidearms used in runs 4 through 8.
used because of space limitations; sometimes difficulty was encountered in trying to break the vials, but persistence always brought success. The sidearms are attached to the cell. The whole assembly is attached to the vacuum system with the cell in its oven and the sidearms in their respective ovens.

The cell used in runs 4-8 was sealed from the system after a good vacuum was attained but before either vial was opened. The Rb 87 vial was opened at 4 p.m., 12/2/64. The $\mathrm{Rb}^{87}$ sidearm was maintained at $25^{\circ} \mathrm{C}$, the resonance cell at $73^{\circ} \mathrm{C}$, and the Cs (unopened) sidearm at $44^{\circ} \mathrm{C}$. At 8:30 a.m., 12/3, a $0.1 \%$ signal was observed; by $6 \mathrm{p} . \mathrm{m}$., $12 / 4$, it had increased to $0.4 \%$. But a week after opening the vial, the relaxation time was still only 30 to 40 msec . In this discussion, relaxation time refers to a single exponential approximation to the Zeeman optical pumping relaxation curve. The cell was then baked for several hours at $110^{\circ} \mathrm{C}$ (the melting point of Paraflint is $\approx 100^{\circ} \mathrm{C}$ ); the relaxation time lengthened to $\approx 140 \mathrm{msec}$.

Whenever the $R b^{87}$ sidearm was heated to $40^{\circ}$ or $45^{\circ} \mathrm{C}$ for several hours, the relaxation time at $25^{\circ} \mathrm{C}$ would be less than 140 msec (as short as 50 or 60 msec has been observed) and would remain so until the cell was reheated to $110^{\circ} \mathrm{C}$ for a few hours. The relaxation time then always returned to the 140 to $150-\mathrm{msec}$ range. This change of relaxation time resulting from a long exposure to a high Rb density must arise from Rb atoms either adhering to the coating or interacting with impurity atoms of the coating. When the coating is melted these disorientation centers are presumably mixed in with the vastly greater number of coating atoms. Upon solidification, there is little chance that one of these centers will be on the surface. This relaxation-time change was discovered in analyzing run 4; it partially destroyed the usefulness of that run. In runs 5 through 8 the data at the higher densities were taken rapidly, and then data were taken at low densities to verify that the relaxation time had not changed appreciably. But in run 4 the cell was subjected to high densities for many hours.

In an earlier cell (containing only one sidearm) the $\mathrm{Rb}^{87}$ vial was opened with the cell connected to the vacuum system. No signal or absorption was observed, even after 1 week. After the sidearm
was gently flamed, absorption was seen; a signal was also seen but only with a buffer gas. Presumably an aging process occurs in a new cell, and Rb is absorbed by the walls. With the cell open to the pumps this process is probably very slow because the density is always low. After the sidearm is flamed the walls are contaminated with Rb atoms, allowing a signal to be seen only with a buffer gas. With the cell pumped out and maintained at $70^{\circ} \mathrm{C}$, the relaxation time gradually lengthened to 500 msec , decreasing approximately linearly down to 300 msec at $30^{\circ} \mathrm{C}$. The contamination on the walls accelerated the aging process; after the $R b$ was driven from the walls a large signal could be seen without a buffer gas and with the cell open to the pumps.

In the next cell (two sidearms) a similar procedure was followed, except that when the relaxation time reached 20 msec the forepump was accidentally shut off for about 45 minutes, allowing the impurity background to become high. The signal was destroyed, but returned after heating the cell to $\approx 110^{\circ} \mathrm{C}$ for a day. Relaxation times of 275 and 375 msec were measured at $110^{\circ} \mathrm{C}$ and $71^{\circ} \mathrm{C}$, respectively. The relaxation time was approximately the same from $30^{\circ}$ to $70^{\circ} \mathrm{C}$.
6. Detector and Amplfiers
a. Detector requirements

The detector should possess the following properties: high efficiency at $8000 \AA$, flat frequency response from 0 to 100 kc , and linearity. The frequency response criterion is arrived at by demanding that, for a step-function light signal, the detector output reach $99.99 \%$ of its maximum value in 0.1 msec . Assuming an exponential rise, this implies that the characteristic time be about $10 \mu \mathrm{sec}$. To avoid distortion of the signal, dc coupling is used throughout.

Among phototubes only the few with an S 1 or S 20 response are efficient at $8000 \AA$. The former were avoided because of the slow transient response observed by Brewer, ${ }^{53}$ which produces an effect similar to and larger than the optical pumping signal. A careful study of this effect was not made here, but a few per cent initial overshoot was observed for a 6570 phototube and a few per cent sag for a 7102
photomultiplier. A silicon photovoltaic cell ${ }^{54}$ was chosen as the detector for the following reasons. It is an efficient detector with its peak response at $8000 \AA$. It is relatively insensitive to small magnetic fields; consequently, it can be used close to the cell without ferromagnetic shielding to monitor the light intensity even when the magnetic field is varied or modulated. Its dynamic response is a few $\mu \mathrm{sec}$, depending upon the size of the cell and its load. ${ }^{54}$ It is known to possess a linear response when connected to low resistance loads. The performance of the silicon detector and its amplifier are discussed next.
b. Silicon detector and amplifiers

An amplifier with a low input impedance (of the order of ohms if possible) is desirable in order to increase the frequency response and linearity of the silicon cell. This suggests a transistor amplifier. A common-emitter circuit resulted in an inadequate frequency response. The common-base configuration, which possesses the lowest input impedance of the three common circuits, was then selected. ${ }^{55}$ The circuit is given in Fig. 29. To test the frequency response, a lamp was chopped at $20 \mathrm{kc} / \mathrm{sec}$ and checked to be approximately square with a 6291 photomultiplier. When viewed by the silicon detector and common-base amplifier, the signal was rounded corresponding to a $5-\mu s e c$ characteristic time. A $10-\mathrm{k} \Omega$ terminal resistor was used in the above test and throughout the experiments. Assuming the 2 N 35 to be a typical transistor, one expects the corresponding input resistance to be less than $50 \Omega$, compared with more than $1 k \Omega$ for the common-emitter circuit or more than $100 \mathrm{k} \Omega$ for the common collector circuit. ${ }^{55}$ It is then not surprising that the frequency response of the common-base configuration should be adequate.

The linearities of the detector and amplifier were checked using the inverse square law. A masked-down dial light was used as a source and checked to be a point source with a 1P21 photomultiplier. Figure 30 demonstrates the extreme linearity of the system over a wide range of input intensities; the terminal resistances listed in the figure neglect the $1 \mathrm{M} \Omega$ of the oscilloscope used to measure the output voltages. The data were taken with a 2 N 1308 transistor (which was used prior to the


MU. 35508

Fig. 29. Circuit diagram of the common-base amplifier and bias box.
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Fig. 30. Linearity of the detector-amplifier system. Commonbase amplifier output as a function of distance from point source to detector with the terminal resistor $\mathrm{R}_{\mathrm{T}}$ as a parameter. The dashed curve has slope -2; the other curves are parallel to it if they obey the inverse-square law.
study of the sag effect), although similar but less extensive data were taken with a 2 N35.

The output of the common-base amplifier is fed into a Tektronix 502 oscilloscope. Since the desired signal rides on a modulated background 20 to 100 times as large, the bias box portion of Fig. 29 is necessary. The signals are usually observed on the 0.5 - or $1-\mathrm{mV} / \mathrm{cm}$ scales, and are usually about 2 cm in size. For further amplification the voltage to the oscilloscope plates ( $6 \mathrm{~V} / \mathrm{cm}$ of deflection) is shifted down by 225 V and applied to a cathode follower. The output of the latter travels through 30 feet of coaxial cable to another room where the analog-to-digital converter is located.
c. Sag effect

The silicon detector and common-base amplifier then fulfill beautifully the requirements of IIIC. 6a. But, as in the case of the Kerr cell, obvious requirements have been omitted: that the system not be sensitive to small temperature changes, and, clearly, that without a resonance cell no signal be observed. These problems are treated together because the cure for the second involves maintaining the detector at $0^{\circ} \mathrm{C}$; with the temperature fixed, the first problem is nonexistent. However, before the detector was cooled the signal would drift badly as the room temperature changed.

That an apparent signal can be observed without a resonance cell is shown in Fig. 31, in which a spurious signal of $0.4 \%$ is seen. Recalling that the true signal may be only $1 \%$ of the total light, this so-called sag effect is clearly undesirable. In Zeeman optical pumping experiments the polarization can be destroyed by applying an rf field of the proper frequency or by bucking out the earth's field along the propagation vector of the pumping radiation; the latter was done for Fig. 32. The bright spots of the lower trace fail to lie on the horizontal line passing through the first one, as they should. Likewise, the upper bright spots are not a true representation of the signal. An excellent approximation to the true signal is obtained by subtracting point by point the lower bright spots from the upper. This is so because both
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Fig. 31. Sag effect with no resonance cell; $2 \mathrm{msec} / \mathrm{cm}$. Upper trace is of the total light; $100 \mathrm{mV} / \mathrm{cm}$. Lower trace is a 100 -times enlargement of the top of the upper trace; $1 \mathrm{mV} / \mathrm{cm}$.
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Fig. 32. Zeeman optical pumping signal; upper curves are with the field parallel to the light direction, the lower with it perpendicular. In the latter case the bright spots would lie on a horizontal line were it not for the sag effect; $2 \mathrm{mV} / \mathrm{cm}, 2 \mathrm{msec} / \mathrm{cm}$.
traces "ride!" on a huge background which is approximately the same for both. But besides being aesthetically displeasing, the subtraction method is not possible in the hyperfine experiment unless the polarization is destroyed by microwaves.

It was not obvious at first that the sag effect arises in the de-tector-amplifier system, but systematic checks eliminated the Kerr cell and oscilloscope.

The sag effect is quantitatively defined here as the difference, in per cent of the total modulated light, between the amplifier output with constant illumination and the output after an off interval several times as long as the characteristic time of the effect (about 5 msec , see Fig. 31). Becuase of the short time constant of the sag effect, an occasional failure to eliminate it in the hyperfine runs (data points were taken no closer than 5 msec apart) resulted only in a small displacement of the first one or two points from the straight line defined by the other points (semilog plot).

The sag effect as observed with various transistors in three different detector-amplifier systems ranges from 0.1 to $0.4 \%$. It is independent of any background of unmodulated light. It appears to be independent of the terminal resistance. It does not appear to vary from one detector to another. It does vary from one transistor to another, even from one to another of the same type. The effect is highly tempera-ture-dependent, as shown in Fig. 33. The figure may not be completely accurate, but it is given to indicate the trends. It should be remarked that, because of the construction of the detector-amplifier systems, the temperatures of both were usually altered simultaneously. However, the effect was observed to change when an ice pack was placed against the transistor only. In addition, the strong dependence upon which transistor is used indicates that the effect should be attributed to the transistor and not to the silicon detector.

Figure 33 clearly gives the clue to the empirical cure: the effect is seen to pass through zero at about $21^{\circ} \mathrm{C}$ for a particular 2 N 35 transistor. But $21^{\circ} \mathrm{C}$ is an inconvenient temperature. It was observed that a forward bias in the base-emitter loop increases the effect. The


Fig. 33. Sag effect $S(T)$ versus temperature $T$ normalized to $25^{\circ} \mathrm{C}$. The curves indicate the trends, but they may be in error.
cure is then to cool the transistor to $0^{\circ} \mathrm{C}$, resulting in a rise or negative sag effect; the forward bias is then increased until the rise effect is eliminated. No assertion is made that the response is then completely free from sag or rise effects, but they are less than $0.02 \%$. For the final detector-amplifier system, Fig. 34 shows the sag effect at room temperature in the presence of a. $1 \%$ signal. Figure 35 is of the same signal at $0^{\circ} \mathrm{C}$. The gain and noise are reduced by cooling the system and adjusting the bias to eliminate the sagging.

The cooling is accomplished by circulating ice water from a Vachel ice chest through a brass cylinder $\approx 3$ in. in diameter and 4 in. long containing the transistor, mercury cell, and potentiometer in a $1.25-\mathrm{in}$. hole extending about $3 / 4$ of the length of the cylinder (an Eastern Industries, Model A1, Type 100 pump is used). The silicon cell is mounted in a machined slot on one end of the cylinder. The $15-\mathrm{V}$ battery and terminal resistor are in a separate box removed from the detector by about 5 ft of RG-71/A low-capacitance coaxial cable.

Every observed phenomenon deserves at least a conjecture for an explanation! The collector current of a transistor is known to vary with temperature because of changes in reverse-bias saturation current and in the emitter-base junction resistance. ${ }^{56}$ Below $10^{\circ} \mathrm{C}$ the saturation current is $\approx 0$; above $10^{\circ} \mathrm{C}$ it doubles about every $8^{\circ}$ to $10^{\circ} \mathrm{C}$. The emitter-base junction resistance has a negative temperature coefficient of resistance. With these facts the sag effect can be qualitatively understood as follows. At temperatures above $25^{\circ} \mathrm{C}$ the collector current is dominated by the reverse-bias saturation current. When the illumination is suddenly applied to the detector the collector current increases, the transistor heats slightly, and the collector current consequently is increased further. Then as the heating occurs the output voltage increases, appearing as a rounded corner, i.e., the sag effect. At $0^{\circ} \mathrm{C}$, on the other hand, the reverse-bias current is negligible. When the illumination is suddenly applied the transistor is again heated; this time the temperature increase causes a decrease in the emitter-base voltage which in turn reduces the collector current and output, i.e., an overshoot or rise effect occurs (see Fig. 73 of reference 55).
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Fig. 34. Zeeman optical pumping signal and sag effect at room temperature with final detector-amplifier system; $0.5 \mathrm{mV} / \mathrm{cm}$, 5 msec between bright spots.
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Fig. 35. Zeeman optical pumping signal and sag effect ( $\approx 0$ ) with the final detector-amplifier system iced; $0.2 \mathrm{mV} / \mathrm{cm}$, 5 msec between bright spots.

Hunter states that the thermal time constant of switching transistors is generally of the order of milliseconds. 57 For a 2N1301 transistor, the RCA Handbook gives 10 msec . Thus the time required for the transistor to change temperatures after a change in power dissipation is in the same range as the characteristic time of the sag effect.

Quantitatively, Hunter gives $0.7 \mu \mathrm{~A} /{ }^{\circ} \mathrm{C}$ at $30^{\circ} \mathrm{C}$ as a typical increase in collector current for an increase in ambient temperature. ${ }^{58}$ The temperature of a typical transistor increases by about $0.15^{\circ} \mathrm{C}$ per mW increase in dissipated power. ${ }^{59}$ With a $50-\mathrm{k} \Omega$ terminal resistor, $22.5-\mathrm{V}$ battery, and a typical modulated light signal, a modulated output of 0.5 V is observed. The power change between the two levels is than 0.2 mW . The change in output voltage arising from the temperature change caused by the light intensity change is then $(0.2 \mathrm{~mW})$ $\left(0.15^{\circ} \mathrm{C} / \mathrm{mW}\right)\left(0.7 \mu \mathrm{~A} /{ }^{\circ} \mathrm{C}\right)(50 \mathrm{k} \Omega)=1 \mathrm{mV}$. This is $0.2 \%$ of the output signal, in excellent agreement with typical sag effects observed at room temperature.

Since the reverse-bias saturation current increases with temperature, so should the sag effect (as in Fig. 33). The behavior of the sag effect at room temperature and above is then explained in terms of the saturation current. The behavior at low temperatures has been explained in terms of changes in the emitter-base junction resistance; quantitatively these changes produce changes in the collector current comparable to those caused by the saturation current at higher temperatures (see Fig. 73 of reference 55 again). In addition the same figure shows that an increase in emitter-base forward bias effectively shifts the curves for saturation current versus temperature to lower temperatures, i.e., saturation current effects become important at lower and lower temperatures. The empirical cure described earlier merely equalizes the two the rmal effects of opposite signs

## 7. Logic Circuit

The term logic circuit refers here to all the circuitry required to obtain the desired sequence of events in time. Forgetting about the complications of the mechanical shutter, pulse-height analyzer, etc., what circuitry will cut off the light every $T$ seconds for $N$ decreasing
intervals of time from ( $\mathrm{N}-1$ ) $\tau$ down to 0 in units of $\tau$ and then repeat the cycle? The author is grateful to Professor Howard Shugart for outlining the logic of the scheme diagrammed in Fig. 36. A squarewave generator operating at $1 / \tau$ cps triggers another generator with period $T \gg{ }_{\tau}$; the second generator ignores all trigger pulses that occur before it has completed its cycle (for example, a Tektronix 162). A flip-flop is driven by a "light-off" pulse occurring at the beginning of the T pulse and by a pulse delayed from the light-off pulse by ( $N+1 / 2$ ) $\boldsymbol{\tau}$ (for example, a Tektronix 161 can be delayed by triggering off of the Tektronix 162 sawtooth). The output of this flip-flop allows only $N+1$ cycles of the square wave to pass each time the $T$ generator is triggered. After suitable differentiation and shaping, the output of the AND gate triggers an N -count ring counter. The latter is a counter which puts out a pulse for every $N$ input pulses. Finally the light-off and light-on pulses trigger a flip-flop which, when suitably amplified, controls the Kerr cell switch.

In the actual experiment, several complications were added. As mentioned earlier, for long off intervals a mechanical shutter is synchronized to fall within the Kerr cell off interval. Provision is made for taking one cycle with long off intervals (Kerr cell plus mechanical shutter ), the next with short intervals (Kerr cell only), etc. Command pulses for the pulse-height analyzer are formed. Finally, a switch for starting and stopping is included which always starts the run with the longest long off interval and stops it with the shortest short off interval. Figure 37 is an "analytic continuation" of Fig. 36 into the "complex plane." The circled letters in Fig. 37 refer to traces in Figs. 36 through 38. The quantities in parentheses refer to values of parameters or to equipment used in the experiment. Square wave \#1 is generated by a General Radio 1210-C signal generator; square wave \#2, by an Exact Electronics 250. AND \#1 and Delay \#1 are formed by a mercury relay, as are AND's \#2 and \#5. AND's \#3 and \#4 are formed by applying the input signals to the control and screen grids of a pentode. The $N$ ring counter consists of a Hewlett-Packard AC-4G decade counter with feedback removed, giving $N=16$.
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Fig. 36. Logic block diagram for decreasing the light-off interval from ( $\mathrm{N}-1$ ) $\tau$ down to 0 in steps of $\tau$. The light is cut off every T seconds.
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Fig. 37. Final logic circuit block diagram. Legend: 161,162,163, standard Tektronix pulsers; FF, flip-flop; L, leading edge of pulse; T, trailing edge of pulse; PHA, pulse-height analyzer; M.S., mechanical shutter.

Delay \#1 is necessary because a few milliseconds are required for the 162 sawtooth voltage to return to its initial value at the end of a point cycle. If the sawtooth does not start from the same level every cycle, the pulses triggered by the sawtooth will not possess the proper time relationship to those initiated by the begin-point-cycle pulse. The delay effected by the $t_{1}$ pulse following the ring counter is necessary to prevent the Kerr cell from passing the light before the mechanical shutter is open. Delay \# 2 is then necessary in order that the shortest off interval of the Kerr cell be zero. Delays 2 through 4 are produced by triggering off of the 162 sawtooth. Delay $\# 5$ may be necessary to prevent the mechanical shutter from closing before the Kerr cell. Not every tube of the logic circuit is represented by a square in Fig. 37. For example, each flip-flop is followed by a cathode follower. In certain cases pulses must be amplified, inverted, or differentiated; simple triode circuits are then used. Wherever two pulses are joined together in Fig. 37, it is assumed that they are mixed in such a way to eliminate feedback from one into the circuitry of the other (usually by diodes). The logic circuit can probably be understood best by comparing each step in Fig. 37 with the photographs of Figs. 38 through 40.

## 8. Pulse Height Analyzer as a Data Accumulator

The pulse-height analyzer is applied to this experiment as follows. Pulses from the logic circuit select an address: 0 for time $375 \mathrm{msec}, 1$ for time 350 , etc. The voltage representing the signal for that off interval is converted to a train of $500-\mathrm{kc} / \mathrm{sec}$ pulses proportional to the voltage. These pulses are counted and then stored in the memory for that address. The address is then advanced and the process repeated. This process can be seen with the aid of Fig. 41.

The input from the oscilloscope is applied to the analog-to-digital converter at all times; see (a) in Fig. 41. A few tenths of a millisecond before data are to be taken, the reset pulse (g) resets the data register to zero and reads the number of counts stored in the memory of that address. At the point at which data are to be taken, the take-data pulse (b) closes the linear gate (c), the stretcher holds the value of the input

Fig. 38. All traces have the same uncalibrated horizontal sweep rate and are triggered by the begin-point-cycle pulse.
(a) Signal generator $40-\mathrm{cps}$ square wave; $20 \mathrm{~V} / \mathrm{cm}$.
(b) Gate pulse for starting point cycle; $20 \mathrm{~V} / \mathrm{cm}$.
(c) AND of (a) and (b) differentiated and inverted; $20 \mathrm{~V} / \mathrm{cm}$.
(d) Tektronix 162 sawtooth; $100 \mathrm{~V} / \mathrm{cm}$.
(e) Tektronix 162 positive pulse (begin-point-cycle pulse); $100 \mathrm{~V} / \mathrm{cm}$.
(f) $\mathrm{t}_{2}$ puilse; $100 \mathrm{~V} / \mathrm{cm}$.
(g) $\tau_{1}$ pulse; $100 \mathrm{~V} / \mathrm{cm}$.
(h) $\mathrm{N}+1 / 2$ flip-flop; $50 \mathrm{~V} / \mathrm{cm}$.
(i) AND of (a) and (h) differentiated; $100 \mathrm{~V} / \mathrm{cm}$.
(j) $t_{1}$ pulse; $50 \mathrm{~V} / \mathrm{cm}$.
(k) Kerr cell flip-flop; $100 \mathrm{~V} / \mathrm{cm}$.
(1) Signal to switch tubes of Kerr cell switch; zero level is also shown; $50 \mathrm{~V} / \mathrm{cm}$.
(m) Signal to dummy load of Kerr cell switch; $50 \mathrm{~V} / \mathrm{cm}$.
(n) Light modulated by Kerr cell only; $50 \mathrm{mV} / \mathrm{cm}$.
(o) Delay \#5; $50 \mathrm{~V} / \mathrm{cm}$.
(p) Mechanical shutter flip-flop; $100 \mathrm{~V} / \mathrm{cm}$.
(q) Mechanical shutter solenoid voltage; $100 \mathrm{~V} / \mathrm{cm}$.
(r) Light modulated by mechanical shutter only; $100 \mathrm{mV} / \mathrm{cm}$.
(s) Light modulated by mechanical shutter and Kerr cell; $50 \mathrm{mV} / \mathrm{cm}$.
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Fig. 39. All traces are triggered by the \#4 161; the horizontal sweep rate is $50 \mu \mathrm{sec} / \mathrm{cm}$.
(a') \#4 161; $50 \mathrm{~V} / \mathrm{cm}$.
(b') Pulse to PHA to reset data register; $20 \mathrm{~V} / \mathrm{cm}$.
(c') \#5 161; $50 \mathrm{~V} / \mathrm{cm}$.
(d') Pulse to PHA to take data; $20 \mathrm{~V} / \mathrm{cm}$.
(e') \#6 161; $50 \mathrm{~V} / \mathrm{cm}$.
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Fig. 40. All traces are triggered at the same point in the cycle; $2 \mathrm{sec} / \mathrm{cm}$. These traces are taken for a run of a single complete cycle, i. e., the start-stop switch is flipped on and back off immediately.
(a't) Input to ring counter; $100 \mathrm{~V} / \mathrm{cm}$.
( $\mathrm{b}^{\prime \prime}$ ) Change $\tau$ flip-flop; $50 \mathrm{~V} / \mathrm{cm}$.
( $c^{\prime \prime}$ ) Start and stop cycle flip-flop; $50 \mathrm{~V} / \mathrm{cm}$.
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Fig. 41. Analog-to-digital converter operation; $2 \mathrm{msec} / \mathrm{cm}$, various vertical amplifications.
(a) Input of same form as light signal; (b) take-data pulse;
(c) linear gate; (d) stretcher (loading by scope causes it to sag and end conversion too soon); (e) ramp; (f) $500 \mathrm{kc} / \mathrm{sec}$; (g) reset data register and read from the memory; (h) write into the memory and advance address.
just before the gate was closed (d), and the ramp (e) and $500-\mathrm{kc} / \mathrm{sec}$ oscillator (f) are started. When the ramp reaches the value of the stretcher voltage, the discriminator cuts off the oscillator (f) and ramp (e) and opens the linear gate (c). The $500-\mathrm{kc} / \mathrm{sec}$ counts are accumulated in the data register; 10 or 12 msec after the take-data pulse, a pulse writes the number of counts in the data register into the memory. A second pulse then advances the address, and the cycle is repeated. The reset-address-scaler pulse resets the address to zero whenever desired, so that not all of the available 256 channels need be used. Upon completion of the data accumulation the data are printed out, punched on cards, and analyzed by the computer.

The number of counts from the ADC per input volt was increased by adding 1800 pF in parallel with the $600-\mathrm{pF}$ ramp capacitor and operating with a $0.4 \%$ channel width. It was decreased by reducing the oscillator frequency from 2 to $0.5 \mathrm{Mc} / \mathrm{sec}$, as required by the data register add-1 scaler. Typically one obtains 15 counts/V, implying 75 to 300 counts for the usual 5 - to $20-\mathrm{V}$ input signal. The signal is then easily seen with good resolution after a single cycle of accumulation. The analyzer is still of great importance in increasing the precision of the measurements by averaging out random noise and slow drifts and by eliminating the necessity of relying on photographs (and oscilloscope precision). Periodic linearity tests of the entire system from the oscilloscope input to the printed output of the analyzer indicate that the linearity is better than $1 \%$. The pulse height analyzer and other relaxation time equipment can be seen in Figs. 42 and 43.

## 9. Miscellaneous

a. Ovens

The ovens for the resonance cell and the two sidearms were constructed of $3 / 4$-in. maronite and brass screws. The sidearm ovens are a single oven divided by a $1 / 4-i n$. Transite partition. The top of the sidearm oven is also the bottom of the resonance cell oven. The oven contains two perpendicular rf coils both perpendicular to the pumping radiation axis. A mirror, situated in the half of the oven not containing the cell, can be lowered and used to reflect the pumping light into the Fabry-Perot by means of the density-measurement optics.
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Fig. 42. Lethia Gibbs examining the RCL 256-channel pulseheight analyzer with Tektronix pulsers used to modify it.
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Fig. 43. The relaxation-time measurement electronic equipment. The Kerr cell switch and high-voltage supply are on the right, the Tektronix pulsers are below the scope, the logic circuitry is in the rack above the scope.

The oven is heated by blowing compressed air through several turns of copper tubing enclosed in a Maronite oven (heated by a glow coil) into the oven. The system results in a maximum temperature gradient across the cell of $10^{\circ} \mathrm{C}$, as measured by four mercury thermometers situated around the cell. The many necessary windows and openings in the oven greatly reduce the effectiveness of the insulation. However, since the density is determined by the temperature of the sidearm, the oven temperature is important only for determining the relative velocity. The sidearms are heated electrically; a Fenwal 17110-0 thermostat is used.
b. Room thermostat

Another Fenwal thermostat switches an electric fan between two levels of operation: line voltage and a variable lower voltage. The fan blows outside air into the room. Although it is not always cool enough outside for the system to work ideally, runs were made only on cool days in order that the room be maintained at a fixed temperature. Otherwise, lamp and electronic drifts greatly complicate the experiment.
c. Static magnetic field

A magnetic field of a few gauss is supplied by Helmholtz coils of roughly $50-\mathrm{cm}$ diameter. The coils produce a field of $9 \mathrm{G} / \mathrm{A}$. The current, supplied by a $6-V$ storage battery usually in parallel with a $6-V$ regulated supply, is controlled' by means of series resistors. The rf field of the second species (when present) is usually $2.8 \mathrm{Mc} / \mathrm{sec}$, so the resonant magnetic field is about $2 \mathrm{I}_{2}+1$ gauss. The static field is then an order of magnitude larger than the earth's field, but small enough that the nuclear and electronic angular momenta are tightly coupled.

For the Zeeman experiments, a simple circuit was designed to switch the magnetic field, at the command of the logic circuit, between the above value and a value adjusted to buck out the component of the earth's field along the pumping-radiation axis.

## d. Radio-frequency fields

The oven contains two perpendicular sets of rf coils. The permanent coil consists of two coils of 2.5 turns of $1 / 8-\mathrm{in}$. copper tubing, 2.5 in . in diameter, and 2.25 in .apart. The temporary coil, inserted when necessary with the cell, is of similar dimensions and constructed of 6 to 8 turns of \#12 insulated copper.

In the single isotope runs a Tektronix 190B signal generator was used at $2.8 \mathrm{Mc} / \mathrm{sec}$. For the $\mathrm{Rb}^{87}-\mathrm{Cs}^{133}$ runs, a Laboratory-made rf oscillator was used because it possessed a "bad" second harmonic. If the first harmonic at $2.8 \mathrm{Mc} / \mathrm{sec}$ is resonant for $\mathrm{Cs}^{133}$ the second is resonant for $\mathrm{Rb}^{87}$ (the rf output is quite broad). $\mathrm{Rb}^{87}$ was pumped; its resonance at the second harmonic could be found easily, and the Cs ${ }^{133}$ was then disoriented as well.

That the resonances are saturated is tested by two methods. First, an increase in power produces no reduction in the signal. Second, for Zeeman pumping the transmitted light intensities for static field parallel (with rf) and static field perpendicular (with no rf) are equal.

## e. Vacuum system

The vacuum system (see Fig. 10) consists of a Duo-Seal forepump, a Consolidated Vacuum Corp. PMC 115 oil diffusion pump, a NRC Equipment Corp. 501 thermocouple gauge between the forepump and diffusion pump, two Veeco valves, a 22 -in. oil manometer, a Westinghouse 5966 ion gauge, and a liquid nitrogen trap. The last two items are situated within a large oven constructed of 2 -in. Maronite. The oven can be easily dismantled; the walls contain numerous plugged holes through which various nonbakeable materials have been distilled.
D. Relaxation-Time Data Analysis

The unnormalized signals, UNS(t), from the pulse-height analyzer are punched onto cards and least-squares fitted [after being normalized to $S(t)=U N S(t) / U N S(0)]$ by the Berkeley campus 7090 computer to the theoretical curve

$$
\begin{equation*}
F(t)=A \exp (-t / \tau)+C T, \tag{141}
\end{equation*}
$$

where

$$
\begin{equation*}
1 / \tau=1 / \mathrm{T}_{1}^{\prime}+1 / \mathrm{T}_{1}^{\prime \prime}+1 / \mathrm{T}_{\mathrm{S} 1}+1 / \mathrm{T}_{\mathrm{E} 1} \tag{142}
\end{equation*}
$$

Figure 6 contains data at three different temperatures chosen at random from run \#7. The points plotted are the data points less the best-fit background, i.e., $[S(t)-C T] /(1-C T)$. The straight lines are the bestfit curves $[F(t)-C T] /(1-C T)$. Only 20 cycles of accumulation were used, because the data were taken during the time taken to scan the Fabry-Perot from the end of one of the peaks to its reappearance in the next order. In some earlier runs 50 cycles were used, with a corresponding improvement in signal-to-noise ratio.

In order to be completely explicit in the area of data handling, a brief summary of the formulae will now be given. The quantity

$$
\begin{equation*}
Q=\sum_{i=1}^{n} W_{i}\left[S\left(t_{i}\right)-F\left(t_{i}, b_{k}\right)\right]^{2} \tag{143}
\end{equation*}
$$

is minimized. The $W_{i}$, the weights of the $n$ data points, are taken to be equal. The $b_{k}$ are the parameters $A, C T$, and $\tau$ in (141), $k=1,2, \cdots, p$. The minimization leads to the set of equations

$$
\begin{equation*}
\sum_{k=1}^{p} D E L(k) P(k, j)=Q(j) \tag{144}
\end{equation*}
$$

where

$$
\begin{align*}
& P(k, j)=\sum_{i=1}^{n} W_{i}\left[\partial F\left(t_{i}\right) / \partial b_{k}\right]\left[\partial F\left(t_{i}\right) / \partial b_{j}\right],  \tag{145}\\
& Q(j)=\sum_{i=1}^{n} W_{i}\left[\partial F\left(t_{i}\right) / \partial b_{j}\right]\left[S\left(t_{i}\right)-F\left(t_{i}\right)\right], \tag{146}
\end{align*}
$$

and $\operatorname{DEL}(k)$ is the calculated estimate of the correction to be applied to $b_{k}$ to minimize $Q$ :

$$
\begin{equation*}
b_{k} \rightarrow b_{k}+\operatorname{DEL}(k) \tag{147}
\end{equation*}
$$

The quantities involving $F\left(t_{i}\right)$ in (145) and (146) are evaluated at the trial values. The $\operatorname{DEL}(k)$ are found by inverting $P$; the new trial values are placed in (145) and (146) and new corrections calculated. This process is continued until the correction for each parameter is less than $10^{-4}$ of the value of the parameter. In the program used, only $25 \%$ of the correction is applied each cycle; approximately 20 to 25 iterations are normally required to satisfy the convergence criterion.

Since the weights are assigned arbitrarily, the only meaningful standard deviation is that of external consistency, i. e., of how well the points fit the assumed form of the curve. These standard deviations are calculated by

$$
\begin{equation*}
\sigma(\mathrm{k})=\left[\operatorname{WVAR} \mathrm{P}^{-1}(\mathrm{k}, \mathrm{k})\right]^{1 / 2} \tag{148}
\end{equation*}
$$

where the weighted variance is

$$
\begin{equation*}
W \operatorname{VAR}=\sum_{i=1}^{n} W_{i}\left[S\left(t_{i}\right)-F\left(t_{i}\right)\right]^{2} / D E G F ; \tag{149}
\end{equation*}
$$

the number of degrees of freedom, DEGF, is equal to the number of data points $n$ minus the number of parameters. The standard deviations of $1 / \tau$ rarely ranged outside of 0.5 to $2 \%$ of $1 / \tau ; \sigma(\mathrm{A}) \approx 0.005 \mathrm{~A}$, $\sigma(\mathrm{CT}) \approx 0.001 \mathrm{CT}$.

The values of $1 / \tau$ and $\sigma(1 / \tau)$ are matched with the corresponding density values and the cross section determined as described in IIIG.

> E. $\xrightarrow{\text { Detailed Description of }}$
> the Density-Measurement Apparatus and Techniques

See Fig. 2 for a block diagram of the apparatus and Section IIIB for a description of the density-measurement technique. Most of the apparatus and all the computer routines used in the analysis are the work of Dr. Robert J. Hull. It should be made clear that this is not the first density measurement by the scanning Fabry-Perot method. 60

## 1. Lamp

The circuit diagram of the density-measurement lamp, shown in Fig. 44, is patterned after Diagram 2 of Alley's report. ${ }^{37}$ It is a multivibrator oscillating at $25 \mathrm{Mc} / \mathrm{sec}$; the screen grid is modulated, usually at 86 cps . The rf choke and coil containing the lamp bulb are removed from the remainder of the circuit by about 18 in . of coaxial cable for convenience, and are contained in a $3 \times 4 \times 5$-in. aluminum box. The latter is equipped with a small heater for regulating the selfreversal and relative intensities. The lamp bulbs are the same as those described in IIIC. 1.
2. Optics

The use of mirrors and beam splitters to obtain the two desired beams is shown in Fig. 2. The alignment of the components is described in subsection IIIE. 5. The transmission of the beam splitters is approximately $50 \%$; the mirrors are front-surface silver coated. The detector lens ( 36 cm focal length) is an achromat, making it possible to focus the ring system for the infrared with the use of visible light. It is a highquality lens which, it is hoped, minimizes spherical aberrations and coma. Interference filters are necessary in order to eliminate undesired lines. The filters are described in IIIC. 3. A trimmer filter is always used. When the 7947- $\AA$ line of Rb is being observed, two Spectrolab filters are necessary to eliminate unwanted lines. A single filter is used for the $7800-\AA$ line. A Kodak $W$ ratten filter 87 C is found to eliminate stray lines that pass through the $8944-\AA$ filter for Cs.

The flag shutter is driven by a Leland two-position stepper or solenoid powered by about 10 volts dc at 1 A , switched by a $\approx 0.15-\mathrm{cps}$ multivibrator and Hg switch.

mu.3ss

Fig. 44. Density-measurement lamp circuit diagram. $C$ is a Hammarlund HFBD-65-E capacitor, variable from 12.5 to 63 pF .

## 3. The Fabry-Perot Etalon and Chamber

The Fabry-Perot plates, obtained from Aurora Precision Optics, are quoted to be flat to $\lambda / 200$ in the green. They were silver-coated by Mr. Dan O'Connell of the Lawrence Radiation Laboratory to have a transmission of $5 \%$ at $8000 \AA$. The spacers were made by the department machinists; they consist of Invar pins housed in aluminum rings and accurate to $\lambda / 4$. A $12-\mathrm{mm}$ spacer was used for the $R b$ scans and 10 mm for the Cs scans. The etalon can be seen in Fig. 45.

The etalon is enclosed by a brass cylindrical vacuum chamber about 6 in. in diameter and 10 in . long. Dr. Robert Hull is seen removing the etalon from the chamber in Fig. 46. The end plate at the exit of the chamber is flat to $\lambda / 4$ to minimize distortion of the ring system. The screws for adjusting the parallelism of the plates are controlled by extensions which reach the outside of the chamber through $0-r i n g$ seals. The chamber rests on a mount which can be rotated about a vertical or horizontal axis. This enables one to focus the center spot on the pinhole along the optical axis.

The Fabry-Perot is scanned by changing the index of refraction of the medium between the plates. The equation for constructive interference in a Fabry-Perot is ${ }^{61}$

$$
\begin{equation*}
2 \mu \mathrm{t} \cos \theta=\mathrm{m} \lambda, \tag{150}
\end{equation*}
$$

where $\mu$ is the index of refraction, $t$ is the plate separation, $\theta$ is the angle of observation with respect to the perpendicular to the plates, $m$ is the order number, and $\lambda$ is the wavelength. At $\theta=0 \mathrm{deg}$ a change in index of refraction corresponds to a change.

$$
\begin{equation*}
\Delta m=2 t \Delta \mu \lambda \tag{151}
\end{equation*}
$$

in the order number. Dry nitrogen ( $\mu \approx 1.0003$ at 1 atm ) is leaked into the evacuated ( $\mu=1.0000$ ) chamber; the pop-off valve opens at 1 atm after approximately 7.5 orders with a $10-\mathrm{mm}$ spacer at $8000 \AA$. The gas is leaked into the chamber so that the pressure increases linearly with time by means of a supersonic leak. ${ }^{62}$ The scanning rate has been checked and found to be linear to within $1 \%$ per order. A backing gauge
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Fig. 45. Top view of Fabry-Perot etalon and spacer.


Fig. 46. Dr. Robert Hull operating on the Fabry-Perot etalon.
pressure of 18 to $20 \mathrm{lb} / \mathrm{in} .^{2}$ is usually used. The supersonic leak consists of a fine capillary 5 to 10 mm long formed in a small tube by the glassblower; several sizes were made and a suitable size was chosen by trial and error. An empty gas tank is used in parallel with the chamber to reduce the scanning rate. A Duo-Seal forepump is used for evacuating the chamber.

The intensity of the ring system when the density measurement lamp is used is too weak to be seen. A Cd Osram lamp with a red filter is used for aligning the plates and focusing the center spot on the pinhole. For aligning the plates a diffusing screen is placed in front of the lamp in order to approximate a broad source. The setup for adjusting the parallelism of the plates is shown in Fig. 47. The fringes are observed in the mirror at the far left, and the pressure on the plates adjusted so that the rings do not change in size when one moves his head from side to side or up and down. The center spot of the ring system is then focused on the photomultiplier pinhole.

## 4. Detector and Associated Electronics

An RCA 7102 photomultiplier operated at 1200 V is placed just behind the $0.4-\mathrm{mm}$ pinhole. A stream of cool nitrogen flows around the tube, greatly reducing the noise. The nitrogen vapor boils from a 5 -liter Dewar of liquid nitrogen containing a $600-\Omega$ resistor operated at 140 V . The photomultiplier output drives a phase-sensitive detector (PSD) designed and constructed by A. George and the Electronics Shop. Similar curves are obtained by using a Princeton Applied Research PSD, but the latter has less sensitivity. The PSD time constant is usually set at 0.3 sec , which is a factor of 10 less than the 3 sec that the flag shutter is in each of its positions. Some of the density measurement apparatus is shown in Fig. 48.

## 5. Normalization

There are two problems in normalizing the density measurement in the absence of the absorbing atoms: (a) the two beams must pass through the same part of the Fabry-Perot and have their ring systems concentric, and (b) the intensities of the two ring systems
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Fig. 47. Optical arrangement for alignment of the Fabry-Perot. The light from the Cd Osram lamp passes through a red filter, diffusing screen, lens, and Fabry-Perot, and the rings are observed in the mirror at the far left.
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Fig. 48. Mrs. Rachel King inspecting a scan of $\mathrm{Rb}^{87}$ absorption of natural Rb radiation. The auxiliary volume for decreasing the scanning rate and the Freon and nitrogen tanks can be seen. The phase-sensitive detector is under the recorder. The photomultiplier and detector lens are covered with a black cloth supported by a cardboard frame to permit operation with the room lights on.

Fig. 49. Cs ${ }^{133} 8944-\AA$ spectral profiles with flag shutter in operation;
$12-\mathrm{mm}$ spacer ( $10-\mathrm{mm}$ spacer was used in the density scans).
(a) Normalized; 0.3 sec integration time.
(b) Unnormalized because the ring systems of the two beams are not concentric at the pinhole. L and $R$ refer respectively to left (through cell) and right beams. Note that it would be impossible to normalize the beams by equalizing their intensities; the intensities are already equal just to the right of the peaks and near the valleys. Curves have been drawn to indicate that the patterns are shifted with respect to each other. 1.0 sec .
(c) An effect similar to (b) is obtained when the Fabry-Perot is badly out of adjustment. 0.3 sec .

must be equal. Condition (b) follows easily once (a) is achieved. The finesse of the plates almost surely varies from one portion of the plates to another. Since the observed spectral profiles depend upon the finesse, normalization cannot be realized unless (a) is satisfied. Figure 7 shows a properly normalized scan for $R b$; a similar curve for $C s$ is seen in Fig. 49(a). Figure 49(b) demonstrates the case in which (a) is not satisfied.

The following procedure has been found effective in normalizing the density measurement:
(a) Form a cross hair with two fine wires across a hole punched in black paper. Place the hole against the front of the lamp bulb. Enclose and heat the lamp and run it on CW for greater light intensity.
(b) Remove the filters, normalizing polarizer (used in one beam for normalizing the peaks), Fabry-Perot, and detector lens.
(c) It is assumed that the detector and its lens and the Fabry-Perot are situated on an optical bench. Adjust two pointers (rods ground to a sharp point) to the height of the center of the oven windows. Make sure that they are centered over the optical bench, with a level for example. Adjust the bench so that the two pointers and the center of the left (as seen from the detector) oven windows are collinear.
(d) Sighting along the pointers, center the pinhole on the now-defined optical axis.
(e) Adjust the lamp until it is also centered on the axis.
(f) Adjust the lenses to give an image of the bulb and cross hairs on the pinhole, using the beam passing through the cell (left side). Make sure that the lenses are centered on the optical axis.
(g) Adjust the beam splitters to be vertical and at about 45 deg with respect to the optical axis, using a level and $45-\mathrm{deg}$ right triangle.
(h) Adjust beam splitter \#2 so that it is as far to the left as if can be and still pass all the light through the left side.
(i) Adjust mirror \#2 to be at approximately 45 deg and vertical. The distance between beam splitter \#2 and mirror \#2 (measured on a perpendicular to the optical axis) should be set equal to the separation between centers of the left and right oven windows.
(j) Using two pointers on the optical axis, adjust mirror \#2 until the images of the 4 oven holes are concentric. This ensures that parallel light coming through the oven is parallel and concentric through the Fabry-Perot.
(k) Adjust mirror \#1, and if necessary beam splitter \#1, to give concentric images of the bulb and cross hairs at all points along the optical axis.
(1) Replace and retune the Fabry-Perot and refocus the ring system.
( m ) Replace the filters and normalizing polarizer and remove the hole at the lamp.
(n) Scan until a peak is reached. Equalize the beams using the nor:malizing polarizer.

Sometimes the beam by-passing the cell is perturbed by accidentally hitting one of the mirrors. On several occasions the normalization has been restored as follows. Scan to a peak and stop. Place a punched hole outside the lamp in a position that maximizes the transmitted light through the cell. Then adjust the mirrors to maximize the light by-passing the cell. Remove the hole and equalize the beams; if the normalization is not restored, repeat the detailed normalization procedure.

Since the center spot is the image of a small part of the lamp bulb, a defining aperture could be used at the lamp at all times. However, the system would than be sensitive to small changes in the lamp position. With a large-area source, the bulb position is not critical.

Although there is labor involved in normalizing the measurements in this fashion, it does have great advantages in situations in which the absorbing atoms cannot be quickly removed. If there are lamp drifts which are slow compared with 0.15 cps , they are unimportant in finding $k(v)$ by this method. Furthermore, one is freed of the problems of matching up wings, etc., which arise when the two scans are taken separately.

## 6. Finesse Measurement

The finesse, $N$, is

$$
\begin{equation*}
\mathrm{N}=\mathrm{F}_{\sigma} / \Delta \sigma, \tag{152}
\end{equation*}
$$

where the free spectral range is related to the plate separation by

$$
\begin{equation*}
F_{\sigma}=1 / 2 t \tag{153}
\end{equation*}
$$

and $\Delta \sigma$ is the instrument width at half maximum. ${ }^{63} \mathrm{~N}$ is then the ratio of the order width to the observed width of an infinitely narrow input line. Experimentally in this experiment, a narrow line of Cs is used which passes through the $7947-\AA$ Rb filters. ${ }^{64}$ A $1.5-\mathrm{mm}$ spacer is used to make the instrument width greater than the width of the input line; the observed width is then approximately the instrument width. The auxiliary volume is closed and Freon gas is used in order to increase the scanning rate ( $\mu-1$ is about 4 times as large for Freon as for air). A 1-in. aperture at the entrance of the Fabry-Perot was used throughout the finesse and density measurements. Larger apertures yield lower finesses. Figure 50 is a finesse scan yielding $N \geqslant 29$; the usual value throughout these experiments was 22 to 30 .

## F. Density-Measurement Data Analysis

One would expect from the discussion of IIIB. 2 that the calculation of the density from scans such as Fig. 8 would be a straightforward process. In subsection IIIF. 1 the complications introduced by the non-delta-function character of the instrument function are discussed. Subsection IIIF. 2 describes the procedures actually used to estimate the densities from the scans.

1. Complications Introduced by the Instrument Function

The calculations of Kostkowski and Bass, ${ }^{65}$ indicating that $\int k(v) d v$ is preserved to an excellent approximation even when the width and peak of the absorption profile are greatly altered by a large instrument width, were made on the assumption of a Gaussian instrument function. However, the instrument function of a Fabry-Perot is an Airy function, 63
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Fig. 50. Finesse scan using narrow Cs line passed by the 7947- $\AA$ filter ( $\approx 80-\AA$ band-pass). Freon scanning gas, $1.5-\mathrm{mm}$ spacer, $N \approx 29$ to 30 .

$$
\begin{equation*}
g(v)=\left[1+\left(4 \mathrm{R} \sin ^{2}\left(\pi v / \mathrm{F}_{\sigma}\right)\right) /(1-\mathrm{R})^{2}\right]^{-1} \tag{154}
\end{equation*}
$$

where $R$ is the reflectivity, $v$ is the frequency, and $F_{\sigma}$ is the free spectral range. An effective $R$ is determined in practice as follows. The finesse for perfectly flat plates is determined by the reflectivity,

$$
\begin{equation*}
N_{R}=\pi(R)^{1 / 2} /(1-R) \tag{155}
\end{equation*}
$$

In general, the finesse N is reduced by the nonflatness of the reflecting surfaces. An effective reflectivity is found by using (155) with $N_{R}$ replaced by N ,

$$
\begin{equation*}
R_{e}=1+\pi^{2} / 2 N^{2}-\pi\left[1+(\pi / 2 N)^{2}\right]^{1 / 2} / N \approx 1-\pi / N \tag{156}
\end{equation*}
$$

for high finesse. The effective reflectivity is then used in (154) to give a fair representation of the instrument. Once $g(\nu)$ is known the observed function $I_{0}(v)$ can be found if the input $f(v)$ to the instrument is known:

$$
\begin{equation*}
I_{0}(v)=\int f\left(v^{\prime}\right) g\left(v-v^{\prime}\right) d v^{\prime} \tag{157}
\end{equation*}
$$

Suppose the beam of light by-passing the cell is represented by $f(v)$; then that passing through the cell is given by

$$
\begin{equation*}
f(v) \exp \left[-k_{T}(v) \ell\right], \tag{158}
\end{equation*}
$$

where $\mathrm{k}_{\mathrm{T}}(\nu)$ is the true absorption coefficient and $\ell$ is the absorption path length. The observed intensity through the cell is then

$$
\begin{equation*}
I_{0}^{\prime}(v)=\int f\left(v^{\prime}\right) \exp \left[-\mathrm{k}_{\mathrm{T}}\left(\nu^{\prime}\right) \ell\right] \mathrm{g}\left(v-\nu^{\prime}\right) \mathrm{d} \nu^{\prime} . \tag{159}
\end{equation*}
$$

The observed absorption coefficient is defined as

$$
\begin{equation*}
\mathrm{k}_{0}(\nu)=\ell^{-1} \ln \left[\mathrm{I}_{0}(v) / \mathrm{I}_{0}^{\prime}(\nu)\right] . \tag{160}
\end{equation*}
$$

Clearly, if $g$ is proportional to a delta function, then

$$
\begin{equation*}
\mathrm{k}_{0}(v) \rightarrow \mathrm{k}_{\mathrm{T}}(v) . \tag{161}
\end{equation*}
$$

But for an actual instrument, the re seems to be no simple relationship between the observed and true absorption coefficients.

The effect of the instrument has manifested itself clearly in two experimental ways. First, absorption is observed between orders for a low finesse or high density. Recall that for Doppler broadening ${ }^{66}$
one has

$$
\begin{equation*}
\mathrm{k}_{\mathrm{T}}(v)=\mathrm{k}_{\mathrm{T}}\left(v_{0}\right) \exp \left\{-\left[2\left(v-v_{0}\right)(\ln 2)^{1 / 2} / \Delta v_{\mathrm{a}}\right]^{2}\right\} \tag{162}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta v_{\mathrm{a}}=2(2 \mathrm{RT} \ln 2 / \mathrm{M})^{1 / 2} v_{0} / \mathrm{c} \tag{163}
\end{equation*}
$$

is $13 \mathrm{mK}\left(1 \mathrm{mK}=10^{-3} \mathrm{~cm}^{-1}\right)$ for the Cs ${ }^{133} 8944-\AA$ line and 18.4 mK for the 7800- $\AA$ line of $\mathrm{Rb}^{87}$ at $\mathrm{T} \approx 78^{\circ} \mathrm{C}$, the temperature of the oven in all of the runs. The width of each absorption line is then known, since there is no buffer gas and the lines are Doppler-broadened. The ratio of the true absorption peaks is also known by calculating transition probabilities (see Fig. 12 and Appendix IV). The information about $\mathrm{k}_{\mathrm{T}}(\nu)$ offers a critical test to be applied in estimating the credibility of the $k(v)$ deduced from $k_{0}(\nu)$. In particular, $\mathrm{k}_{\mathrm{T}}(\nu)$ is less than $0.01 \mathrm{k}_{\mathrm{T}}\left(\nu_{0}\right)$ for $\left|v-v_{0}\right| \geqslant 1.3 \Delta v_{\mathrm{a}}$. That this is not always true of $k_{0}(v)$ is shown clearly in Fig. 51 of the $8944-\AA$ line of Cs taken with a finesse of about 12. Since the peaks are roughly 300 mK apart, the absorption coefficient is seen to be about 0.4 , or more than $50 \%$ of $\mathrm{k}_{0}\left(\nu_{0}\right)$, more than 100 mK from the center of the line! This effect has been checked and does not arise from a lack of normalization. In fact, it was also observed by Winocur and Pyle ${ }^{67}$ in the absorption of the 4215- $\AA$ line of Rb by Sr ions; in that experiment normalization was no problem, since the ions could be modulated on and off by means of the discharge. Computer calculations by Dr. Hull confirm that this effect is introduced by the interferometer. This can be understood as follows. Approximate the instrument function by

$$
\begin{gather*}
\mathrm{g}\left(v-v^{\prime}\right)=1=\mathrm{g}_{1} \quad\left|v^{\prime}-v\right|<\Delta \sigma \\
=0.04=\mathrm{g}_{2} \quad\left|v^{\prime}-v\right|>\Delta \sigma \tag{164}
\end{gather*}
$$

Approximate the emission line by a rectangle of unit height and width $\Delta \nu$ e. Assume that the absorption appears as a rectangular dip of 0.25 in the center of the emission line with a width $\Delta v_{a}=\Delta v e^{/ 3}$. Assume for simplicity that $\Delta \sigma=\Delta v_{a}$. With the instrument function centered on the emission line, the true peak is observed. With $g_{1}$ just inside f, the absorption coefficient is quite small, since where $g$ is large the


Fig. 51. Cs 8944-Åscan, demonstrating "absorption" between orders; $8-\mathrm{mm}$ spacer, finesse of 12 .
absorption is zero. But when $g_{1}$ is outside $\mathrm{f}, \mathrm{f}=0$ for $\mathrm{g}_{1} \neq 0$, so all the contribution to $k_{0}(\nu) \ell$ comes from the wings of $g$. But the wings are essentially constant over an absorption width, i.e., they treat the profile as would an instrument of zero finesse or no resolution. In other words, for $g_{1}$ outside $f$ the observed absorption coefficient is the same as would be deduced by observing the two integrated intensities with any detector. This simplified argument explains the general characteristics of Fig. 52. The size of the between-order absorption relative to the peak absorption depends upon (a) $g_{2} / g_{1}$, i. e., the finesse, and (b) the total absorption $\int f(v)\{1-\exp [-k(v) \ell]\} d v / \int f(v) d v$. It is found that the area under $\mathrm{k}_{0}(v)$ out to the minimum is much closer to the true area than the area under $\mathrm{k}_{0}(\nu)$ for all frequencies. In practice, for low absorption, one can usually distinguish between $I_{0}(\nu)$ and $I_{0}^{\prime}(\nu)$ only out to the minimum. Because of this betweenorder $\mathrm{k}_{0}(\nu)$; areas of $\mathrm{k}_{0}(\nu)$ are considered for density measurement purposes only for low absorption.

The second instrument effect arises when there are two lines very close together, as for the ${ }^{2} P_{1 / 2} \rightarrow{ }^{2} S_{1 / 2}, F=2,7947-\AA$ line of $\mathrm{Rb}^{87}$ and the ${ }^{2} \mathrm{P}_{1 / 2} \rightarrow^{2} \mathrm{~S}_{1 / 2}, \mathrm{~F}=3,7947-\AA$ component of $\mathrm{Rb}^{85}$. Consider a cell containing Rb 87 only, irradiated with light from a natural Rb lamp. Three of the 7947- $\AA$ peak absorption coefficients of $\mathrm{Rb}^{87}$ should be equal. For an unheated lamp in which the $\mathrm{Rb}^{85}$ components were 3 to 4 times as intense as the $\mathrm{Rb}^{87}$ components and the observed widths were $\Delta \tilde{\nu}_{\mathrm{e}}^{87} \approx 30 \mathrm{mK}$ and $\Delta \tilde{\nu}_{\mathrm{e}}^{85} \approx 40 \mathrm{mK}$, the ratios were close to $0.5: 0.25: 1.0$. For a heated lamp with almost equal components and $\Delta \tilde{v}_{\mathrm{e}}^{87} \approx 40 \mathrm{mK}$ and $\Delta \tilde{\nu}_{\mathrm{e}}^{85} \approx 80 \mathrm{mK}$, the ratios were about 1.0:0.95:1.0. Only the conditions in the lamp were changed between the two situations. In the first case the instrument adds to the intensities of the $c$ and especially of the d components of $\mathrm{Rb}^{87}$ a large background light from the much more intense $\mathrm{Rb}^{85}$ lines nearby; consequently, the observed peak absorption coefficients are grossly depressed in value. As the lamp was heated the $k_{0}\left(v_{0}\right)$ of the $b$ component did not change appreciably. But the $k_{0}\left(v_{0}\right)$ 's of the $c$ and $d$ components increased, approaching that of the $b$ component. This occurs because the $R b{ }^{87}$
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Fig. 52 Computer calculations showing the "observed" absorption coefficient $\mathrm{k}_{0}(\nu)$, which results from the distortion of the input profiles by the Fabry-Perot; $\ell$ is the absorption path length. The author is indebted to Dr. Hull for this curve; this and other results will probably be published in greater detail in the near future. $\mathrm{N}=50, \Delta \sigma / \Delta v_{\mathrm{a}}=0.219, \Delta v_{\mathrm{a}}=20 \mathrm{mK}$, $\Delta v_{\mathrm{e}} / \Delta v_{\mathrm{a}}=2.0$.
light gained intensity relative to the $\mathrm{Rb}^{85}$ light, thus reducing the effectiveness of the background from the latter. Again Dr. Hull has made computer calculations verifying, at least qualitatively, the validity of the above explanation for the unequal $\mathrm{k}_{0}\left(\nu_{0}\right)^{\prime} s$.

Presumably sufficient arguments have been given to convince anyone that there are problems in applying a Fabry-Perot interferometer to the measurement of a density. The task now becomes that of convincing the reader that meaningful density measurements can be made with this instrument. The argument is based on the agreement between the following estimates of the density. First, on the basis of the success in explaining the complications just described, there is reason to believe that Eqs. (154) and (157) accurately describe the effects of the instrument upon the true profile. Then calculations can be made to determine the $\mathrm{k}_{0}\left(\nu_{0}\right)$ for a given $\mathrm{k}_{\mathrm{T}}\left(\nu_{0}\right)$ and, consequently, the inverse. Obtaining $\mathrm{k}_{\mathrm{T}}\left(\nu_{0}\right)$ from $\mathrm{k}_{0}\left(\nu_{0}\right)$ and knowing that the absorption line is Doppler-broadened, one can compute $\int k_{T}(\nu) d \nu$. Second, at low densities the $\int \mathrm{k}_{0}(\nu) \mathrm{d} v$ is believed to be close to $\int \mathrm{k}_{\mathrm{T}}(\nu) \mathrm{d} v$, as discussed above; this assumes a high finesse ( $\approx 25$ ). These methods as applied to the $\mathrm{Rb}^{87}$ and $\mathrm{Cs}^{133}$ density measurements are discussed in the next subsection.

## 2. Methods for Estimating Densities

a. $k\left(v_{0}\right)$ Method

The density measurement scans are analyzed as follows. Smooth curves defined by the shutter positions are penciled in. The zero is drawn in, using the zeros obtained with a flag during the scan. Five to 10 points, usually 0.1 in . apart are marked along the zero line in the region of the peak absorption. The values of the zero, $I_{0}^{\prime}(v)$, and $I_{0}(v)$ are measured at each of the marks. An ingenious machine belonging to Professor John Reynolds' group is used; one sets a crosshair on the point, presses a button, and waits a second for the coordinates to be punched onto an IBM card. The cards are analyzed by another of Dr. Hull's computer programs, which computes $\mathrm{k}_{0}(v) \ell$. The peak $\mathrm{k}_{0}\left(\nu_{0}\right) \ell$ is then chosen from the 5 to 10 values.

The finesse $N$ and spacer thickness $t$ are assumed known. The effective reflectivity is found by using (156), and the effective instrument width $\Delta \sigma$ is obtained by setting (152) equal to (155) with the effective reflectivity used in the latter. The observed width. $\Delta \nu_{\mathrm{e}}^{0}$ is measured in a few places and assumed to be constant throughout a run, the lamp:conditions being fixed. The true emission width $\Delta v_{\mathrm{e}}^{\mathrm{T}}$ is found by using the correction $\Delta \nu_{\mathrm{e}}^{\mathrm{T}}=\left(\Delta \nu_{\mathrm{e}}^{0}-0.64 \Delta \sigma\right) / 0.98$ for $1<\Delta \nu_{\mathrm{e}}^{\mathrm{T}} / \Delta \sigma<3$ from Minkowski and Bruck. ${ }^{68}$ Computer solutions by Dr. Hull are then used to find $\mathrm{k}_{\mathrm{T}}\left(\nu_{0}\right) \ell$ from $\mathrm{k}_{0}\left(\nu_{0}\right) \ell$ when $\mathrm{N}, \mathrm{t}, \Delta v v_{\mathrm{a}}$, and $\Delta v_{\mathrm{e}}^{\mathrm{T}} / \Delta \nu_{\mathrm{a}}$ are known.

From Appendix IV one has

$$
\begin{align*}
\left.\int k_{\mathrm{T}}(v) \mathrm{d} v\right|_{J^{\prime} \rightarrow 1 / 2 \mathrm{~F}} & =\lambda_{0}^{2}\left(2 \mathrm{~J}^{\prime}+1\right) n_{\mathrm{F}} / 16 \pi \tau_{J^{\prime}, 1 / 2} \\
& =\lambda_{0}^{2}\left(2 \mathrm{~J}^{\prime}+1\right)(2 F+1) \mathrm{n} / 32(2 \mathrm{I}+1) \pi \tau_{J^{\prime}, 1 / 2} \tag{165}
\end{align*}
$$

For the ${ }^{2} \mathrm{P}_{3 / 2} \rightarrow{ }^{2} \mathrm{~S}_{1 / 2}, \mathrm{~F}=1$ transition in $\mathrm{Rb}^{87}, \lambda_{0}=7800 \AA, \mathrm{I}=3 / 2$, $\tau=(2.78 \pm .09) \times 10^{-8} \mathrm{sec},{ }^{69}$ and $\ell=1.96^{\prime \prime}$ (the absorption length for runs 4 through 8):

$$
\mathrm{n}_{\mathrm{Rb}} 87=0.92 \times 10^{12}\left[\int \mathrm{k}_{\mathrm{T}}(\tilde{v}) \ell \mathrm{d} \tilde{v}\right] \left\lvert\, \begin{align*}
& 7800 \AA \mathrm{~cm}^{-3}  \tag{166}\\
& \mathrm{e}, \mathrm{f}, \mathrm{~g} \\
& \ell=1.96^{\prime \prime}
\end{align*}\right.
$$

where the integral is in $\mathrm{cm}^{-1}$. For a single Doppler absorption line $\int k(\tilde{v}) \ell d \tilde{v}$ is given by ${ }^{66}$

$$
\begin{equation*}
(\pi)^{1 / 2} \mathrm{k}_{\mathrm{T}}\left(\tilde{v}_{0}\right) \ell \Delta \tilde{v}_{\mathrm{a}} / 2(\ln 2)^{1 / 2} \tag{167}
\end{equation*}
$$

Computer solutions indicate that for the purposes of obtaining the area under $k(v)$, the e,f, g components of $\mathrm{Rb}^{87}$ are represented well by a single Gaussian of width $1.1 \Delta v a$. The composite height is found as described above. Then one has

$$
\begin{equation*}
\left.\int \mathrm{k}_{\mathrm{T}}(\tilde{v})^{\ell} \mathrm{d} \tilde{v} \approx(\pi)^{1 / 2}\left[\mathrm{k}_{\mathrm{T}}\left(\tilde{v}_{0}\right) \ell\right]\right|_{7800 \AA} \AA\left(1.1 \Delta \tilde{v}_{\mathrm{a}}\right) / 2(\ln 2)^{1 / 2} . \tag{168}
\end{equation*}
$$

For the runs on $\mathrm{Rb}^{87}, \Delta \tilde{\nu}_{a}=18.4 \mathrm{mK}$ and

$$
\begin{equation*}
\mathrm{n}_{\mathrm{Rb}} 87=\left[\left.\mathrm{k}_{\mathrm{T}}\left(\tilde{v}_{0}\right) \ell \ell\right|_{\substack{7800 \\ e, f, \mathrm{~g} \\ \ell=1.96^{\prime \prime}}}\left(1.98 \times 10^{10}\right) \mathrm{cm}^{-3}\right. \tag{169}
\end{equation*}
$$

Now consider the absolute value calibration of the $R b^{87}$ density in run 5. Figure 53 is the density measurement scan used; Fig. 54 gives the machine-read, computer-calculated values of $k_{0}(\nu)$. Table VI contains the numerical values of the various quantities necessary for estimating the density by the $\mathrm{k}\left(\nu_{0}\right)$ method. The correction curve used to find $\mathrm{k}_{\mathrm{T}}\left(\nu_{0}\right)$, given $\mathrm{k}_{0}\left(v_{0}\right)$, is shown in Fig. 55.

For the Cs measurements, from Appendix IV, one has

$$
\begin{align*}
\int \mathrm{k}_{\mathrm{T}}(\nu) \mathrm{d} \nu \mid 1 / 2 \mathrm{~F}^{\prime} \rightarrow 1 / 2 \mathrm{~F} & =\lambda_{0}^{2} \Delta\left(\mathrm{~F}, \mathrm{~F}^{\prime}\right) \mathrm{n}_{\mathrm{F}} / 24 \pi(2 \mathrm{~F}+1) \tau_{1 / 2,1 / 2} \\
& \approx \lambda_{0}^{2} \Delta\left(\mathrm{~F}, \mathrm{~F}^{\prime}\right) \mathrm{n} / 48 \pi(2 \mathrm{I}+1) \tau_{1 / 2,1 / 2} \tag{170}
\end{align*}
$$

where the $\Delta\left(F, F^{\prime}\right)$ are given in Table II. For the ${ }^{2} P_{1 / 2} \rightarrow{ }^{2} S_{1 / 2}, F$ transition in Cs, $\lambda_{0}=8944 \AA, I=7 / 2, \tau=\left(3.8 \pm 0.4 \times 10^{-8} \mathrm{sec}, 70\right.$ and $\ell=1.96$ in., one has

$$
\mathrm{n}_{\mathrm{Cs}} 133=3.46 \times\left. 10^{13}\left[\int \mathrm{k}_{\mathrm{T}}(\tilde{v}) \ell \mathrm{d} \tilde{\nu}\right]\right|_{\left\lvert\, \begin{array}{l}
\mathrm{F}^{\prime} \rightarrow \underset{\AA}{\mathrm{F}}  \tag{171}\\
89444 \\
\ell=1.96 \mathrm{in} .
\end{array}\right.} / \Delta\left(\mathrm{F}, \mathrm{~F}^{\prime}\right) \mathrm{cm}^{-3},
$$

with the integral in $\mathrm{cm}^{-1}$. Again for a single Doppler absorption line, (167) yields, with $\Delta \tilde{v}_{\mathrm{a}} \approx 13 \mathrm{mK}$,

$$
\begin{equation*}
\mathrm{n}_{\mathrm{Cs}} 133=47.9 \times\left. 10^{10}\left[\mathrm{k}_{\mathrm{T}}\left(\tilde{v}_{0}\right) \ell\right]\right|_{\substack{\mathrm{F}^{\prime} \rightarrow \mathrm{F}_{\circ} \\ 8944 \AA \\ \ell \div 1.96 \mathrm{in} .}} / \Delta\left(\mathrm{F}, \mathrm{~F}^{\prime}\right) \mathrm{cm}^{-3} \tag{172}
\end{equation*}
$$

See Fig. 56 for the labeling and intensities of the Cs transitions. Figures 57 and 58 are the scan and values of $k_{0}(v)$ for one temperature of run 8. Again Table VI summarizes the $k\left(v_{0}\right)$ estimate of the density. The $\mathrm{k}_{0}\left(\nu_{0}\right) \rightarrow \mathrm{k}_{\mathrm{T}}\left(\nu_{0}\right)$ correction curve is given in Fig. 55. Because the four components are fairly well resolved, the Cs density is estimated by using each. Table VI indicates an extreme disagreement of only $13 \%$ between the various estimates.

Table VI. Absolute density measurements by $k\left(v_{0}\right)$ method.

| Run | 5 | 8 |  |
| :--- | :--- | :--- | :--- |
| Date | $1 / 24 / 65$ | $2 / 13 / 65$ |  |
| Time | 1250 | 1722 |  |
| Sidearm tem- |  |  |  |
| perature $\left(^{\circ} \mathrm{C}\right)$ |  |  |  |


musasiso

Fig. 53. Density measurement scan; Rb ${ }^{87}$ absorption of $7800-\AA$ line of natural Rb lamp. Run 5, $1 / 24 / 65,12: 50 \mathrm{p} . \mathrm{m}$., $\mathrm{T}_{\mathrm{Rb}} 87^{=} 24^{\circ} \mathrm{C}$.
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Fig. 54. Observed absorption coefficient for the e,f, and g components of the $7800-\AA$ line of $\mathrm{Rb}^{87}$ as read from the density scan shown in Fig. 53; $\mathrm{t}=12 \mathrm{~mm}, \Delta v_{\mathrm{a}}=18.4 \mathrm{mK}$, $\Delta v_{\mathrm{e}} / \Delta v_{\mathrm{a}}=2.0$.
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Fig. 55. Corrections for obtaining the true peak absorption coefficient $\mathrm{k}_{\mathrm{T}}\left(\nu_{0}\right)$ from the observed value $\mathrm{k}_{0}\left(v_{0}\right)$. The corrections apply to single Gaussian emission and absorption lines. The corrections were found by computer calculations by Dr. Hull, which are to be published.
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Fig. 56. Relative intensities and separations of hyperfine-structure components of the $\mathrm{Cs}{ }^{133}(\mathrm{I}=7 / 2) 6^{2} \mathrm{P}_{1 / 2} \rightarrow 6^{2} \mathrm{~S}_{1} / 2$ transition at $8944-\AA . W$ is the energy relative to the fine-structure energy. 71 $\begin{array}{lll}\text { Transition } \\ \text { a } & \frac{\tilde{\nu}-\widetilde{v}_{0}(\mathrm{mK})}{150.7} & \frac{I}{33.4} \quad \frac{f \text { value }}{7 / 192}\end{array}$

| a | 150.7 | 33.4 | $7 / 192$ |
| :--- | ---: | ---: | ---: |
| b | 189.6 | 100.0 | $21 / 192$ |
| c | -156.1 | 100.0 | $21 / 192$ |
| d | -117.2 | 71.5 | $15 / 192$ |

The relative intensities I are normalized so that the largest is 100. The $f$ values are normalized so that their sum is $1 / 3$ for the ${ }^{2} \mathrm{P}_{1 / 2} \rightarrow{ }^{2} \mathrm{~S}_{1 / 2}$ transition.


Fig. 57. Density measurement scan; absorption of $8944-\AA$ line of Cs. Run 8, 2/13/65, 5:22 p.m., $\mathrm{T}_{\mathrm{Cs}}=22^{\circ} \mathrm{C}$.


Fig. 58. 'Observed absorption coefficients for the 8944- $\AA$ line of Cs as read from the density scan shown in Fig. 57.
b. $\int \mathrm{k}_{0}(v) \mathrm{d} v$ method

Arguments have been given in IIIF. 1 suggesting that
$\int \mathrm{k}_{0}(\nu) \mathrm{d} v \approx \int \mathrm{k}_{\mathrm{T}}(v) \mathrm{d} v$ for low absorption but not for high absorption. Figures 53 and 54 are the scan and resulting $k_{0}(v)$ of run 5 . In computing the area, the frequency calibration for the abscissa is found by measuring the length of one order on the chart and using (153) to obtain the length-in mK from the spacer thickness. The density of $\mathrm{Rb}^{87}$ atoms is then found from the area by using (166). For Fig. 53, $F_{\sigma} \approx 18.7 \mathrm{in}$, or by (153), $\mathrm{F}_{\sigma}=418 \mathrm{mK}$, implying $22.4 \mathrm{mK} / \mathrm{in}$. The $\int \mathrm{k}_{0}(\tilde{v}) \ell \mathrm{d} \tilde{v}$ in (166) was found to be 0.417 in ., yielding a density of $0.86 \times 10^{10} \mathrm{~cm}^{-3}$. A calculation by hand to check the above result agreed within $4 \%$. Table VII displays the fact that the $k\left(v_{0}\right)$ and $\int k_{0}(v) d v$ methods agree within $5 \%$, if the average values for the two methods are compared.

For Cs, multiply both sides of (171) by $\Delta\left(F, F^{\prime}\right)$ and sum over $F^{\prime}$ :

$$
\begin{equation*}
\mathrm{n}_{\mathrm{Cs}} 133=1.15 \times\left. 10^{13}\left[\int \mathrm{k}(\tilde{v}) \ell \cdot \mathrm{d} \tilde{v}\right]\right|_{2_{\mathrm{P}_{1 / 2}} \rightarrow \mathrm{~F}} /(2 \mathrm{~F}+1) \tag{173}
\end{equation*}
$$

The results for run 8 are given in Table VII for two different temperatures. At the higher temperature the $k\left(v_{0}\right)$ and $\int k_{0}(v) d v$ methods are in poor agreement as expected, but the agreement is good at the lower density. Good agreement between the two methods has been achieved at high densities by ignoring the between-order absorption in the integral; the area is taken only under the peak and Gaussian-shaped wings sketched in.

## c. Relative density values

Once the density has been calibrated at one value of $\mathrm{k}_{\mathrm{T}}^{1}\left(v_{0}\right) \ell$, the density at any other $\mathrm{k}_{\mathrm{T}}^{2}\left(v_{0}\right) \ell$ is simply

$$
\begin{equation*}
\mathrm{n}_{2}=\mathrm{n}_{1}\left[\mathrm{k}_{\mathrm{T}}^{2}\left(v_{0}\right) \ell\right] / \mathrm{k}_{\mathrm{T}}^{1}\left(v_{0}\right) \ell . \tag{174}
\end{equation*}
$$

Table VII. Comparisons of densities estimated by the $k\left(v_{0}\right)$ and $\int \mathrm{k}_{0}(v) \mathrm{d} v$ methods. Densities are in units of $10^{10} \mathrm{~cm}^{-3}$.


As has been discussed, the $\int \mathrm{k}_{0}(v) \mathrm{d} v$ method breaks down at the higher densities. The values of the density used in IIIG to determine the cross section were determined by using (174). The calibration density $n_{1}$ is taken from Table VII as a reasonable average of the densities determined by the two methods. For $\mathrm{Rb}^{87}$ a density of $\mathrm{n}_{1}=0.84 \times 10^{10}$ atoms $/ \mathrm{cm}^{3}$ is taken to correspond to $\left.k_{T}^{1}\left(v_{0}\right) \ell\right|_{a+b}=0.42$ under the conditions of Table VI. The $\left[k_{0}\left(\nu_{0}\right) l\right]$ 's are corrected by Fig. 55 to obtain the $\left[\mathrm{k}_{\mathrm{T}}\left(\nu_{0}\right) \ell\right]^{\prime} \mathrm{s}$, and then the densities are calculated from (174).

For Cs the $\left[\mathrm{k}_{\mathrm{T}}\left(\nu_{0}\right) \ell\right]^{\prime}$ s for each component are found by using Fig. 55 and are then normalized by dividing by $\Delta\left(F, F^{\prime}\right)$. The sum of the resulting quantities is then used to obtain absolute densities:

$$
n_{2}=n_{1} \sum_{F F^{\prime}}\left\{\left[k_{T}^{2}\left(v_{0}\right) \ell\right]_{F^{\prime} F^{\prime}} / \Delta\left(F, F^{\prime}\right)\right\} / \sum_{F F^{\prime}}\left\{\left[k_{T}^{1}\left(v_{0}\right) \ell\right]_{F^{\prime} F^{\prime}} / \Delta\left(F, F^{\prime}\right)\right\}
$$

The calibration is

$$
\begin{equation*}
\sum_{F F^{\prime}}\left[k_{\mathrm{T}}^{1}\left(v_{0}\right)\right]_{F^{\prime}} / \Delta\left(F, F^{\prime}\right)=0.069 \text { for } \tag{175}
\end{equation*}
$$ $\mathrm{n}_{1}=0.84 \times 10^{10}$ atoms $/ \mathrm{cm}^{3}$.

G. Summary of Results of Measurements of Spin-Exchange

Cross Sections by Hyperfine Pumping
The details of the relaxation time and density measurements have been described. The results for runs 5 through 7 and 9 on $\mathrm{Rb}^{87}$ will now be given. In runs 5 and 6 , at a given sidearm temperature, three or four relaxation-time measurements were made followed by three or four density scans or vice versa. The $1 / \tau$ values and their standard deviations $\sigma(1 / \tau)$ for each temperature were averaged. The corresponding densities were also averaged, and a fractional deviation was assigned to each value. Then $1 / \tau$ was least-squares fitted to

$$
\begin{equation*}
1 / \tau=1 / \tau^{\prime}+\mathrm{B}_{\mathrm{Sl}^{\mathrm{n}}}, \tag{176}
\end{equation*}
$$

where $\tau^{\prime}$ is the non-spin-exchange relaxation time and $B_{S l}$ is given by (136). Figures 59 and 60 display the data points and the best-fit
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Fig. 59. Summary of run $\# 5(1 / 22-24 / 65) R b^{87}-R b^{87}$ spinexchange cross-section measurement by hyperfine pumping. $1 / \tau=\mathrm{A}+\mathrm{Bn} ; \mathrm{A}=5.20 \pm 0.27 \mathrm{sec}^{-1}$; $B=(7.63 \pm 0.19) \times 10^{-3} \mathrm{~cm}^{3} / \mathrm{sec}$.
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Fig. 60. Summary of run \#6 (1/30-31/65) $\mathrm{Rb}^{87}-\mathrm{Rb}^{87}$ spinexchange cross-section measurement by hyperfine pumping. $1 / \tau=\mathrm{A}+\mathrm{Bn} ; \mathrm{A}=5.42 \pm 0.61 \mathrm{sec}^{-1}$; $\mathrm{B}=(8.41 \pm 0.48) \times 10^{-10} \mathrm{~cm}^{3} / \mathrm{sec}$.
straight lines. In runs 7 and 9 a density measurement was assigned to each $1 / \tau$ by taking the relaxation data between orders; the results are presented in Figs. 61 and 62. Runs 5 through 7 were made in the same cubical cell with an edge of approximately 2 in. Run 9 was carried out in a $1 \times 2 \times 2-i n$. cell with the density measurement made along the short path length. The Fabry-Perot plates were also recoated before run 9. Table VIII summarizes the $\mathrm{Rb}^{87}$ self-exchange cross-section measurements. Figure 63 shows the 1620 computer used in analyzing much of the data.

The $\mathrm{Rb}^{87}$-Cs ${ }^{133}$ measurement, run 8, was performed in the same manner as runs 7 and 9; the data are displayed in Fig. 64 and Table IX. There is an advantage to the two-isotope experiment in that $1 / \tau$ data can be obtained for one density known to perfect accuracy zero density.

The errors on the parameters in the figures and tables are standard deviations of external consistency deduced from statistical considerations alone. The random errors are seen to be only a few per cent. The agreement between the $\mathrm{Rb}^{87}$ runs is not quite as good, giving rise to a $5 \%$ error.

In order to account for the possibility of systematic errors, the standard deviations are increased to $10 \%$ of the value. This choice is, of course, arbitrary, but is made on the basis of the estimated reliability of the density-measurement computations which are believed to be the primary source of systematic errors. The two methods used to estimate the densities agree within $5 \%$. Computer calculations indicate that at low densities and high finesse the error in determining the density by the area method is no more than $10 \%$. The accuracy of the density measurements is still under study.

It is believed that the systematic errors associated with the $1 / \tau$ measurements are much smaller than those for the density measurement. The time base determined by the signal generators was meas ured by a Hewlett-Packard 5245L Electronic Counter and found to be stable, after warmup, to better than $1 \%$. The linearity of the system has been checked repeatedly. The relaxation time is insensitive to the intensity of the pumping radiation, the particular oscilloscope scale,

Table VIII. Summary of $\mathrm{Rb}^{87}-\mathrm{Rb}^{87}$ total spin-exchange cross-section measurements.

| Experiment and reference$\begin{gathered} \mathrm{B}_{\mathrm{S} 1}=\iint\left\|f_{\mathrm{t}}-\mathrm{f}_{\mathrm{s}}\right\|_{\mathrm{S} 1}^{2} \mathrm{~d} \Omega \mathrm{v}_{\mathrm{S} 1} \mathrm{f}\left(\mathrm{v}_{\mathrm{S} 1}\right) \mathrm{d}^{3} \mathrm{v}_{\mathrm{S} 1} / 4 \\ \left(10^{-10} \mathrm{~cm}^{3} \mathrm{sec}^{-1}\right) \text { at } 78 \pm 5^{\circ} \mathrm{C} \end{gathered}$ |  | $\begin{aligned} & \sigma=\mathrm{B} / \overline{\mathrm{v}}_{\mathrm{S} 1} \\ & \left(10^{-14} \mathrm{~cm}^{2}\right) \end{aligned}$ |
| :---: | :---: | :---: |
| Carver - 72 |  | 4-7 |
| Moos \& Sands - 28 |  | $1.9 \pm 0.4$ |
| Jarrett (Rb ${ }^{87}-\mathrm{Rb}^{85}$ ) - 73 |  | $1.85 \pm 0.23$ |
| Davidovits \& Kanble - 29 |  | $0.85 \pm 0.10$ |
| Bouchiat \& Brossel - 24 |  | 6 |
| This experiment ${ }^{\text {a }}$ (Gibbs and Hull) : |  |  |
| Run 5 | $8.0 \pm 0.2$ | $1.93 \pm 0.05$ |
| Run 6 | $8.8 \pm 0.5$ | $2.13 \pm 0.12$ |
| Run 7 | $8.6 \pm 0.2$ | $2.07 \pm 0.05$ |
| Run 9 | $8.6 \pm 0.2$ | $2.08 \pm 0.06$ |
| Average (weighted) | $8.4 \pm 0.5$ | $2.03 \pm 0.11$ |
| Average with increased error as an estimate of possible systematic errors | $8.4 \pm 0.8$ | $2.03 \pm 0.20$ |

a. The values of $B$ listed here for runs 5 through 7 are about $5 \%$ higher than those of Figs. 59 through 61 for two reasons: (a) The signal generator was found to be oscillating at 41 cps rather than 40 cps (the second signal generator was also $2.5 \%$ fast, because it is set to agree with the first); this implies a $2.5 \%$ increase in the values of $1 / \tau$ in the figures, which were plotted using the uncorrected values. (b) An absolute density-measurement recalibration reduced the values of the density in the figures by $2.5 \%$. As a result of (a), the values of A given in the figures should be increased by $2.5 \%$. These corrections were made and the signal generator recalibrated before run 9.

The errors for each run are standard deviations of external consistency obtained from statistical considerations alone. The standard deviation for the average is $\sum_{i=1}^{m}\left(\sigma_{i}-\bar{\sigma}\right)^{2} / n(n-1)$, where $n$ is . the number of cross sections to be averaged.

Table IX. Summary of $\mathrm{Rb}^{87}$-Cs ${ }^{133}$ total spin-exchange

| Experiment and reference | $\begin{gathered} \dot{B}_{E 1}=\iint\left\|f_{t}-f_{s}\right\|_{E 1}^{2} d \Omega v_{E 1} f\left(v_{E 1}\right) d^{3} v_{E 1} / 4 \\ \left(10^{-10} \mathrm{~cm}^{3} \mathrm{sec}^{-1}\right) \text { at } 78 \pm 5^{\circ} \mathrm{C} \end{gathered}$ | $\begin{gathered} \sigma=\mathrm{B} / \bar{v}_{\mathrm{E} 1} \\ \left(10^{-14} \mathrm{~cm}^{2}\right) \end{gathered}$ |
| :---: | :---: | :---: |
| Grossetête - 25 |  | $2.1 \pm 0.4$ |
| This experiment (Gibbs and Hull) | $\mathrm{t}^{\text {a }}$ |  |

Run 8
$8.21 \pm 0.19$
$2.18 \pm 0.05$
Value including
$8.2 \pm 1.2$
$2.18 \pm 0.31$
possible systematic errors
a. The value of B listed here is about $2.5 \%$ higher than that of Fig. 64, because the signal generators were found to be oscillating approximately $2.5 \%$ faster than recorded, and the times determined by them were used to determine the $1 / \tau^{\prime}$ s of the figure.
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Fig. 61. Summary of run $\# 7(2 / 4 / 65) \mathrm{Rb}^{87}-\mathrm{Rb}^{87}$ spin-exchange cross-section measurement by hyperfine pumping. $1 / \tau=\mathrm{A}+\mathrm{Bn} ; \mathrm{A}=5.57 \pm 0.22 \mathrm{sec}^{-1} ; \mathrm{B}=(8.17 \pm 0.18) \times 10^{-10} \mathrm{~cm}^{3} / \mathrm{sec}$.
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Fig. 62. Summary of run $\# 9(3 / 23 / 65) R b^{87}-R b^{87}$ spin-exchange cross-section measurement by hyperfine pumping. $1 / \tau=A+B n ; A=3.35 \pm 0.27 \mathrm{sec}^{-1} ; B=(8.60 \pm 0.23) \times 10^{-1} 0^{\mathrm{cm}} 3 / \mathrm{sec}$.
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Fig. 63. The physics department 1620 computer which was used to analyze much of the data. Professor Howard Shugart is in the center, Dr. Robert Hull on the right.
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Fig. 64. Summary of run \#8(2/13-14/65) Rb 87 -Cs 133 spin-exchange cross-section measurement by hyperfine pumping. $1 / \tau=\mathrm{A}+\mathrm{Bn} ; \mathrm{A}=13.13 \pm 0.09 \mathrm{sec}^{-1} ; \mathrm{B}=(8.01 \pm 0.18) \times 10^{-10} \mathrm{~cm}^{3} / \mathrm{sec}$.
and the occurrence of the take-data pulse over a reasonable range of a few tenths of a millisecond. The more troublesome problems of the Kerr cell and detector have presumably been adequately solved. Consequently, the standard deviations by external consistency for $1 / \tau$ as determined by the least-squares fit of the relaxation data are used, and generally range from 0.5 to $2 \%$ of $1 / \tau$.

A subtle systematic error could be introduced by a wall relaxation process with a rate proportional to the alkali density as proposed recently be Berg for the atomic hydrogen maser. ${ }^{74}$ It is believed that such is not the case here because: (a) the observed relaxation rate appears to be dominated by effusion from the cell into the sidearms (see IVB), (b) the results for the two cells of different size are consistent, and (c) the results are consistent from day to day.

The analysis of the data then indicates that

$$
\sigma_{\mathrm{Rb}} 87-\mathrm{Rb}^{87}=(2.03 \pm 0.20) \times 10^{-14} \mathrm{~cm}^{2}
$$

where the $10 \%$ standard deviation is assigned as a reasonable estimate of possible systematic errors. Similarly

$$
\sigma_{\mathrm{Rb}^{87}-\mathrm{Cs}^{133}}=(2.18 \pm 0.31) \times 10^{-14} \mathrm{~cm}^{2}
$$

where the $14 \%$ error includes an assigned $10 \%$ systematic error and a $10 \%$ uncertainty in the Cs lifetime.

## IV. RELAXATION TRANSIENTS

IN ZEEMAN OPTICAL PUMPING EXPERIMENTS
A. Introduction

The experimental apparatus for the Zeeman pumping experiments is essentially the same as that described in PartIII for the hyperfine experiment. The hyperfine filter is removed and a filter to eliminate the $D_{2}$ line inserted. Care is taken to equalize the hyperfine components of the $D_{1}$ line. The transmitted light signal with the static field perpendicular to the optical axis (condition for no Zeeman polarization) is usually subtracted from the signal with the field parallel in order to eliminate the effects of slow drifts, detector imperfections, etc.

Section IVB contains a few results of non-spin-exchange relaxation data. Section IVC gives an illustrative example of the effect of spin exchange upon the transients, and demonstrates the importance of the nuclear spin in analyzing such an experiment.

## B. Non-Spin-Exchange Relaxation of the Electronic Longitudinal Polarization

In subsection IIB. 3 mechanisms for relaxation of the polarization were described and in IIC the signal was found to be the sum of two exponentials in general (see Eqs. (76)-(80)). In section IIIA the hyperfine polarization was found to relax as a single exponential (see Eqs. (134)-(135)). Figure 65 displays data for both Zeeman and hyperfine transient experiments with the same conditions in the resonance cell. The Zeeman signal is seen to be a single exponential, to an excellent approximation. This implies that the electron relaxation time $T_{1}^{\prime}$ is very long or that one of the coefficients in (76) vanishes. But the latter is unlikely since, for complete polarization, the coefficients are $4 / 7$ and $3 / 7$. Complete polarization should be approached, since
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Fig. 65. Zeeman (solid circles) and hyperfine (open circles) pumping relaxation curves for the same conditions in the resonance cell. The hyperfine data (from tape $754, \tau=139 \pm 9$ ) do not extrapolate to 1.0 because the sag effect was not properly nulled. The sag effect is eliminated from the Zeeman data (tape 749, $\tau=267 \pm 18$ ) by the manner in which they were taken. The data were taken $3 / 26 / 65$ with the Rb 87 sidearm at $28^{\circ} \mathrm{C}$ and the resonance cell at $78^{\circ} \mathrm{C}$.
the pumping time is much shorter than the relaxation time. Assuming $\mathrm{T}_{1}^{\prime}$ to be sufficiently long, the hyperfine relaxation time reduces to $1 / \tau=1 / T_{1}^{\prime \prime}+1 / T_{S 1_{-1}^{\circ}}$ A density measurement was made and $1 / T_{S 1}$ found to be $4.6 \mathrm{sec}^{-1}$ by using the cross section from Part III. Then with $1 / T=7.17$, from Fig. 65, $T_{1}^{14} \approx 380$ msec. With $T_{1}^{1} \approx \infty$ and. for a single species, the Zeeman signal is a single exponential with characteristic time $T_{1}^{\prime} \mathrm{T}_{1}^{\prime \prime} /\left(\mathrm{T}_{1}+\mathrm{T}_{1}^{\prime \prime}\right)$; then $\mathrm{T}_{1} \approx 890 \mathrm{msec}$.

These data were taken in a $1 \times 2 \times 2-i n$. cell with two narrow seal-offs leading to sidearms. What diameter, d, must the seal-offs have to yield a uniform relaxation time of 380 msec ? Atoms leave the cell at a rate $n \bar{v} A / 4$, where $A$ is the area of the openings. Then $T_{1}^{\prime \prime} \approx 4 V / A \bar{v}$, where $V$ is the volume of the cell. For two sidearms the diameter of each must be about 1 mm ; the seal-offs used appear to have a diameter approximately that large.

The relaxation time for the 2 -in. cubical cell of runs 5-7 has been described in IIIC.5. In summary, after the cell had been baked for several hours at $110^{\circ} \mathrm{C}$ the Zeeman pumping relaxation time always returned to about 140 msec , and was represented well by a single exponential ( $T_{1}^{;} \approx \infty$ ). From Figs. 59 through 61, $T_{1}^{\prime \prime} \approx 1 / \mathrm{A} \approx 180 \mathrm{msec}$; then $T_{1} \approx 625 \mathrm{msec}$. The smaller value of $\mathrm{T}_{1}^{\prime \prime}$ in the larger cell results from much larger seal-offs between the sidearms and cell. As discussed in IIIC.5, the relaxation time is shortened by exposing the cell to high densities for long periods of time. In one case $\mathrm{T}_{1}^{\prime \prime} \approx 45$ msec, with $\mathrm{T}_{1}$ and $\mathrm{T}_{1}^{\prime}$ too much longer than $\mathrm{T}_{1}^{\prime \prime}$ to be deduced. In this case the relaxation is still apparently uniform even though effusion from the cell can no longer account for it. Perhaps the atoms are disoriented by sticking for a long time to small surface imperfections caused by interactions of the Rb atoms with, for example, impurities in the coating. It is believed that the relaxation is not the result of large deposits of Rb in the cell, since a reduction in sidearm temperature is immediately followed by a reproducible reduction in density. The $140-\mathrm{msec}$ time achieved by melting and resolidifying
the coating and attributed to effusion is thought not to result from wall imperfections, because these would be expected to be different after each melting.

This discussion of the relaxation times occurring in the Zeeman experiment should reemphasize the advantage of the hyperfine experiment, in which a single time characterizes all the mechanisms under all conditions, for measuring spin-exchange cross sections. Of course, an atomic beam experiment should eliminate all relaxation problems.

## C. Experimental Confirmation of the Importance of the Nuclear Spin in the Relaxation of the Electronic Longitudinal Polarization <br> by Spin Exchange

Figure 66 demonstrates a relaxation curve of $\mathrm{Rb}^{87}\left(I_{1}=3 / 2\right)$ polarization dominated by spin exchange with Cs ${ }^{133}$. Before the Cs was introduced the relaxation was represented well by a single exponential of characteristic time of about 400 msec . As in IVB, contamination of the cell by the Cs atoms would be expected to reduce the relaxation time, but not to change the single-exponential character of the decay. The data points of Fig. 66 were least-squares-fitted to Eq. (76) with $T_{1}^{\prime}=\infty$ (see IVB); the results are $1 / T_{1}+1 / T_{1}^{\prime \prime}=1 / 300$ $\mathrm{msec}^{-1}$ and $\mathrm{T}_{\mathrm{E} 1}=25.7 \mathrm{msec}$. Unfortunately no density measurement was made, which prevents the deduction of a cross section. Several curves were taken as the density of Cs was increased; a gradual transition from a ratio of time constants almost equal to unity (i.e., very close to a single exponential) to a ratio of about 6 for the highest density reached was observed (theoretically a ratio of 8 should be obtainable for $T_{E 1}$ much shorter than the other times). If the nuclear spin were neglected in the analysis, a single exponential would have been predicted, in direct contradiction with the experimental data.

Grossetête has used the Zeeman pumping technique to estimate the $\mathrm{Rb}-\mathrm{Cs}$ cross section and confirm Eq. (76), derived independently by her. 25,33
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Fig. 66. The relaxation of the $\mathrm{Rb}^{87}$ electronic longitudinal polarization when dominated by spin exchange with Cs 133. The curve would be a single exponential if the nuclear spin were unimportant. The solid curves are the theoretical best-fit $F$ to the data and the contributions $G$ and H from each of the exponentials. The data were taken with the cell and Cs at $50^{\circ} \mathrm{C}$ and the Rb 87 sidearm at $22^{\circ} \mathrm{C}$; average of tapes 215 through $221,6 / 11 / 64$.

## V. SUMMARY AND CONCLUSIONS

The theoretical calculations of Part II apply to Zeeman optical pumping experiments, with equal-intensity circularly polarized hyperfine components in the incidentlight, performed in weak magnetic fields. The solution for the Franzen-type transient experiment is given in Eq. (76). It is applied to the interpretation of non-spin-exchange relaxation data in IVB. In IVC experimental verification of the importance of the nuclear spin in the analysis is presented. Equation (93) is the theoretical expression for the Dehmelt-type steady-state experiment in the limit of low light intensity. It predicts that the nuclear spins are essential to the analysis if correct cross sections are to be deduced (except in the special case of relaxation by electron randomization only). Experimental confirmation of that equation has not been made.

Part III describes precise measurements of spin-exchange cross sections employing a transient hyperfine optical pumping experiment in which nuclear spin effects are unimportant. The alkali vapor density is determined by using a scanning Fabry-Perot interferometer. The techniques, problems, and results are discussed in detail.

The importance of the spin-exchange process is discussed in Part I. The primary motivation for accurate measurements of the cross sections is to aid in the study of interatomic potentials and to check the treatment of the dynamics of the scattering process. The cross sections reported here and elsewhere indicate that the Rb and Cs cross sections are close to $2 \times 10^{-14} \mathrm{~cm}^{2}$. This is many times the geometrical cross section, as expected, since the interaction distance is a molecular rather than an atomic radius (recall the crude estimate in IA). Glassgold and Lebedeff ${ }^{8}$ have extended the semiclassical theory of Purcell and Field, ${ }^{4}$ and predict that the spin-exchange cross section is proportional to

$$
\begin{equation*}
\sigma_{0}^{2} \epsilon_{0}^{1 / 3} \tag{177}
\end{equation*}
$$

where $\sigma_{0}$ and $\epsilon_{0}$ are the parameters in the Lennard-Jones potential

$$
\begin{equation*}
V(r)=4 \epsilon_{0}\left[\left(\sigma_{0} / r\right)^{12}-\left(\sigma_{0} / r\right)^{6}\right] \tag{178}
\end{equation*}
$$

for the singlet case. Here $\dot{\sigma}_{0}$, the equilibrium separation, is about $1 \mathrm{~A}^{0}$ for $\mathrm{H}_{2}$ and about $4 \mathrm{~A}^{0}$ for $\mathrm{Rb}_{2}$ and $\mathrm{Rb}-\mathrm{Cs}$. The potential depths $\epsilon_{0}$ are about 4.5 eV for $\mathrm{H}_{2}$ and 0.5 eV for $\mathrm{Rb}_{2}$ and $\mathrm{Rb}-\mathrm{Cs} .{ }^{2}$ Glassgold and Lebedeff obtain reasonably good agreement between their estimate of the $\mathrm{H}-\mathrm{H}$ cross section (obtained by adjusting the PurcellField result) and the experimental value $4\left(8.0 .8 \pi a_{0}^{2}\right)=0.28 \times 10^{-14} \mathrm{~cm}^{2}$, of Hildebrandt et al. ${ }^{26}$ Assuming the cross section to vary as in (177), one would then expect for $R b-R b$ collisions a cross section of $\approx 2 \times 10^{-14} \mathrm{~cm}^{2}$, which is in excellent agreement with the value measured here. Also, in agreement with (177) and the approximate values of $\epsilon_{0}$ and $\sigma_{0}$, the $R b^{87}-\mathrm{Rb}^{87}$ and $\mathrm{Rb}^{87}-\mathrm{Cs}^{133}$ cross sections are roughly equal.

Glassgold and Lebedeff emphasize that their extension of the Purcell-Field model ignores the triplet potential, which they found by exact calculations to play an important role in determining the character of the scattering. Perhaps a more detailed investigation would permit the extraction of triplet potential parameters from the existing singlet potential information and the cross sections reported here.
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## APPENDICES

## I. Justification for Neglecting One of the Self-Exchange Terms

Appendix I compares the quantities

$$
\begin{equation*}
I_{1}=\int\left|f_{t}(\theta)-f_{s}(\theta)\right|^{2} \mathrm{~d} \Omega \tag{A-1}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=\int 2 \operatorname{Re}\left(f_{t}^{*}(\theta)-f_{s}^{*}(\theta)\right)\left(f_{t}(\pi-\theta)-f_{s}(\pi-\theta)\right) \mathrm{d} \Omega, \tag{A-2}
\end{equation*}
$$

which appear in (59). The author wishes to thank Dr. Sergje Lebedeff for outlining the following estimate.

Recall that ${ }^{8}$

$$
\begin{equation*}
f_{n}(\theta)=(1 / 2 i k) \sum_{\ell=0}^{\infty}(2 \ell+1)\left(\exp \left(2 i \delta_{\ell, n}\right)-1\right) P_{\ell}(\cos \theta), \tag{A-3}
\end{equation*}
$$

where $n$ refers to $t$ for triplet or $s$ for singlet. Using the orthogonality properties of the Legendre polynomials, one finds

$$
\begin{equation*}
I_{1}=\left(4 \pi / k^{2}\right) \sum_{\ell}(2 \ell+1) \sin ^{2}\left(\delta_{\ell, t^{-}} \delta_{\ell, s}\right) \tag{A-4}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=\left(8 \pi / k^{2}\right) \sum_{\ell}(-)^{\ell}(2 \ell+1) \sin ^{2}\left(\delta_{l, t^{-}} \delta_{l, s}\right) . \tag{A-5}
\end{equation*}
$$

In order to proceed with the calculation, one needs a model for estimating the phase shifts. Glassgold and Lebedeff ${ }^{8}$ have found that cross sections predicted by the Purcell-Field model ${ }^{4}$ agree with the results of "exact" calculations to within a factor of 2. The PurcellField model divides all collisions into two classes: weak collisions $\left(\ell>\ell_{0}\right)$ for which there is no exchange and $\left\langle\sin ^{2}\left(\delta_{\ell, t}-\delta_{\ell, s}\right)\right\rangle=0$, and strong collisions ( $\ell<\ell_{0}$ ) for which $\delta_{\ell, \mathrm{t}}{ }^{-} \delta_{\ell, \mathrm{s}}$ is large and random, with the result that $\sin ^{2}\left(\delta_{\ell, t^{-}} \delta_{\ell, \mathrm{s}}\right)$ averages to $1 / 2$. Then

$$
\begin{equation*}
I_{1} \rightarrow\left(2 \pi / k^{2}\right) \sum_{\ell=0}^{\ell_{0}}(2 \ell+1)=\left(2 \pi / k^{2}\right)\left(\ell_{0}+1\right)^{2}, \tag{A-6}
\end{equation*}
$$

$$
\begin{equation*}
I_{2} \rightarrow\left(4 \pi / k^{2}\right) \quad \sum_{\ell=0}^{\ell_{0}}(-)^{\ell}(2 \ell+1)=\left(4 \pi / k^{2}\right)(-)^{\ell_{0}}\left(\ell{ }_{0}+1\right) \tag{A-7}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{I}_{2} / \mathrm{I}_{1} \approx 2(-)^{\ell} /\left(\ell_{0}+1\right) \tag{A-8}
\end{equation*}
$$

For a Lennard-Jones potential of range $\sigma$ and depth $\epsilon$, the range of the strong collisions is approximately ${ }^{8}$

$$
\begin{equation*}
\mathbf{r}_{0}=\sigma\left\{\frac{1}{5}\left[1-\left(1-5 \mathrm{~K}_{0} / 4\right)^{1 / 2}\right]\right\}^{-1 / 6} \tag{A-9}
\end{equation*}
$$

and

$$
\begin{equation*}
\ell_{0}+1 / 2=\operatorname{kr}_{0}\left\{\frac{6}{5}\left[1+\left(2 / 5 \mathrm{~K}_{0}\right)\left(1-\sqrt{\left.1-5 \mathrm{~K}_{0} / 4\right)}\right]\right\}^{1 / 2}\right. \tag{A-10}
\end{equation*}
$$

where $K_{0}=E / \epsilon, E=\hbar^{2} k^{2} / 2 \mu$ is the kinetic energy in the center-of-mass system, and $\mu$ is the reduced mass. At room temperature, for $\mathrm{Rb}^{87}-\mathrm{Rb}^{87}$ collisions, $\mathrm{E} \approx 0.025 \mathrm{eV}, \epsilon \approx 0.5 \mathrm{eV}, \sigma \approx 4 \mathrm{~A} \approx 7.6 \mathrm{a}_{0}$, then $K_{0} \approx 0.05 \ll 1$. Therefore, $r_{0} \approx \sigma\left(8 / K_{0}\right)^{1 / 6}$ and $\ell_{0}+1 / 2 \approx \sqrt{3 / 2} \mathrm{k} \sigma\left(8 / \mathrm{K}_{0}\right)^{1 / 6}$,

$$
\begin{aligned}
& \left(k a_{0}\right)^{2}=\frac{\mu}{m_{e}}\left(\frac{E}{\hbar^{2} / 2 m_{e^{a}}^{2}}\right)=\frac{87}{2}(1836)\left(\frac{0.025}{13.6}\right) \\
& k a_{0} \approx 12 \\
& \ell_{0} \approx 260
\end{aligned}
$$

and

$$
\begin{equation*}
I_{2} / I_{1} \approx 0.8 \% \tag{A-11}
\end{equation*}
$$

Thus for $\mathrm{Rb}^{87}-\mathrm{Rb}^{87}$ collisions the interference term in (59) should be small compared with the other terms, and can be neglected to a good approximation.

## II. Simplification of the Rate Equations in the Limit of Low Light Intensity

The absorption, reemission, and exchange terms of (63) are found in the limit of low light intensity, i.e., for $\pi_{F_{1}} M_{1} \ll p / 2\left(2 I_{1}+1\right)$. A. Absorption and Reemission

With

$$
\begin{equation*}
\mathrm{LP}_{\mathrm{F}_{1} \mathrm{M}_{1}} \approx \operatorname{Lp} / 2\left(2 \mathrm{I}_{1}+1\right), \tag{A-12}
\end{equation*}
$$

then

$$
\begin{equation*}
\left(\dot{\mathrm{P}}_{ \pm}\right)_{\mathrm{Abs}} \approx 2 \mathrm{LC} \sum_{\mathrm{M}_{1}} \mathrm{M}_{1}^{2} /\left(2 \mathrm{I}_{1}+1\right)^{3} . \tag{A-13}
\end{equation*}
$$

Now consider the reemission term of (63). Equation (20) becomes, in the limit of low light intensity, i.e., for (A-12),

$$
\begin{equation*}
m_{J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}} \approx \frac{p}{2\left(2 I_{1}+1\right)} \sum_{F_{1}} P^{\prime}\left(F_{1} M_{1}^{\prime}-1, J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}\right) \delta_{J_{1}^{\prime}}, 1 / 2 \tag{A-14}
\end{equation*}
$$

Then (19) indicates that the excited-state populations ${ }^{n_{J_{1}^{\prime}}^{\prime}} F_{1}^{\prime} M_{1}^{\prime}$ are independent of the deviations $\pi_{F_{1}} M_{1}$ of the ground-state populations from $p / 2\left(2 I_{1}+1\right)$, to first order in $L$. Therefore, in general, in order to include excited-state mixing of any amount and by any process,

$$
\begin{equation*}
\left(\dot{\mathrm{P}}_{ \pm}\right)_{\mathrm{Abs}+\mathrm{Re}} \approx\left[2 \mathrm{C} \sum_{\mathrm{M}_{1}} \mathrm{M}_{1}^{2} /\left(2 \mathrm{I}_{1}+1\right)^{3}\right] \mathrm{L}_{ \pm} . \tag{A-15}
\end{equation*}
$$

The quantities

$$
\begin{equation*}
L_{ \pm}=L\left[1 \pm \frac{\left(2 I_{1}+1\right)^{2}}{C p} \sum_{M_{1}} M_{1}^{2} \sum_{J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}}\left(\frac{\mathrm{n}_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}}{L}\right) \sum_{M_{1}} M_{1} P^{\prime \prime \prime}\left(J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}, F_{1} M_{1}\right) / \tau J_{1}^{\prime}\right] \tag{A-16}
\end{equation*}
$$

are independent of the ground-state populations to first order in $L$. For complete mixing within each $J_{1}^{\prime}$ level,

$$
n_{J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}}=n_{J_{1}^{\prime}} /\left(2 J_{1}^{\prime}+1\right)\left(2 I_{1}+1\right) ; n_{J_{1}^{\prime}}=\sum_{F_{1}^{\prime} M_{1}^{\prime}} n_{J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}}
$$

one has $L_{ \pm}=L$, since $\sum_{M_{1}^{\prime}} P^{\prime \prime}\left(J_{1}^{\prime} F_{1}^{\prime} M_{1}^{\prime}, F_{1} M_{1}\right)$ is independent of $M_{1}$ and

$$
\sum_{M_{1}} M_{1}=0
$$

Equations (A-15) become, if one uses Table X,

$$
\begin{align*}
& \left(\dot{P}_{+}\right)_{A b s+R e}=\left(2 I_{1}+2\right)\left(2 \mathrm{I}_{1}+3\right) \mathrm{L}_{+} \mathrm{C} / 6\left(2 \mathrm{I}_{1}+1\right)^{2},  \tag{A-17}\\
& \left(\dot{\mathrm{P}}_{-}\right)_{\mathrm{Abs}+\mathrm{Re}}=\left(2 \mathrm{I}_{1}-1\right) 2 \mathrm{I}_{1} \mathrm{~L}_{-} \mathrm{C} / 6\left(2 \mathrm{I}_{1}+1\right)^{2} \tag{A-18}
\end{align*}
$$

B. Cross Exchange

Equations (81) and (82) in (44) yield, to first order in L,

$$
\begin{gather*}
\left(\dot{P}_{F_{1}}\right)=-3 P_{F_{1}} / 4 T_{E 1}+\left(1 / 4 T_{E 1}\right) \sum_{F_{1}^{\prime}} \Delta\left(F_{1}, F_{1}^{\prime}\right) \sum_{M_{1}^{\prime}=-F_{1}^{\prime}}^{F_{1}^{\prime}} \frac{\pi_{F_{1}^{\prime} M_{1}^{\prime} M_{1}^{\prime} \Gamma\left(F_{1}, F_{1}^{\prime}\right)}^{2\left(F_{1}-I_{1}\right)\left(I_{1}+1 / 2\right) p}}{+\frac{1}{2\left(F_{1}-I_{1}\right)\left(2 I_{1}+1\right)^{2} T_{E 1}{ }^{d}} \sum_{F_{1}^{\prime} M_{1}^{\prime}}^{F_{2} M_{2}}} \begin{array}{c}
M_{1}^{\prime}\left(\delta_{F_{2}^{\prime} M_{2}^{\prime}} \delta_{F_{2}} M_{2}\right) W\left(I_{1} I_{2} F_{1} M_{1} F_{2} M_{2} F_{1}^{\prime} M_{1}^{\prime} F_{2}^{\prime} M_{2}^{\prime}\right),
\end{array} \quad(A-19)
\end{gather*}
$$

where $\Delta\left(F_{1}, F_{1}^{\prime}\right)$ is defined by (5), $\Gamma\left(F_{1}, F_{1}^{\prime}\right)$ by (30), and

$$
\begin{align*}
& W\left(I_{1} I_{2} F_{1} M_{1} F_{2} M_{2} F_{1}^{\prime} M_{1}^{\prime} F_{2}^{\prime} M_{2}^{\prime}\right)= \\
& \frac{\Delta\left(F_{1}, F_{1}^{\prime}\right) \Delta\left(F_{2}, F_{2}^{\prime}\right)}{4} \sum_{q}\left(\begin{array}{ccc}
F_{1}^{\prime} & 1 & F_{1} \\
-M_{1}^{\prime} & q & M_{1}
\end{array}\right)^{2}\left(\begin{array}{ccc}
F_{2}^{\prime} & 1 & F_{2} \\
-M_{2}^{\prime} & -q & M_{2}
\end{array}\right)^{2}=W . \tag{A-20}
\end{align*}
$$

Table XI is useful in evaluating the second term in (A-19).

| Table X. Values of $\sum_{M_{1}=-F_{1}} M_{1}^{2}$. |  |
| :---: | :---: |
| $\mathrm{F}_{1}$ | Values |
| $\mathrm{I}_{1}+1 / 2$ | $\left(2 \mathrm{I}_{1}+1\right)\left(2 \mathrm{I}_{1}+2\right)\left(2 \mathrm{I}_{1}+3\right) / 12$ |
| $I_{1}-1 / 2$ | $\left(2 I_{1}-1\right) 2 I_{1}\left(2 I_{1}+1\right) / 12$ |

Table XI. Values of $\left(2 I_{1}+1\right)^{2} \Gamma\left(F_{1}, F_{1}^{\prime}\right) \Delta\left(F_{1}, F_{1}^{\prime}\right)$.

| $F_{1}$ | $F_{1}^{\prime}$ |
| :---: | :---: |
| $I_{1}+1 / 2$ |  |
| $I_{1}-1 / 2$ | $4 I_{1}^{2}+8 I_{1}-1$ |

To evaluate the last term, interchange $F_{2},-M_{2}$ and $F_{2}^{\prime} M_{2}^{\prime}$ :

$\sum_{\mathrm{F}_{1}^{\prime} \mathrm{M}_{1}^{\prime}}^{\mathrm{F}_{2} \mathrm{M}_{2}} \mathrm{M}_{1} \delta_{\mathrm{F}_{2}^{\prime} \mathrm{M}_{2}^{\prime}} \mathrm{W}=\sum_{\mathrm{F}_{1}^{\prime} \mathrm{M}_{1}^{\prime}}^{\mathrm{F}_{2}^{\prime} \mathrm{M}_{2}^{\prime}}$| $\mathrm{F}_{2} \mathrm{M}_{2}$ |
| :---: |
| $\mathrm{M}_{1}$ |
| $\mathrm{~F}_{2}^{\prime} \mathrm{M}_{2}^{\prime} \delta_{\mathrm{F}_{2},-\mathrm{M}_{2}} \mathrm{~W}, ~$ |
| $\mathrm{M}_{1}$ |

by Edmonds' (3.7.5). Table XII contains the values of a quantity $a\left(F_{1}, F_{1}^{\prime}, q\right)$ arising in the above sums; then,

$$
\begin{align*}
\sum M_{1} \delta_{F_{2} M_{2}} W & =\sum_{F_{2} M_{2}} \delta_{F_{2} M_{2}} \sum_{F_{1}^{\prime} F_{2}^{\prime}} \frac{a\left(F_{1}, F_{1}^{\prime}, q\right) a\left(F_{2}, F_{2}^{\prime},-q\right) M_{1}}{4\left(2 I_{1}+1\right)^{2}\left(2 I_{2}+1\right)^{2}}(A-22) \\
& =\frac{16\left(F_{1}-I_{1}\right) \sum_{M_{1}} M_{1}^{2}}{\left(2 I_{1}+1\right)\left(2 I_{2}+1\right)} \sum_{F_{2} M_{2}}\left(F_{2}-I_{2}\right) M_{2} \delta_{F_{2} M_{2}} \quad(A-23) \tag{A-23}
\end{align*}
$$

Table XII. Values of $a\left(F_{1}, F_{1}^{\prime}, q\right)=\left(2 I_{1}+1\right)^{2} \Delta\left(F_{1}, F_{1}^{\prime}\right) \sum_{M_{1}^{\prime}}\left(\begin{array}{ccc}F_{1}^{\prime} & 1 & F_{1} \\ -M_{1}^{\prime} & q & M_{1}\end{array}\right)^{2}$


Substituting (81) into (13), one has

$$
\begin{gather*}
P_{F_{1}}=2\left(F_{1}-I_{1}\right) \sum_{M_{1}=-F_{1}}^{F_{1}} M_{1} \pi_{F_{1}} M_{1} /\left(I_{1}+1 / 2\right) p  \tag{A-24}\\
D_{F_{2}}=2\left(F_{2}-I_{2}\right) \sum_{M_{2}=-F_{2}}^{F_{2}} M_{2} \delta_{F_{2} M_{2}} /\left(I_{2}+1 / 2\right) d . \tag{A-25}
\end{gather*}
$$

Equations (A-24) and (A-25) in(A-19) with (A -21) and (A-23) gives

$$
\begin{align*}
& \left(\dot{\mathrm{P}}_{+}\right)_{E} \approx \frac{\left(2 \mathrm{I}_{1}+2\right)\left(2 \mathrm{I}_{1}+3\right)}{6\left(2 \mathrm{I}_{1}+1\right)^{2} \mathrm{~T}_{\mathrm{E} 1}}\left(\mathrm{D}_{+}+\mathrm{D}_{-}-3 \mathrm{P}_{-}\right)-\frac{\left(2 \mathrm{I}_{1}^{2}+\mathrm{I}_{1}+1\right)}{\left(2 \mathrm{I}_{1}+1\right)^{2} \mathrm{~T}_{\mathrm{E} 1}} \mathrm{P}_{+}  \tag{A-26}\\
& \left(\dot{\mathrm{P}}_{-}\right)_{E} \approx \frac{2 \mathrm{I}_{1}\left(2 \mathrm{I}_{1}-1\right)}{6\left(2 \mathrm{I}_{1}+1\right)^{2} \mathrm{~T}_{\mathrm{E} 1}}\left(\mathrm{D}_{+}+\mathrm{D}_{-}-3 \mathrm{P}_{+}\right)-\frac{\left(2 \mathrm{I}_{1}^{2}+3 \mathrm{I}_{1}+2\right) \mathrm{P}_{-}}{\left(2 \mathrm{I}_{1}+1\right)^{2} \mathrm{~T}_{\mathrm{E} 1}} \tag{A-27}
\end{align*}
$$

C. Self Exchange

Examination of (63) reveals

$$
\left(\dot{\mathrm{P}}_{ \pm}\right)_{\mathrm{S} 1}=\left.\left(\dot{\mathrm{P}}_{ \pm}\right)_{\mathrm{E}}\right|_{\begin{array}{l}
\mathrm{D}_{ \pm}=\mathrm{P}_{ \pm}  \tag{A-28}\\
\mathrm{T}_{\mathrm{E} 1}=\mathrm{T}_{\mathrm{S} 1}
\end{array}} \approx \frac{-2 \mathrm{I}_{1}\left(2 \mathrm{I}_{1}-1\right) \mathrm{P}_{+}}{3\left(2 \mathrm{I}_{1}+1\right)^{2} \mathrm{~T}_{\mathrm{S} 1}}-\frac{\left(2 \mathrm{I}_{1}+2\right)\left(2 \mathrm{I}_{1}+3\right) \mathrm{P}}{3\left(2 \mathrm{I}_{1}+1\right)^{2} \mathrm{~T}_{\mathrm{S} 1}}
$$

in the limit of low light intensity.

## III. Expression of the Population Differences in Terms of the Polarizations in the Limit of Complete Mixing

In this appendix it is shown that $\pi_{F_{1}} M_{1}=M_{1} \pi_{F_{1}}$ in equilibrium if there is complete mixing in the excited state. Since this proof is of interest in connection with the experiment of Anderson and Ramsey, ${ }^{22}$ in which a single species is present, set $T_{E 1}=\infty$ in (1). Substituting (81) into (1), one finds, with the aid of the discussions of the various terms given in Section IIB,

$$
\begin{equation*}
\dot{\pi}_{F_{1} M_{1}}=a\left(F_{1}\right) M_{1}+\beta\left(F_{1} M_{1}\right) \pi_{F_{1}} M_{1}+\sum_{F_{1}^{\prime} M_{1}^{\prime}} \gamma\left(F_{1}^{\prime} M_{1}^{\prime}, F_{1} M_{1}\right) \pi_{F_{1}^{\prime}} M_{1}^{\prime}=0 \tag{A-29}
\end{equation*}
$$

where $\beta\left(F_{1},-M_{1}\right)=\beta\left(F_{1}, M_{1}\right)$ and $\gamma\left(F_{1}^{\prime},-M_{1}^{\prime} ; F_{1},-M_{1}\right)=\gamma\left(F_{1}^{\prime} M_{1}^{\prime}, F_{1} M_{1}\right)$.
Then

$$
\begin{align*}
\dot{\pi}_{F_{1},-M_{1}} & =-\left[a\left(F_{1}\right) M_{1}+\beta\left(F_{1} M_{1}\right)\left(-\pi F_{1},-M_{1}\right)\right. \\
& \left.+\sum_{F_{1}^{\prime} M_{1}^{\prime}} \gamma\left(F_{1}^{\prime} M_{1}^{\prime}, F_{1} M_{1}\right)\left(-\pi F_{1}^{\prime},-M_{1}^{\prime}\right)\right]=0 \tag{A-30}
\end{align*}
$$

Comparison of (A-30) with (A-29) reveals $\pi_{F_{1}},-M_{1}=-\pi_{F_{1}} M_{1}$; i. e. , an expansion of $\pi_{F_{1}} M_{1}$ in $M_{1}$ must be odd.

Set $T_{E 1}=\infty$ and $L_{+}=L_{\text {_ (complete mixing) in (83) and (84) and }}$ find, at equilibrium,

$$
\begin{equation*}
P_{-}=\frac{-2 I_{1}\left(2 I_{1}-1\right)}{\left(2 \mathrm{I}_{1}+2\right)\left(2 \mathrm{I}_{1}+3\right)} \frac{\left(\frac{1}{T_{1}^{\prime}}+\frac{1}{T_{S 1}}-\frac{2 I_{1}+1}{2 T_{1}^{\prime \prime \prime}}\right)}{\left(\frac{1}{\mathrm{~T}_{1}^{\prime}}+\frac{1}{T_{S 1}}+\frac{2 \mathrm{I}_{1}+1}{2 \mathrm{~T}_{1}^{\prime \prime \prime}}\right)} P_{+}, \tag{A-31}
\end{equation*}
$$

i. e., $\sum_{M_{1}^{\prime}} M_{1}^{\prime} \pi_{F_{1}^{\prime} M_{1}^{\prime}} \propto \sum_{M_{1}} M_{1} \pi_{F_{1}} M_{1}$ for both values of $F_{1}^{\prime}$. Equation
(83) or (84) can then be written, for equilibrium,

$$
\begin{equation*}
\sum_{M_{1}} M_{1} \pi_{F_{1}} M_{1}=a\left(F_{1}\right) L \sum_{M_{1}} M_{1}^{2} \tag{A-32}
\end{equation*}
$$

where ( $A-15$ ) has been used for the radiation term. Since ${ }^{\pi} F_{1} M_{1}$ must be an odd funtion of $M_{1}$, one has

$$
\begin{equation*}
{ }^{F_{1}} M_{1}=M_{1} \pi_{F_{1}} \tag{A-33}
\end{equation*}
$$

where $\pi_{F_{1}}$ is independent of $M_{1}$. With (A-33) in (A-24),

$$
\begin{equation*}
\pi_{F_{1}}=\frac{\left(I_{1}+1 / 2\right) p P_{F_{1}}}{2\left(F_{1}-I_{1}\right) \sum_{M_{1}} M_{1}^{2}} \tag{A-34}
\end{equation*}
$$

By (A-46), if more than a single line is included in determining $k(v)$, one merely sums over the included states. Examples are:
$\left.\int k(v) d v\right|_{J^{\prime} F^{\prime} \rightarrow J F}=\left(\lambda_{0}^{2} / 8 \pi \tau_{J^{\prime}, J}\right) n_{F^{\prime}}\left(2 J^{\prime}+1\right)\left(2 F^{\prime}+1\right)\left\{\begin{array}{lll}J^{\prime} & F^{\prime} & I \\ F & J & 1\end{array}\right\}^{2} ;(A-51)$
$\left.\int k(v) \mathrm{d} v\right|_{J^{\prime} \rightarrow J F}=\left(\lambda_{0}^{2} / 8 \pi \tau_{J^{\prime}, J}\right) n_{F}\left(2 J^{\prime}+1\right) /(2 J+1) ;$
$\left.\int k(\nu) d \nu\right|_{J^{\prime} \rightarrow J}=\left(\lambda_{0}^{2} / 8 \pi \tau J^{\prime}, J^{\prime}\right) n\left(2 J^{\prime}+1\right) /(2 J+1) ;$
$\left.\int k(v) \mathrm{d} v\right|_{1 / 2 \mathrm{~F}^{\prime} \rightarrow 1 / 2 \mathrm{~F}}=\left(\lambda_{0}^{2} / 8 \pi \tau_{1 / 2,1 / 2}\right) \mathrm{n}_{\mathrm{F}} \Delta\left(\mathrm{F}, \mathrm{F}^{\prime}\right) / 3(2 \mathrm{~F}+1)$,
where the $\Delta\left(F, F^{\prime}\right)$ are given in Table II. Eqs. (A-51), (A-52), and (A-54) are expressible in terms of the total ground-state density $n$ if a Maxwell-Boltzmann distribution is approximated:

$$
\begin{equation*}
n_{F} \approx(2 F+1) n / 2(2 I+1) \tag{A-55}
\end{equation*}
$$

Since the relative intensities of spectral lines are proportional to $\int k(v) d v,(A-50)$ through (A-54) can be used to obtain relative intensities.
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