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Abstract

Energy-efficient and High-bandwidth Density Monolithic Optical Transceivers in Advanced
CMOS Processes

by
Sajjad Moazeni
Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences
University of California, Berkeley

Professor Vladimir Stojanovi¢, Chair

Today’s conventional cloud computing and mobile platforms have been challenged by
the advent of Machine Learning (ML) and Internet of Things (IoT). The performance and
diversity requirements of these applications demand the shift towards hyper-scale data cen-
ters, Exascale high-performance computing (HPC), energy-efficient edge computing, and
new sensing and imaging modalities. My research goal is to design and implement large-
scale and energy-efficient integrated systems that answer these technological changes by
merging state-of-the-art electronics with photonics.

This thesis developes several monolithic photonics platforms in advanced CMOS tech-
nologies that were designed as key enablers for the next-generation of integrated systems:
(1) Using unmodified CMOS in 32/45nm SOI nodes places photonics next to one of the
fastest transistors and enhances integrated system applications beyond the Moore-scaling,
while being able to offload major communication tasks from more deeply-scaled compute and
memory chips without the complications of 3D integration approaches. (2) Poly-silicon based
photonics in bulk CMOS as a path for embedding photonics in the most advanced CMOS
nodes (sub-10nm). We demonstrate system results using these platforms for the immediate
application area of high-performance optical transceivers. We elaborate on the electronic-
photonic co-optimization opportunities on the example of optical interconnect application,
a 40 Gb/s optical transmitter achieving the world record energy and bandwidth density.
Furthermore, we explain how deep insight into details of an advanced CMOS process can
leverage photonic device design, enabling new degrees of freedom in a seemingly constrained
environment. Lastly, we demonstrate the first monolithic integrated photonics platform in
a commercial 300 mm-wafer bulk CMOS technology. We implemented the photonic system-
on-chip (SoC) in this platform for in-situ device characterization and process development,
and demonstrated wavelength division multiplexed (WDM) optical transceivers. These in-
tegrated platforms and system design methodologies can unlock new functionalities in many
applications such as HPC, high-bandwidth wireless connectivity, LIDAR, bio-sensing, etc.
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Chapter 1

Introduction

Today’s conventional cloud computing and mobile platforms have been challenged by the
advent of Machine Learning (ML) and Internet of Things (IoT). The performance and di-
versity requirements of these applications demand hyper-scale data centers and Exascale
high-performance computing (HPC). Powerful HPC was always the major drive force behind
solving complex and large models leading to great scientific discoveries, solving environmen-
tal problems, and inventions in life sciences. Hyper-scale data centers also played important
roles in cloud-computing in many applications and providing global connectivity. Addition-
ally, hyper-scale data centers help us alleviate the energy consumption issue of data centers
as large-scale data centers normally operate with significantly higher energy-efficiency [14].
However, a major hurdle in scaling up data centers and enabling next generations of HPC
is the energy, cost, and areal bandwidth density of optical transceivers.

Figure 1.1a presents the trend of average top 10 supercomputers normalized to year
2010 [1]. These curves show that the improvement of compute power for these last years
was almost solely owing to the boost in the single node compute power caused by massive
parallelization and development of more advanced CMOS nodes. On the other hand, the
network size has not been proportionally increased. As we are approaching the end of Moore’s
law, energy/area enhancements of new CMOS nodes are plateauing and we cannot rely on
a single-node compute power enhancement for long. Furthermore, this significantly slower
trend of the available bandwidth per node relative to the evolution of compute power per node
could not provide the adequate memory resources and data exchange per FLOP (floating
point operation). Consequently, the byte/FLOP ratio has been declining by almost a factor of
6x, while the FLOPs/node metric, which has progressed by nearly 20x (Fig. 1.1b). Smaller
byte/FLOP ratios negatively impacted the parallel efficiency and/or harden the burden on
programmers.

One of major reasons for this stagnation of the network size and performance is the
energy-efficiency and cost of optical transceivers. Today’s silicon photonic optical transceivers
are operating at around 30 pJ/b energy consumption with the cost of $5 /Gbps. These num-
bers are prohibiting us from building the next generations of data centers and HPC. For in-
stance in the case of HPC for reaching to the next milestone of Exascale node (10'® FLOPS)
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Figure 1.1: (a) Evolution of the average top 10 supercomputers normalized to year 2010
(top500—June rankings), (b) Evolution of the top 10 systems average node computer power,
node bandwidth, and resulting byte/flop aspect ratio [1].

by 2020, we need to provide about 40 Pb/s bisection network bandwidth. Supporting this
bandwidth using the existing silicon photonics demands around 6.8 MW electrical power [1]
with the cost of $200 M. Considering the fact that the total projected energy and cost bud-
get for the whole systems is 25 MW and $250 M, respectively, we have to find an alternative
solution to drastically improve the energy and cost of optical modules. Thus, building the
next generations of supercomputer and hyper-scale data centers depends on significant im-
provement in the energy-efficiency, bandwidth density, and cost of optical transceivers for
inter- and intra-rack communication at high-data rates.

Moreover, the advent of computationally intensive applications such as machine learn-
ing (ML) demand larger memory sizes and processor-memory bandwidths (Fig. 1.2). These
memory bandwidth requirements (on the orders of TB/s) were achieved by heterogeneous
packaging of high-bandwidth memories (HBM) with CPU/GPUs on the interposers provid-
ing high-density and ultra-short reach electrical interconnects for processor-memory links
(Fig. 1.3a). However, enough off-chip interconnect bandwidth should be also supported to
provide adequate data for processing. For instance latest Nvidia DGX-2 (Fig. 1.3b) uti-
lizes 16 interconnected GPUs, each demanding 2.4 Th/s off-chip bandwidth via electrical
NVLinks. As these data-rates are also increasing, supporting them via electrical signaling
is becoming more and more challenging due to increased channel losses, limited I/O pins
and allocated power for off-chip communication on CPU/GPUs. Furthermore, these appli-
cations require distributed computation scaling and communication over multiple racks of
such boxes, necessitating efficient optical interconnects. These area and energy-efficient op-
tical interconnects should be realized either through co-packaging or direct integration into
SoC computing chips.

In order to solve the area, energy, and cost efficiency issues of optical transceivers, we
should notice that the electronic-photonic integration platform always sets and limits these
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Figure 1.3: (a) Advanced heterogeneous GPU/CPU packaging (AMD GPU), (b) Emerging
high-performance computing systems (Nvidia DGX-2 supercomputer).

performance metrics. There are two major approaches to merge electronics and photonics;
while hybrid /3D silicon photonics technologies utilize advanced CMOS microelectronics, the
density and parasitic capacitances of interconnection in between electronics and photonics
impacts the performance and energy-efficiency of the final system. On the other hand,
monolithic solutions were all demonstrated in old CMOS nodes (older than 90 nm) leading
to poor energy-efficiency and speed.
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This thesis describes two monolithic photonics platforms in advanced CMOS processes to
solve the above mention trade-off. Starting from the 45 nm, we present how we can implement
a full photonic transmitter in this process without any change or modification (zero-change)
to the original CMOS process. A ring-resonator based 40 Gb/s PAM-4 optical transmitter
has been demonstrated in this platform achieving the energy and bandwidth density world
record by using a novel photonic device configuration (an optical digital-to-analog converter
(ODAC)) and co-optimizing electronic and photonics. To show the extendability of the zero-
change approach to a more complex and advanced CMOS node, we applied our zero-change
scheme to a 32 nm silicon-on-insulator (SOI) CMOS node as well. Here, we will elaborate on
the new opportunities for improving the photonics performance by exploiting new features of
this process. These platforms can be “sweet-spots” for placing photonics monolithically next
to one of the fastest CMOS processes demonstrated so far. Achieving ultra high bandwidth
densities of around 0.5 Th/s/mm? makes these photonic transceivers suitable for in-package
heterogeneous integration with high-performance system-on-chip (SoC).

Finally, we develop a monolithic electronic-photonic platform in a 300 mm-wafer commer-
cial bulk CMOS process for the first time. This milestone opens up the path for embedding
photonics monilithically in sub-32 nm CMOS nodes which are all fabricated in bulk CMOS or
thin-body SOI technologies. Consequently, we can implement monolithic electronic-photonic
SoCs in the most advanced CMOS nodes of sub-32nm. As with the 32/45 nm zero-change
platforms, we are already in the regime that photonics only takes less than 10% of energy
and area, moving to a more advanced CMOS node is the only solution to boost the energy-
efficiency and bandwidth density of the optical transceiver further. Additionally, today’s
high-performance SoCs are mainly fabricated in sub-20nm nodes due to higher transistor
energy-efficiency and densities (>20 MTr/mm?). Thus, our approach can unlock embedding
optical transceivers directly in the CPU/GPU chips by enabling photonics in bulk CMOS
platforms. In doing so, we can alleviate the issue of limited I/O pins of modern SoCs in
addition to achieving energy, area, and cost performance metrics necessary for the future of
computing.

1.1 Thesis Organization and Contributions

Chapter 2 of this thesis provides an overview of micro-ring resonator based optical links and
integrated photonics technologies. We discuss the trade-offs and challenges of electronic-
photonic integration platforms and introduce introduce our zero-change 45nm SOI CMOS
monolithic photonics. Finally, summarize the achieved photonic device performances in that
technology and discuss the importance of energy-efficiency and bandwidth density in optical
transceivers. Parts of this chapter appear in:

e [7] V. Stojanovi¢, R. J. Ram, M. Popovi¢, S. Lin, S. Moazeni, M. Wade, C. Sun,
L. Alloatti, A. Atabaki, F. Pavanello, N. Mehta, and P. Bhargava, “Monolithic Silicon-
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Photonic Platforms in State-of-the-art CMOS SOI Processes,” Optics Express, vol. 15,
no. 19, pp. 11798-11807, 2018

Chapter 3 describes the opportunities of electronic-photonic co-design and co-optimization.
We will introduce an optical digital-to-analog (ODAC) and discuss the implementation
methodology and benefits of this new device. Using this element, we will demonstrate a
multi-level optical transmitter and address the thermal stability issue of micro-rings for
higher-order modulations. Chapter 3 has the following references:

e [15] S. Moazeni, S. Lin, M. Wade, L. Alloatti, R. Ram, M. Popovié¢, and V. Stojanovi¢,
“A 40Gb/s PAM-4 Transmitter Based on a Ring-Resonator Optical DAC in 45nm SOI
CMOS,” (Invited Paper) IEEE Journal of Solid-State Circuits (JSSC), vol. 52, no. 12,
pp. 35033516, Dec 2017

e [16] S. Moazeni, S. Lin, M. T. Wade, L. Alloatti, R. J. Ram, M. A. Popovié¢, and
V. Stojanovié¢, “A 40Gb/s PAM-4 transmitter based on a ring-resonator optical DAC
in 45nm SOI CMOS,” in 2017 IEEE International Solid-State Circuits Conference
(1SSCC), Feb 2017, pp. 486-487

Although CMOS processes seem to be very constrained environments for optical devices,
we can always exploit new features of these platforms to open up the new degrees of freedom
in device design and improve the performance of our devices. Chapter 4 elaborates on
how we extended the zero-change monolithic photonic approach to a more advanced process
node of 32nm and exploited features of this process in our advantage to boost up system’s
performance. While we recently showed microring modulators in this process [17], here we
will demonstrate the full electronic-photonic capabilities and SiGe photodetectors in this
platform as well. This chapter has the following reference:

e [18] S. Moazeni, A. Atabaki, D. Cheian, S. Lin, R. J. Ram, and V. Stojanovi¢,
“Monolithic Integration of O-band Photonic Transceivers in a “Zero-change” 32nm
SOI CMOS,” in 2017 IEEE International Electron Devices Meeting (IEDM), 2017

Zero-change monolithic photonics in 45 /32 nm approach drastically improved the energ-
efficiency and bandwidth density of optical transceivers, however further improvement can
be only done by using more advanced CMOS technologies as we are in the regime where less
than 10% of area/energy consumed by photonics. However, enabling monolithic photonics in
sub-32nm CMOS nodes is challenging and has not been demonstrated so far. In Chapter 5,
we demonstrate a monolithic photonic platform in a 300 mm wafer bulk CMOS process for
the first time. Parts of this chapter appear in:

e [19] A. H. Atabaki*, S. Moazeni*, F. Pavanello*, H. Gevorgyan, J. Notaros, L. Alloatti,
M. T. Wade, C. Sun, S. A. Kruger, H. Meng, K. Al Qubaisi, I. Wang, B. Zhang,
A. Khilo, C. V. Baiocco, M. A. Popovi¢, V. M. Stojanovi¢, and R. J. Ram, “Integrating
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photonics with silicon nanoelectronics for the next generation of systems on a chip,”
Nature, vol. 556, no. 7701, pp. 349-354, 2018

e [20] S. Moazeni*, A. Atabaki*, F. Pavanello®, H. Gevorgyan, J. Notaros, L. Alloatti,
M. T. Wade, C. Sun, S. A. Kruger, H. Meng, K. A. Qubaisi, I. Wang, B. Zhang,
A. Khilo, C. Baiocco, M. A. Popovi¢, R. Ram, and V. Stojanovi¢, “Integration of
Polysilicon-based Photonics in a 12-inch Wafer 65nm Bulk CMOS Process,” in 2017
Fifth Berkeley Symposium on Energy Efficient Electronic Systems (E3S), 2017

e [21] A. Atabaki*, S. Moazeni*, F. Pavanello®, H. Gevorgyan, J. Notaros, L. Alloatti,
M. T. Wade, C. Sun, S. A. Kruger, H. Meng, K. A. Qubaisi, I. Wang, B. Zhang,
A. Khilo, C. Baiocco, M. A. Popovi¢, V. Stojanovi¢, and R. Ram, “Monolithic Optical
Transceivers in 65 nm Bulk CMOS,” Optical Fiber Communications Conference and

Ezhibition (OFC), 2018

Chapter 6 summarizes the results and outlines the future opportunities and applications
of developed electronic-photonic platforms and integrated systems. Parts of this chapter
appear in:

e [13] S. Moazeni, J. Henriksson, T. J. Seok, M. T. Wade, C. Sun, M. C. Wu, and
V. Stojanovié¢, “Microsecond Optical Switching Network of Processor SoCs with Optical
1/O,” Optical Fiber Communications Conference and Ezhibition (OFC), 2018

*These authors contributed equally.



Chapter 2

Preliminaries

Silicon photonics is a promising technology to realize low-cost and energy-efficient optical
links for emerging short-reach intra-rack and rack-to-rack interconnects in data-center and
high-performance computing applications [22]. This technology also enables high-radix net-
work switches, scalable interconnect fabric for future memory systems, and core-to-core cross-
bars [23, 24, 25] once it is integrated with the large-scale electronic system-on-chips. The high
performance in all of the above mentioned applications requires tightly integrated electronic-
photonic circuits. Various integration strategies have been utilized to meet these demands
including hybrid [26], heterogeneous via 3D-stacking [4, 27, 28], and monolithic [6, 29, 30, 31]
integration. Among these, monolithic integration has the potential for reliable, low-cost, and
large-scale integration, while being most promising in terms of energy-efficiency and band-
width density.

In this chapter, we first give a brief review of various approaches to build an optical link
and explain the advantages of micro-ring resonator based optical links over other schemes.
Next, we describe basics of modeling micro-ring resonators and optical links. Section 2.2
compares hybrid and monolithic integration platforms and compares the state-of-the-art
platforms for electronic-photonic integration. Details of our recently developed monolithic
photonic platform in zero-change 45nm SOI CMOS is presented in Section 2.3. Due to a
high-level of integration and complexity of emerging electronic-photonic integrated systems
including our photonic SoCs in this thesis, we developed various tools for modeling, simula-
tion, and implementing such integrated systesm. This automated photonic SoC design flow
and our toolkits for this aim are explained in Section 2.4. Finally, we discuss the critical role
of energy-efficiency and bandwidth density in future optical interconnects in Section 2.5.

2.1 Optical Interconnects

Light-based data transfer and communication have been firstly deployed about 30 years
ago in transatlantic links connecting Europe and America. The low loss of fiber optics
(0.2dB/km at 1550 nm wavelength) compared with copper wires was the main attraction for
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Figure 2.1: Electrical transceivers power efficiency vs. copper channel loss (from ISSCC
Trends 2018).

optical links. As the demand for higher-data rates grew, the copper channel losses (which are
frequency dependent) drastically increased even at short distances and this caused consider-
able energy penalties in electrical transceivers. As an example, a 5m copper cable with 50 dB
loss has been deployed for 28 Gb/s data communication and the transceiver energy-efficiency
of 15pJ/b [32]. Just to compare with optical links, with almost the same energy-efficiency
and data-rate, we can communicate data over more than 2 km. Furthermore, more advanced
CMOS nodes could not alleviate this issue as the limit is imposed by the channel loss mecha-
nisms. Today, even on-board electrical signaling for distances of 12-inch traces is facing seri-
ous challenges as demand for data-rates increases above 25 Gb/s typically consuming around
10pJ/b. Optical interconnects achieving high energy-efficiency and bandwidth density can
break the electrical signaling barriers and empower future computing and communication
systems. The target opportunities for optical links in regard to the electrical channel loss
is shown in Fig. 2.1. Designing energy-efficient photonic transceivers with high-bandwidth
density can revolutionize the interconnection paradigms in applications where copper wires
cannot reach. Additionally, achieving ultra-high energy efficiencies of sub-1pJ/b for short-
reach links such as on-board signaling can also brings the new opportunities for optical links
as well.

Overall, we can categorize optical links into two main types: (1) Directly Modulated
Lasers (DML), or (2) Externally Modulated Laser (EML). The receiver in both methods have
the same architecture where a photodiode converts optical intensity (or phase in coherent
links) into electrical photocurrents. Afterwards, receiver restores the electrical currents into
the digital domain via thresholding electrical circuitry. On the transmitter side, the laser
diode is directly modulated by applying a modulated electrical signal in DML links. On the
other hand, the laser acts as an optical continuous wavelength (CW) source and transmitter
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imprints digital data on the light stream via an optical modulator in EML approach.

DML links require laser sources with high relaxation frequencies. However implement-
ing such laser is very challenging and they still underlie frequency chirping. Despite the
demonstrations of distributed feedback lasers (DFB) operating at 56 Gb/s data-rates [33],
DML optical links have very limited usage due to various issues. One of the major issues
is that lasers cannot be monolithically integrated with CMOS driver chips and that sets an
upper energy-efficiency limit due to the parasitic capacitances of interconnection in between
laser and electrical drive which shoule be driven at the datar-rate speed. Moreover, lasers’
threshold and performance depends greatly on their temperature. As using thermo-electrical
cooling (TEC) is extremely power and area inefficient, DML should operate in an uncooled
mode. This also prohibit them from being co-packaged with high-performance SoCs running
at 80-100°C normally. Finally, multi-wavelength operations like wavelength division multi-
plexing (WDM) links require extra optical MuX/DeMux that add extra optical path loss
and area overhead.

Today DML optical links are only used for short-reach optical links via vertical-cavity
surface-emitting lasers (VCSEL). They are multi-mode sources at 850 nm leading to limited
working distances of up to 300 m. Data-rates of up to around 40 Gb/s have been reported
with transmitter energy-efficiency of 0.5-1pJ/b [34]. One of the advantages of VCSELs is
their cost efficiency, however due to challenges for achieving higher speeds and lower power
consumption, their application and usage may shrink by the advent of future EML optical
transceivers. Thus, here we only focus our analysis on the EML-based photonic transceivers.

EML optical interconnects bring many opportunities to improve energy-efficiency and
bandwidths of optical transceivers. Separating laser sources from the transmitter module
solves all the issues of frequency chirping and relaxes the laser frequency metrics. Also,
there’s no need to drive the parasitic capacitance of laser’s anode/cathodes at high-data
rates and we only use DC currents to bias the laser (whether laser is 3D integrated or
deployed as a separate module). Due to the temperature dependency of laser sources and
also relatively low utilization of optical links in data-centers, separating laser modules from
the transceiver module can eventually improve the energy-efficiency and bandwidth density
as the transceivers can now be placed very close to high-performance SoCs (like in package
or directly embedded on CPU/GPU die). One of the main disadvantages of EML links is
the inevitable extra optical loss of coupling laser light into the transmitter chip. This can
be alleviated by devising low-loss fiber-to-chip or chip-to-chip optical coupling mechanisms.

The key device in EML links is an optical modulator that can operate based on any of
the following principles: (1) Pockels effect, (2) Thermo-optics, (3) Electro-absorption, (4)
Carrier-plasma effect. Pockels electro-optic effect, changes or produces birefringence in an
optical medium induced by an electric field. However, since materials showing Pockels effect
cannot be easily integrated with silicon platforms, using this type of optical modulators
for silicon-photonics is still under research [35]. Thermo-optical effects are normally slow
(<1 GHz) and cannot be used for high data-rate modulation. Ge-based electro-absorption
modulators have been demonstrated at data-rates up to 50 Gb/s with relatively compact
footprints. However, 100% Ge is hard to integrate into a CMOS process and the insertion
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Figure 2.2: Ring-resonator characteristics and transfer functions.

loss of these devices is still large (5dB) due to the intrinsic absorption of Ge even at low
bias voltages. Thus electro-optical phase shifters based on carrier-plasma effect [36] are the
most promising approach for CMOS integration, which can be utilized in the either forms of
a Mach-Zehnder interferometer (MZI) or a ring-resonator.

Todays, MZIs are the workhorse modulators in commercial optical transceivers. However,
MZIs with high-enough extinction ratio (ER) are inherently millimeter-sized devices, which
leads to high energy consumption, high insertion loss (IL), and large footprints. These
transmitters have energy-efficiencies around 5pJ/b, which ironically dominates the total
link power budget. MZIs with improved phase shifters [37, 38] also cannot alleviate this
issue as their fabrication in advanced monolithic CMOS processes is problematic, requiring
hybrid integration which in turn reduces energy-efficiency. Compared to traditional Mach-
Zehnder interferometer-based modulator structures, which even the smallest are hundreds
of micrometers long, the resonant structure of rings increases the optical length, allowing
them to perform modulation in a much smaller form factor. Thus, this thesis focuses on
developing high-speed ring-resonator based optical transceivers and addresses their thermal
sensitivity and non-linearity issues for multi-level modulations.

2.1.1 Micro-ring Resonators

The micro-ring resonator is a ring shaped waveguide that can trap the input light from the
bus waveguide coupled into its cavity. In other words, whenever the circumference of the
ring is an integer multiple of the input light wavelength, namely Ay, the coupled light wave
from the bus port will interfere constructively in the ring cavity by traveling through the
ring circumference and building up the optical power. Consequently, through-port intensity
will be reduced significantly. This behavior can be translated as a set of notches in the
wavelength domain, shown in Fig. 2.2.

Resonance spacings are called free spectral range (FSR) and rings with smaller radius have
larger FSR. Since any multiple wavelengths can satisfy constructive interference condition,
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FSR can be quantitatively derived:

L
N = eI 1,23, (2.1)
m
)\2
FSR= " 2.9
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where L is the circumference of the ring, n.ss is the effective refractive index, and n, is
the group index, which takes the dispersion of the silicon waveguide into account. In multi-
wavelength communication systems such as WDM links, all the channels should fit in one
FSR and generally larger FSRs are preferable for modulators in optical communications. We
can also define the quality factor (Q-factor) of the resonance as the ratio of the resonance
wavelength to its bandwidth:

Ao
-5 (2.3)

where A\ is microring’s full-width half-maximum (FWHM) bandwidth, which is indica-
tive of the sharpness of the resonance notch. The ratio of the FSR to A\ is also called finesse
of the resonator denoted by F. The finesse represents the number of round-trips (within a
factor of 27) made by light in the ring before its energy is reduced to 1/e of its initial value.

In order to derive through-port transfer («), we define the quantities r (the self-coupling
of the bus waveguide), ¢ (the cross-coupling between the bus waveguide and the microring
waveguide), and 7 (the total round trip loss (which includes the drop-port coupling loss,
ty)). Note that r* +¢? = 1 as r? and t* are the power splitting ratios of the coupler and we
suppose the coupling region is lossless. Thus, through-port transfer function can be derived
as a function of cross-coupling coefficients between the bus waveguide and ring cavity and
also the round trip loss along the ring [39], as follows:

Linrough T2 — 2r7cos¢ + r?
Linput 1 — 2r7cos¢ + r2r?

(2.4)

Linrough and I, are the light intensities at the through port and input port, respectively.
Also, ¢ = (2mn.srL/)\) (¢ = 0 when ring is on resonance). This function can be simplified
in terms of main resonator parameters:

A
o A=A
1 +4(2550)2
where A represents the depth of the notch. Intrinsic extinction ratio (F'R;) is defined as
the through-port transmission (from unity) when the ring is on resonance and it is equal to

ER; = —10 - log1o(1 — A). When the ring is critically coupled, A = 1 and ER; is ideally
infinite.

a(N) =1 (2.5)



CHAPTER 2. PRELIMINARIES 12

2.1.2 Ring-resonator based Optical Links

Optical links can be realized by modulating a microring resonator’s resonance wavelength.
This approach can be interpreted as the on-off keying (OOK) modulation of the input light in
the frequency domain if the input laser wavelength is in the proximity of the resonance. One
way to modulate the resonance of these resonators is to use electro-optical properties of the
ring material to change the refractive index. Silicon is a popular material used to fabricate
these structures and we know that it has a symmetric crystal, which makes silicon’s optical
properties invariant to any applied electric field. However, it’s been shown that changes
in free carrier concentration cause linear change in the index of refraction [36]. Hence,
we can form active cavities by injecting or depleting carriers inside the cavity. Carrier-
injection modulators are based on p-i-n junctions which inject electron/hole carriers into
the intrinsic region during forward-bias and blue-shift the resonance wavelength. Carrier-
depletion modulators are based on p-n junctions which deplete the carriers from the junction
during reverse bias and red-shift the resonance wavelength. Due to the minority carrier
lifetimes in the cavity, carrier-injection modulators are normally limited in speed and hence
require pre-emphasis drive for high data-rates [40, 41]. They also consume static power and
show lower energy-efficiency by operating in the forward-biased regime. Carrier-depletion
modulators avoid these issues, however they require mid-level doping control (not common
in CMOS processes) to balance A\ shift with Q-factor degradation caused by the free carrier
absorption. Higher Q-factor leads to a greater modulation depth given the fixed capability to
shift the resonance wavelength, but also translates to a higher lifetime for photons resonating
in the ring cavity. Photon lifetimes comparable to or greater than the bit time result in optical
inter-symbol inference (ISI) due to residual light left in the ring from bit-to-bit. A ring’s
Q-factor sets an optical bound on its maximum data-rate in addition to the RC bandwidth
limitations caused by p-n junctions.

Figure 2.3 shows how ring resonators can be used on both transmitter and receiver sides.
At the transmit side, modulator switches between two resonances, each corresponding to
the data bit to communicate, imprinting data stream on the through-port optical intensity.
As a result, the through-port optical intensity will be digitized by two values (Ty or T7).
Extinction ratio (ER) can be defined as the ratio of the transmitted optical intensity between
these two levels. Moreover, the optical intensity difference between two levels is called optical
modulation amplitude (OMA). Notice, there is a certain insertion loss (IL) even for the high-
intensity state due to the limited amount of resonance shift imposed by the doping level and
shape of p-n junctions. IL and ER can be expressed in terms of the Q-factor, FR;, and
the amount of resonance shift per applied voltage. Speed of modulation is limited by the
p-n junctions dynamic characteristics in addition to the A\, which should accommodate the
modulated signal bandwidth proportionate to the data-rate.

The wavelength selectivity characteristic of ring resonators can help the receiver side to
bandpass filter the received optical light. The selected portion of spectrum will be converted
to the electrical signal via a photo diode (PD) and eventually trans-impedance amplifiers
and samplers are used to recover the transmitted digital data stream at the receiver. We will
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explain later in this thesis, that the ring-resonator can be used as a resonant PD as well by
creating p-i-n junctions inside the resonator’s cavity. The resonant PD combines the filtering
and photodetection functionality, which consequently eliminates the need of drop-port and
enhances PD’s responsivity.
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Figure 2.3: A ring resonator based optical link [2].

Conventional optical transmitters use MZI-based modulators, which are millimeter sized
devices because of the weak carrier-plasma depletion effect requires long phase shifters to real-
ize the required 7 phase shift. Large footprints make them energy inefficient, RC-bandwidth
limited, and costly.

A major benefit of microring based optical links is the capability of communicating over
multiple wavelengths simply by cascading them with slightly different radius on a shared
bus waveguide (Fig. 2.4). This scheme is called wavelength division multiplexing (WDM),
which is gaining popularity recently since it can improve aggregate link data-rates in a
single waveguide/fiber drastically. Absence of wavelength selectivity in MZIs makes them
unfavorable in WDM systems as they need extra optical Mux/DeMux devices such as arrayed
waveguide gratings (AWG). These multiplexers not only require milliliter size area, but
also consume relatively large static power for thermal tuning, while thermal tuning of ring
resonators can be done in a very power efficient way due to their compact footprint [42].

2.1.3 Laser Sources and Integration

CW laser sources commonly used in EML links can be either integrated on-chip or used
as a separate off-chip module or even off the package. On-chip laser sources have been
demonstrated in the form of Ge-based or through hybrid silicon/indium phosphide (InP)
integration [43]. Uncooled off-chip lasers based on quantum dots (QD) are also commercially
available for fiber optics communications at reasonably high efficiencies [44]. Although, off-
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Figure 2.4:  An example of a WDM link using ring resonators [2].

chip sources are fabricated on a standalone die, they can be co-packaged very closely with
the photonic transceiver chip via 3D integration [45].

One of the main considerations about choosing laser sources is their temperature de-
pendency. Their threshold voltage normally increases with the temperature and causes the
rapid fall-off in the wall-plug efficiency. Additionally lasing wavelength and output power
also strongly varies by temperature due to thermal expansion and gain medium temperature
dependency. Thus, the temperature of laser sources is usually stabilized via a thermoelectric
cooler (TEC) controlled by a temperature-stabilizer control loop. However, the energy cost
of TEC is significant and ironically it dominates the overall wall-plug efficiency of the laser
units [46]. Thus, uncooled lasers with low temperature drift are preferred in order to achieve
high energy-efficiency and small form factor. Thermal variations can be compensated in the
design of the transceiver; for instance, for ring-modulators, we can design thermal tuning
control loops to track the laser wavelength while its wavelength and power is slowly drifting.
In doing so, we can significantly improve overall link efficiency by eliminating the need for
TEC.

Off-chip laser sources can be either co-packaged with transceiver I1C (3D integrated)
or kept as a separate module out of the transceiver package. Although, most of today’s
transceivers contain laser sources, once the transceivers can be co-packaged with high-
performance SoCs, separating the laser source and transceiver IC is becoming more prefer-
able. The main reason is that high-performance SoC packages have temperatures of around
100°C and placing uncooled lasers in this environment drastically degrade their efficiency.
Moreover, in many applications where link utilization is not uniform or high, we can share
laser sources among multiple transceivers. For example, combining a separate set of lasers
and low-loss optical switches can be utilized to manage optical power budget more efficiently.
We note that tight integration of laser sources with electronic-photonic systems is still es-
sential and preferred in low-power integrated systems such as sensors and imagers for IoT
and biomedical applications.

Laser combs providing multi-wavelength optical carriers have been also demonstrated and
commercially available in limited optical bands and channel spacings [47]. These sources are
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essential to enable dense WDM (DWDM) optical links and they are more power efficient
compared with separate laser diodes. However, limited maximum power per wavelength
channel, channel-to-channel peak power variations, limited choices for optical bands and
channel-to-channel spacings are some of the major challenges for these sources to become
commercially useful in optical links.

It’s worth noting that the cost of fiber and laser modules and also extra power and
packaging issues added by extra lasers are preventing us from increasing the total number
of channels in WDM systems [46]. Recently many solutions such as laser combs [48] have
been proposed to provide as many laser lines as possible, however they still provide limited
number of channels. Thus, it’s preferred to achieve higher data-rate per channel to minimize
the energy consumption and cost of WDM links. Todays, designing multi-wavelength laser
sources with enough optical power on each wavelength channel and high energy-efficiency
is still an active research area. These sources play an important role in enabling emerging
energy-efficient and high-bandwidth density DWDM optical links. In order to achieve the
best performance on the overall system, such lasers and optical transceivers should be co-
designed and co-optimized together.

2.2 Electronic-Photonic Integration

Three decades ago the work of Soref and Bennett [36] signaled the dawn of silicon-photonics.
To many, this meant that finally, optics would realize the same economies of scale that
silicon-based microelectronics (especially CMOS) has enjoyed for decades. In this section,
we take a look at the development trajectory of the silicon-photonic technology and the
state-of-the-art in the capability of silicon-photonic processes available today, in the context
of the photonic interconnects as the flagship application for this technology.

Being able to create passive photonic devices in silicon, as well as affect the index of
refraction through some current or voltage controlled mechanism are the necessary steps to-
wards creating optical coupling, guiding, and modulating devices for photonic interconnects.
However, the other key pieces of technology are the photodetector and the approach for in-
tegration with electronics, which determine the effectiveness of photon-electron conversion,
and ultimately the energy cost, speed, and bandwidth-density and integration cost of the
overall solution.

Indeed, the first commercial high-volume process, developed by Luxtera, attempted to
address all of the issues above at the same time, by integrating the photonic devices in a then
state-of-the-art 130 nm silicon-on-insulator (SOI) CMOS process [49]. To yield good pho-
tonic device performance the process had to be modified with epitaxial Ge step for efficient
photodetectors, as well as Si body partial-etch for passive and active waveguide structures.
Small parasitic capacitances between transistors and devices were realized through mono-
lithic integration, enabling energy-efficient, high-bandwidth transmitter and receiver com-
ponents. However, the process customizations and economic investment that led to having
the improved photonic device performance, also prevented the technology from following the
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CMOS scaling trends of shrinking the device features every two years, and hence improv-
ing the transistor and system speed and energy-efficiency. Furthermore, since interconnect
speeds are scaling at an even faster rate of 4 x every two years, this meant that the technology
would soon fail to deliver the speeds required in new interconnect standards. For example, it
has been challenging for this technology to achieve 25 Gb/s modulation even into relatively
small photonic loads such as ring-based optical modulators [29].

To make a major impact, every process technology has to be qualified and available for
high-volume production, and every additional process step complicates and slows down this
process, further preventing the technology from following the mainstream scaling trends.
Similarly, IBM’s monolithic photonic platform [22], which was implemented in a more ad-
vanced 90 nm node, took several years to qualify and achieve high-volume and availability
due to process customizations.

The issues with limited transistor performance and process qualification/availability re-
cently have taken the manufacturers in a different direction. Both STMicroelectronics and
TSMC have demonstrated hybrid integration of CMOS with Luxtera’s photonic technology
implemented in standalone photonic SOI wafers [3, 50]. This approach decouples the tran-
sistor process development from the photonic process development and is seemingly very
attractive since it allows the latest node CMOS circuitry to be used in conjunction with
optimized photonic devices. However, this arrangement suffers from several issues which
significantly limit its effectiveness to a narrow range of applications. First, the micro-bumps
used to connect the chip with transistors to the chip with photonic devices have limited
scaling pitch (to about 40-50 pm) and parasitic capacitances larger than 20 f{F, which sig-
nificantly impacts the speed and energy-efficiency of photonic interconnects. Second, this
connectivity arrangement limits the integration scenarios of photonics to 100G pluggable
transceivers applications [3]. To enable larger density and quality of electrical connections
to the transceiver circuit chip, such as those needed in 400G pluggable and mid-board op-
tics scenarios, the photonic process has to be modified to add through-silicon-via (TSV)
technology, further complicating the process and qualification. Alas, this multi-chip stacked
solution is cumbersome for highly-integrated optics-in-package scenarios.

Photonic interconnects can achieve high volumes and remain the technology of choice for
future system connectivity applications, if they can help address the bandwidth density and
energy-cost limits of electrical 1/O on large SoC chips such as network switches, graphics
and multi-core processors (GPUs and CPUs) or field-programmable gate arrays (FPGAs).
The integration and packaging approach have to enable both a low-energy, high bandwidth-
density connection from the large SoC to the photonic transceiver chip, and a photonic
connection out of the transceiver chip. The only way to achieve this is if: 1) the transceiver
chip is integrated as close as possible (preferably in the same package and on the same
interposer) to these large SoCs; 2) photonic interconnects are monolithically integrated with
transistors that enable the highest performance in mixed-signal transceiver applications while
not further complicating the packaging and process development. With this in mind, our
team has worked to create a photonic technology platform in high-volume 45nm and 32 nm
SOI process nodes, creating photonic devices in the native processes with no required process
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modifications. The advanced features of these processes opened new degrees of freedom in
photonic device design that mitigated some of the inherent process limitations and also
enabled tight electronic-photonic design optimization. This approach led to record breaking
energy-efficient high-speed transmitters as well as the highest degree of electronic-photonic
integration demonstrated in the world’s first microprocessor with photonic I/O [6]. However,
since the zero-change approach cannot be extended to nodes below 32 nm, we devised a new
method to enable monolithic photonics in the most advanced CMOS nodes by minimally
changing the process (Chapter 5).

In this section, we summarize and compare the results of silicon-photonics technology
platforms, demonstrating the potential of the monolithic integration technologies, and in
particular our unmodified (zero-change) 45nm SOI CMOS.

2.2.1 Monolithic vs. Hybrid/3D Integration

In this subsection, we summarize the performance of the state-of-the-art silicon photonic pro-
cess technology platforms and discuss the advantages of monolithic integration in advanced
high-performance CMOS processes for meeting the needs of future optical interconnects.

High-performance integrated systems demand advanced CMOS technologies with high
fr (frequency at which transistor current gain is unity) and f,.. (frequency at which tran-
sistor power gain is unity). These are the performance metrics of transistors representing
analog circuit’s speed and sensitivity, and logic speed. Figure 2.5 shows the trend of fr for
NMOS devices in IBM/GlobalFoundries (GF) technology nodes, which is representative of
the performance in other similar foundries and process nodes. Notice that fr has peaked in
45nm and 32nm CMOS nodes, due to the change of focus for more scaled-down nodes on
logic energy and area density optimization for memory and logic chips, rather than the speed
and performance of analog and mixed-signal circuits [51]. Since photonic interconnects are
primarily based on mixed-signal transceiver circuitry, these transistor metrics directly impact
the link performance metrics such as speed, sensitivity and energy efficiency. For photonic
interconnects to be attractive alternative to electrical short-to-long-range (chip-to-chip to
backplane) I/O of large SoC chips, they have to provide a sub-1pJ/b 25-50 Gb/s links with
low-energy electrical connection to the SoC and aggregate throughputs larger than 10 Tbh/s.
In addition to these performance metrics, for such large volume applications, it is key that
photonic interconnects are manufactured in a high-volume, state-of-the-art 300 mm-wafer
foundry.

From this perspective, non-monolithic platforms are expected to achieve high energy
efficiencies and receiver sensitives for high-speed optical transceivers due to the flexibility
to choose the best performing electronics process independent of the photonics process. A
performance summary of the latest non-monolithic silicon photonic technologies is shown in
Table. 2.1. Despite the advantage of optimizing the electronics and photonics separately,
these platforms still consume >1pJ/b modulator driver energies with >50 pA receiver sen-
sitivity, which clearly does not satisfy the electrical and optical power budget of future
optical interconnects. The main reason is the additional parasitic inductance and capac-
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Figure 2.5:  Unity current gain frequency (fr) of NMOS devices in IBM/GF processes.

itance of wire-bonds or micro-bumps (Cu-pillars) interconnecting electronic and photonic
chips (Fig. 2.6). This extra capacitance ranging from 20 fF to 100 fF degrades transmitter’s
energy efficiency and also imposes stringent gain-bandwidth constraint for the receiver design
leading to degraded receiver sensitivity.

Aside from the packaging of photonics with mixed-signal transceiver circuits, the final
packaging with the SoC chip is important for the overall photonic interconnect performance
since it determines the quality of the electrical link between the SoC and the photonic
transceiver. Current non-monolithic platforms require wire-bonds to connect the photonic
transceivers to the package, which degrades the electrical link channel between the SoC and
the electronic transceiver chip in the photonic interconnect module. Flip-chip packaging
capability is required for high-performance applications such as 400G optical transceivers,
mid-board modules and co-packaging with the SoC. Solving this problem demands the de-
velopment of silicon photonics platform with TSVs shown in Fig. 2.6b as discussed in [3].

A promising solution for solving the parasitic and density issues of 3D integration solu-
tions, wafer-level 3D integration via through-oxide vias (TOV) has been demonstrated. As
illustrated in Fig. 2.7, in this platform, 300 mm photonic and electronic wafers are manufac-
tured separately and then bonded face-to-face using oxide bonding. The silicon substrate of
the photonic wafer is then removed and TOVs are punched through at 4 pm pitch to connect
the top layer metal of the photonic wafer to the top layer metal on the CMOS wafer. For
packaging, wire-bonded back metal pads are deposited on top of the selected TOVs. Due to
the reletively short height of TOVs, this process achieved 3 fF parasitic capacitance per TOV.
Despite the preliminary results in this platform [4, 27], this technology is still suffering from
reaching mature process control and yield due to the thermal and stress requirements of the
wafer-to-wafer bonding and TOV-metal contacts. Additionally, flip-chip packaging of these
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Table 2.1: Summary and comparison of non-monolithic silicon photonic platforms.

IMEC HP Luxtera/TSMC STMicroelectronics
[52, 53] [54, 55] [3] [50, 56]

Technology

Availability Prototyping/Research  Prototyping/Research High-volume* High-volume

Integration Method Wire-bond Wire-bond 3D Cu-pillar 3D Cu-pillar

Photonics process node 220nm SOI 130 nm SOI 130 nm SOI PIC25G SOI

Circuits CMOS node 28 nm /40 nm 65 nm 28 nm 55nm (BiCMOS)/65nm

NFET fr 275 GHz/305 Gz N/R N/R 300 GHz,/200 GHz

Wavelength 1550 nm 1550 nm 1310 nm 1310 nm
Photonics

Waveguide Loss 1dB/cm 3dB/cm 1.9dB/cm 3dB/cm

Couplers Loss 2dB 5dB 2.2dB 2.15dB

Modulator Device Ring-resonator Ring-resonator MZM MZM

Modulator Bandwidth 38 GHz N/R 25Gb/s 25 Gb/s

PD Responsivity 0.8A/W 0.45A/W 1A/W 0.88A/W

PD Bandwidth 50 GHz 30 GHz 24 GHz 20 GHz
System Performances

Transmitter Data-rate 50 Gb/s 25Gb/s 25Gb/s 56 Gb/s

ER (IL) 5dB (5dB) 7dB (5dB) 1.2dB (1.5dB) 2.5dB (7.5dB)

Transmitter Energy! 0.61pJ/b 2.5pJ/b N/R 5.35pJ/b

Receiver Data-rate 20Gb/s 25Gb/s 25Gb/s 25Gb/s

Receiver Sensitivity 70 pA 72 pA N/R 97 pApp

Receiver Energy 0.58 pJ /b 0.68pJ/b N/R 1.24pJ/b

N/R = Not Reported

* High-volume assumes a 300mm foundry
T Modulator and driver energy efficiency

3D integrated chips for higher electrical signal integrity requires extra sensitive processing
and packaging steps lacking in the current demonstrations.

2.2.2 Monolithicly Integrated Photonics

Monolithic silicon-photonic integration can minimize both the parasitic capacitance of the

interconnection between optical transceiver’s electronic and photonic devices (now imple-
mented on the same die), and the transceiver chip and the package substrate or the inter-
poser through flip-chip packaging. However, a major challenge in monolithic integration is
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Figure 2.7:  Wafer-level 3D integration via through-oxide vias (TOV) [4].

that process optimizations for photonics and electronics cannot be performed independently
of each other. As such, the transistors in monolithic platforms tend to derive from older
CMOS processes, where transistor properties are not so sensitive to fabrication changes for
photonics. For instance, adding epitaxial Ge to the process requires front-end process modifi-
cations that can more easily be tolerated in old CMOS nodes above 90 nm (Table. 2.2). Such
front-end process modifications are significantly more challenging in more advanced process
nodes with higher performance transistors. Furthermore, old CMOS processes do not have
enough lithography precision for building high quality ring-resonators with good coupling
and relative resonant wavelength control required for dense wavelength division multiplexed
(DWDM) applications, and consequently transmitters use Mach-Zehnder modulators (MZM)
which are much less area and energy efficient.

Our solution to the above mentioned problems is to use unmodified high-volume 45 and
32nm SOI CMOS technologies, which have the highest fr/fin.: demonstrated, and achieve
the needed photonic performance by utilizing the advanced lithography and new process fea-
tures, coupled with device and circuits co-optimization. We call this approach “zero-change”,
as we are not changing the native CMOS fabrication steps. These nodes are the latest par-
tially depleted SOI (PDSOI) processes, which provide thick-enough crystalline silicon (c-Si)
body layer to build low-loss optical waveguides, unlike fully depleted thin-body (FDSOI) in
the 28 nm node and below. Figure 2.8 illustrates different platforms commercially developed
for CMOS technologies. Unlike PDSOI platform that can be naturally used to build low-loss
optical waveguides, implementing photonics in any other three platforms require process
change. The reason is the lack of any low-loss optical material such as c-Si in bulk CMOS
processes and the thin-thickness of ¢-Si in FDSOI processes which are prohibitive to imple-
ment the most fundamental optical device, a low-loss optical waveguide, at the first place.
In Chapter 5, we will discuss and demonstrate a solution for bringing photonic capabilities
in these platforms by the addition of minimal number of mask sets and introducing new
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materials to these processes.
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Figure 2.8: Commercial fabrication platforms for the CMOS technology.

We have demonstrated ring-resonator based optical transmitters with radii as small as
5um operating at 40 Gb/s with only 40fJ/b modulator and driver energy in zero-change
45nm SOI CMOS [15]. Although, the photodiode (PD) responsivity and bandwidth are sac-
rificed by not using the pure Ge-based PDs, co-design of electronics and photonics is utilized
to obtain sensitive and high-speed optical receivers with low receiver energy. Additionally,
our platforms allow direct flip-chip packaging of the photonic transceiver chip on interposers

or package substrates suitable for providing dense and low-parasitic electrical signaling to
the host SoC.

Table 2.2: Summary and comparison of monolithic silicon photonic platforms.

This platform Luxtera IBM (now GF) IHP Oracle
[57] 58] [59] [29]
Technology
Availability High-volume Medium-volume High-volume Medium-volume Medium-volume
CMOS Node 45nm SOI 130 nm SOI 90 nm SOI 250 nm (BiCMOS) 130 nm SOI
NFET fr 485 GHz 140 GHz 190 GHz 190 GHz 140 GHz
Wavelength 1290 nm 1550 nm 1310 nm 1550 nm 1550 nm
Photonics
Waveguide Loss 3.7dB/cm 1dB/cm 2.5dB/cm 2.4dB/cm 3dB/cm
Couplers Loss 1.5dB* 1.5dB 2.5dB 1.5dB 5.5dB
Modulator Device Ring-resonator MZM MZM MZM Ring-resonator
Modulator Bandwidth 13 GHz N/R 21 GHz <7.5GHz 15 GHz
PD Responsivity 0.5A/W 0.6 A/W 0.5A/W 0.8A/W 0.8A/W
PD Bandwidth 5GHz 20 GHz 15 GHz 31 GHz 17.6 GHz
System Performances
Transmitter Data-rate 40 Gb/s 10Gb/s 25Gb/s 10Gb/s 25Gb/s
ER (IL) 3dB (4.7dB) 4dB (N/R) 6.3dB (5dB) 8dB (13dB) 6.9dB (5dB)
Transmitter Energy! 0.04pJ/b 57.5pJ/b 10.8 pJ/b 83pJ/b 7.2pJ/b
Receiver Data-rate 12Gb/s 10Gb/s 25 Gb/s 40Gb/s 25Gb/s
Receiver Sensitivity 8.6 tApp 6 pApp 250 pA 200 pA 200 pA
Receiver Energy 0.36 pJ /bt 8pJ/b 3.8pJ/b 6.9pJ/b 1.9pJ/b

N/R = Not Reported
* Pigtailed loss is 2.5dB

T Modulator and driver energy efficiency

Full receiver energy including samplers and digital circuitry
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2.3 Zero-change 45nm SOI CMOS Platform

Figure 2.9a presents the timeline of platform development for this technology, utilizing the
available multi-project wafer (MPW) runs and without the explicit foundry support. Owing
to the maturity of the high-volume 45 nm SOI process, but constrained by the multi-project
wafer run availability and turnaround times, we were able to go from device test-chips to a
fully-functional processor with photonic I/O in less than four years, on limited research grant
funds. Commercially available CMOS technologies normally have much faster turnaround
time, which expedites device development and development of new systems. In translating
the learning experiences from this platform into the 32nm SOI platform we have already
shrunk the development cycles significantly. Further optimization and acceleration will be
possible with tighter foundry support and coordination.

The demonstrated processor with photonic 1/O using the 45nm zero-change platform
showcases the power of this technology. Ultra-power-efficient rin<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>