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ABSTRACT

Modulated-demodulated control is an effective method $gnaptotic disturbance rejection and reference track-
ing of periodic signals, however, conventional static ghesmpensation often limits the loop gain in order to avoid
sensitivity function peaking in a neighborhood of the fregies targeted for rejection or tracking. This paper
introducesdynamic phase compensatifum modulated-demodulated control which improves disimde rejection
characteristics by inverting the plant phase in a neighlmath of the control frequency. Dynamic phase compen-
sation is implemented at baseband which enables the usavdidmdwidth compensators to invert high frequency
dynamics. Both static and dynamic phase compensation netre used to demonstrate a novel application of
repetitive control for pulsed jet injection. In this appibon pulsing an injectant has been shown to produce advan-
tageous effects such as increased mixing in many energyajimeand aerospace systems. The sharpness of the
pulse can have a large impact on the effectiveness of coMiotiulated-demodulated control is used to maximize
the sharpness of a pulsed jet of air using active forcing lgking a square wave in the jet’'s temporal velocity
profile.
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1 Introduction

The disturbance rejection and reference tracking problepeoodic signals is encountered in many engineering sys-
tems. As such, there has been extensive research on ngpettitrol documented in the literature over a wide range of
applications such as industrial machinery [1], AC powengdigs [2], [3], computer disk drives [4], [5], [6] and helipter
blade control [7], [8]. All types of repetitive control araited in their basis, directly or indirectly, by Francis aldnham’s
Internal Model Principle (IMP) which requires a model of tisturbance or reference to be included in the feedback loop
for perfect rejection or tracking [9]. One method of repedittontrol is modulated-demodulated control, sometireésrred
to as adaptive feedforward control or adaptive feedforvemacellation [10], [11]. This approach shifts the spectrim
“high” frequency oscillations down to baseband which imigs DC, operates at baseband, then shifts the basebandiapect
back to high frequency. Essentially, the plant output in igimgorhood of the frequency to be controlled is estimated by
demodulation and low-pass filtering, then manipulated tenfan input based on known plant dynamics which will cancel
the estimated disturbance or track a reference signal.

Modulated-demodulated control is based indirectly on ME ks shown in [12], where Bodson et al. prove the equiva-
lence of a simple modulated-demodulated controller anchéralter based directly on the IMP, the basis of the latténpe

a harmonic oscillator with transfer function

ks
CimelS) = 373

Both methods can be extended to reject/track multiple sidasfrequencies by placing copies of either controllgyamallel.
Alternatively, the time delay repetitive controller, whibas transfer function based on a time delay, L,

e Ls

T1-el®

Ca(s)

controls at multiple frequencies but is restricted to colnfiarmonics of the fundamental frequency.1 The modulated-
demodulated controller and IMP controller both offer sélecplacement of poles, however, modulated-demodulateticl
can be more advantageous in implementation because lodwldth compensators are used to control high frequency
oscillations.

Most modulated-demodulated control studies to date hamaskx on disturbance rejection such as in [13] and [14]
where a modulated-demodulated controller is used for titmadamping in flexible structures. Their design relies mpo
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the fact that vibration occurs at distinct modes dictatedh®yresonances of the structure. The modulation frequeinéie
the controller are placed at the resonances to provide adempinalysis shows an LTI transfer function for this conleol
can be derived from two different perspectives, either tiga frequency “control band” or the low frequency “baseldand
The control band analysis provides information on perfarcgawhile the baseband analysis provides greater insighttie

controller design.

The present paper expands upon the insight gained from g&bhad analysis of [14] and presents an improved method
of phase compensation for modulated-demodulated cofReglacing conventional static phase compensation witlaghyo
phase compensation improves disturbance rejection néagtspecified rejection or tracking frequency. Additiopatatic
phase and dynamic phase modulated-demodulated corgratkeused to demonstrate a novel application of repetibing ol
for pulsed jet injection. Actively pulsing a jet can favolainfluence many aspects of a flowfield such as the spread and
mixing of the jet into its surroundings. It is hypothesizbdde parameters will be maximized with the formation ofregro
well spaced vortex rings at the jet exit. Periodic squareeafavcing is believed to be the most effective way to accostpli
this but challenges are presented in forming square wavesaloon-linear dynamics identified in the actuation system.
Repetitive control is necessary to shape the jet's meageradoral velocity waveform to track, as closely as possiale

square wave.

2 Controller Architecture

The present strategy applies to single input, single oudgstems. A parallel set of individual control loops, each
designed to operate in a harrow band around a single freguamcsummed together to achieve the overall goal of rejgcti
a disturbance and its harmonics or tracking a periodic esfeg waveform. The operating frequencies are positiondtbat
fundamental frequency, denoteyl of the periodic disturbance or reference and a specifiedoeunf its harmonics. Thus,
the ideal measured waveform will cancel the disturbanceaicimthe Fourier series approximation of the periodic exfee

truncated at the number of harmonics tracked.

2.1 Control at a Single Frequency

Each individual control loop demodulates the measureméatshift the spectrum of in the neighborhood of the
demodulation frequency down to a baseband, operates attisband near DC, and then modulates the signal back up to
“high” frequency. This process is detailed in Figure 1 fontol at a single frequency, denoteg. The output of the plant,
P, is split into two branches by demodulation with 2@ost) and 2 sifjwet) to producey: andys in Figure 1. These signals
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are then low-pass filtered iy p (unity gain at DC) and compared to the constaiit@andC, which represent the Fourier

series coefficients of the desired harmonic signal

C1coqwot) 4+ Cosin(ut). Q)

The error signals are integrated and then compensated terimept an approximate phase inversiorPofvhich produces
favorable stability and sensitivity characteristics af thosed-loop system. The method of phase compensatiamgisthes
the control strategies presented in this paper from ondnandPhase compensation is accomplished statically, @rdigally
(as discussed here) depending on the characteristieskillowing this stage, the signals are modulated back tadin¢rol
band by co@wot) and siffuet), summed, and scaled Iyto produce the control effort. If control at multiple frequencies
is desired, the architecture is repeated for each frequamdyhe output of each control loop is summed.

Under periodic reference tracking conditions the output it energy concentrated in narrow bands around the har-
monics of the fundamental forcing frequency. This is simitethe narrow-band resonant structure sensor responddarse
feedback in the modulated-demodulated controller of [T4]e response of in a neighborhood ofy, is captured by the

signalsy; andyy, i.e.

y(t) = y1(t) cogwpt) + Ya(t) sin(coot)

in a neighborhood ofv, because the low-pass filters, denotég in Figure 1, band-limity; andy, [15]. If the corner
frequency o, p is denotedy, theny; andy», can be used to reconstrydh the [w, — we , Wo + W] band. When a periodic
waveform is tracked, multiple copies of Figure 1 are summ@ét wy, set to the fundamental frequency of the periodic
waveform and a select number of its harmonics. In this casedmer frequencies associated with each harmonic iskimit
to bew < wx so controllers at adjacent harmonics do not interact.

The reference signal in this setup is injected into the baselvia constant§; andC,. These specify the plant output
in the form of (1). WherC; andC; are set to 0, this type of controller is often given the nama@te Feedforward
Cancellation due to its effectiveness at canceling petiaditput disturbances. However, for the purposes of referen
tracking,C; andC; are set to the real and imaginary parts of the Fourier sedefficient at frequency, of a periodic
reference waveform.

Phase compensation in modulated-demodulated contrabetito invert the phase Bfto reduce the classical sensitiv-
ity function of the closed-loop system in a neighborhoodf This has typically been accomplished using a phase advance
parameter given to the demodulators to adjust the contiopbase by a constant angle. In this study we use an altegnat
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implementation for phase compensation which employs e#tstage of constant gains or a stage of compensators, respec
tively, to create a static or dynamic phase characteristecrieighborhood ody,. The static phase compensation controller
uses constant gains, denotedndl, in place of the dynamic compensatbkgsandHy of Figure 1. The static phase approach

is an equivalent implementation of the phase advance paeafi€]. The phase angle of the rotation, denapeid defined

by gainsR andlI through the rotation matrix

The phase rotation is set to cancel the phase delay of thefpdéguency response af, to maximize phase margin of the

system [6]. The static phase compensation gains are definfedl@vs

R |
R=——>2_ and I=—2_ 2)

2 2 2 2
VRet1p VR +1p

where
P(joo) =Rp+ jlp. (3

The structure of this implementation is advantageous forpouposes as the extension from static to dynamic phase
compensation is easily accomplished by replacing thecgitatise compensation gains with dynamic compensators.nigna
phase compensation reduces the sensitivity function aflts®d-loop system by inverting the plant phase in a neigidux
of wy. This method is most useful whéhhas rapidly changing phase neaxhy. Expression foHy andHy are developed

in the next section.

3 Controller Analysis

The modulated-demodulated system presented above igngplttvo distinct bands, the high frequency “control band”
and the low frequency baseband. As in [14], it is natural ageful to analyze the system from both perspectives. An
exact LTI transfer function frorg to u can be derived for the controller from the control band pectipe, however, from the
baseband perspective, the controller can be representethlmyinput, two output (TITO) baseband controller, frgm yg]T

to [uy uz]T and a TITO compensated plant.
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3.1 Control Band Analysis
The fact the controller can be represented as an LTI systemtistraightforward. Using Laplace transforms with an
arbitrary phasey given to the modulating and demodulating signals,(@gs+ y) and sirfwot +Y), it can be shown the

transfer function for control at a single frequency usingaiyic phase compensation is given by

Hip(s— juo)(Hd(s— jod) — jHx(S— juy)) n Hip(s+ jwo)(Ha(S+ jwo) + JHx(S+ jox))

s)=K - -
Cal®) S— JWo S+ JWo

4

This expression is independentyénd, thus, represents a time-invariant compensator. Usiagrators as the baseband
controller produces the required polesiafw, for perfect steady state tracking of periodic referencediested by the
internal model principle. The poles bfip have also been shifted tbjwy,, creating a bandpass filter positioned arougd
with corner frequencies at, + w.. With static phase compensation the transfer function kiepto

_K Hip(s— jox)
S— jwy

Hip(s+ joo)

Cs(s) St jon

(R—=j1)+ (R+j1) (®)

The subscriptsl ands refer to the dynamic phase controller and static phase @iertrrespectively. It is worth noting that
withoutH; p and phase compensatidR£ 1 andl = 0), the modulated-demodulated controller is equivaletihéointernal
Model Principle controlleiCimp, which was shown in [12].

The loop gairL. = PC closely resembles, for sufficiently small gadinthe force-to-velocity harmonic oscillator transfer

function in a neighborhood afy,

L(s) ~ IP(joo)l. (6)

The factor of 2 is needed to be consistent with the block diagof Figure 1. This expression is used to approximate tlee rat
of convergence at each control frequency for both staticdymémic phase compensators. Dynamic phase compensation

permits the use of larger valueskffor which (6) is still a reasonable approximationloin a neighborhood ofy,. When

1

unity gain negative feedback is closed around (6), the didsep system has time constant IR

One of the advantages of modulated-demodulated contrbkigbility to independently specify the convergence rate
at each frequency of control. For example, the individuaplgains can be set to be inversely proportional to the plant

maghnitude aty, to equate the convergence rates at all frequencies. Mocésphg K can be chosen as

1
K= 1Pl )
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in order to achieve the closed-loop time constaattall control frequencies. This choice is used for the aaitbn discussed
in Section IV where the magnitude of the plant frequencyoesp decreases by almost two orders of magnitude within the

actuation bandwidth.

3.2 Baseband Analysis

The motivation for development of dynamic phase compeaisadi best illustrated by analysis of the static phase con-
troller from the baseband perspective. A static phase cosgied plant, denote@s, is defined as the TITO system from
[ug uz]T to [y1 yz]T in Figure 1 (the loops are broken between these signals erédctbmpensators are removed). Thisis a

linear, time-periodic system that can be approximated byTaisystem if
[Hp(jw)| = 0 whenw > wx. (8)

If (8) is valid, the 2x 2 system of transfer functions for the static phase compedgdant is given by

Gu(s) = Ysd(S) Ysx(S) )

—Ysx(S) Ysd(S)

where

1

5 IP(s— i) (R+ i1) + Pls+ o) (R— 1) Hip(9

Yox(S) = K5 [—P(s— jao)(R+ jl ) + P(s+ joxo) (R— jI)]HLp(S)

N[ —

At s=0, Ysx(0) = 0, providedQ exactly inverts the plant phase@§. Additionally, Ys4(0) = 1 provided bottK andQ

exactly invert the magnitude and phase of the planiatherefore,

The two branches of the baseband are decoupled at DC. Tadieffly isolates control of the in-phase and quadraturese
of the demodulated signal. With a non-diago@a] the in-phase and quadrature terms corrupt one anotheredode the
phase margin ofs. In general, only as = 0 will Gs be diagonal even witlp= —/P(juy). It is likely any physical plant
will have have changing phase in the neighborhoo@dgénd, therefore, the controller will not exactly invert tHamt phase
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except aty,. This has the potential to significantly degrade the peréree of the controller due to peaking in the sensitivity
function close to the control frequency. This can be avoiolededucingk at the expense of smaller bandwidth and slower
convergence rate. Alternatively, dynamic phase comp&msaan improve the stability and sensitivity charactesssof the
closed-loop system, without reduciig by diagonalizingss over a range o$ instead of only as = 0. The dynamic phase
compensated plant, denotéq, is

Go() = Yad(S) Yax(s) (10)

—YdX(S) Ydd(S)

where
Yad(s) = K% [P(s— joxo)(Ha(s) + jHx(s)) + P(s+ jwo)(Ha(s) — jHx(s))] Hir(s)
Yax(s) = K% [~P(s— jux)(Ha(s) + jHx(8)) +P(s+ jwo) (Ha(S) — jHx(8))] Hp(S)
Setting

Ygd(s) =1 and Ygx(s) =0

it can be shown the diagonal and off-diagonal compensatoss take the form

P(s— joo) 4+ P(s+ ju)

2P(5— jox)P(ST jox)FLe(9 ah

Ha(s) =

P(s— juy) — P(s+ jo)
2P(s— jo)P(s+ jo)HLp(S)

Hx(s) = (12)

By settingYyq = 1, Hq andHy invert both the magnitude and phasePofTherefore, each loop gain is set equal to match the
convergence rates at all frequencies. In practigeandHy are obtained by fitting stable filters to the graphs of (11) @r&)

whereP is given by empirical frequency response data.

3.3 Benefits of Controller Architecture
In addition to independent manipulation of the convergeate modulated-demodulated control offers more flexipili
than other repetitive control techniques because of ddicmupetween each individual rejection/tracking frequentthe
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controller. The frequency, gain, reference, and phase easgiion parameters can be independently tuned withinfeach
guency loop. Therefore, it is possible to target specifiqdencies, even those which are not harmonics of the fundaen
It can be used to track a desired waveform as well as candediedisturbances at unrelated frequencies.

When implemented digitally, the modulated-demodulatettrodler has an advantage over time delay repetitive con-
trollers because the sampling rate does not have to be ajemtaultiple of the control frequency. Furthermore, thigmoel
of control is desirable because it only requires knowledghe@plant in a neighborhood of the fundamental and harnsonic
In fact, identification of the relevant parameters can beednthe baseband “coordinates”, i¥ag andYyx can be identified

whenHy = 1 andHy = 0.

4 Experimental Application to Pulsed Jet Injection
4.1 Experimental Setup

The modulated-demodulated controllers developed in thidysare used to demonstrate possible benefits of pulsed jet
injection using the schematic shown in Figure 2. The jet flaamprised of compressed air, is distributed into a pledg!
plenum via a four way injection. The flow is regulated to maintn average jet velocity of8s 1. The velocity is measured
using a hotwire anemometer placed at the exit of a contrctiizzle. Active forcing is applied using a lightweight pist
positioned beneath the injection point within the plenuppraximately 14 cm beneath the hotwire. The piston is aetlat
using a Ling LVS-100 modal shaker which moves with one degfdeeedom, axially in line with the jet. The controllers
are implemented using Matlab’s XPC Target application wi®6kHz sampling rate. Anti-aliasing of the hotwire sigrsal i

accomplished using an 8-pole low-pass Chebyshev filteravith kHz corner frequency.

4.2 System ldentification

The piston actuation system was identified in a frequencyl leattending from 10 Hz to 5 kHz using a band-limited
white noise input whose intensity is adjusted so that the R¥tBe velocity perturbation is.2ms 1. As shown in Figure
3, the frequency response rolls off after a mode at 1.7 kHe {da resonance of the plenum). Above approximately 2 kHz
it becomes nearly impossible to influence the jet velocityctBa limitation on the actuation system’s bandwidth presen
an obstacle when attempting to achieve a desired wavefoaticplarly a square wave. Due to the discontinuity in the
waveform, the Fourier series coefficients of a square waeaydat a slow rate as a function of frequency especially when
the duty cycle is small€ 20%). Thus, given the limited actuation bandwidth, onlymaited number of harmonics of the
fundamental forcing frequency can be used which producesadted version of an ideal square wave reference waveform
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The truncated version of the square wave has oscillationgliwcity near the discontinuity and a gradual transiticomir
low-to-high or high-to-low velocity. The speed of the traios is dependent on the number of harmonics included in the
truncation, with the greater number or harmonics leading faster transition. It is important to use as many harmaascs
possible since a rapid transition is believed to produamngtrortex rings which improve the spread and penetratighef
jet.

In addition to the roll-off, the frequency response displaylarge amount of delay over the frequency band of interest.
One contribution to the delay is the transport lag createthbyphysical distance between the piston and hotwire. Such a
large delay makes high-gain control impossible acrossttieeeusable bandwidth of the actuator. Thus, instead afguai
wideband approach, our control problem will be broken dawta multiple narrow-band control problems using modulated
demodulated control with each frequency band positionedrad the fundamental frequency and harmonics of the periodi
reference waveform. The dashed line in Figure 3 is repratieatof the bandwidth used for control at a single frequency
usingwe = 50 Hz. Control over the entire usable bandwidth of the azinatystem is achieved by summing the control

effort from similar narrow bands.

Another notable feature of the plant’s frequency respomsette “ripples” at frequencies below 400 Hz, which are
caused by dynamics associated with the injection tubingadh the rapidly varying plant phase in this frequency mng
motivates the development of dynamic phase compensaticaube of the quantitative improvement that it provides over

static phase compensation in terms of the system’s clasgaldensitivity characteristics.

4.3 Controller Implementation

Implementation of the static phase compensation controtiy requires knowledge of the plant@g. For a single- or
multi-frequency controller this is rapidly accomplishedasine-by-sine basis. ConstaRtandl are calculated directly from
the identification using (2). Implementation of the dynapii@se compensation controller requires plant identificati a
neighborhood of the forcing frequencies. The dynamic camprdHy andHy are synthesized from a model fit using the
identified plant data and (11) and (12). The goal is to creat@pensator models which diagonal@gfor all s< jwy, where
wy is some cutoff frequency. The cutoff frequency defines timgeaw, — wx < w < Wy + Wy over which the plant phase
will be inverted. A limited range is necessary to synthesiable, low-order compensator models. The cutoff frequenc
and model order are chosen for each control loop based onytrenidcs of the plant nean,. The models are designed
to capture large magnitude and phase changes in the entigigemerated compensators over the widest frequency range
possible while retaining accuracy and stability. Integratare used in the baseband controller to ensure the Feearies
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components of the desired waveform are asymptoticallk&@cAdditionally, the integrators make the baseband lassp
in nature; therefore, it is more important to capture theasigits closer tao = 0.

For example, Figure 4 displays the empirical and fitted pbasgensators used for control at 100 Hz. The diagonal and
off-diagonal analytical compensators have been fit up teguency of 42 Hz using at"8and 6" order model, respectively.
This lies below the corner frequencyldfp which was set to 50 Hz for these experiments. The model matbleeanalytical
compensators very well at low frequencies and the locatfadhetwo modes in each compensator have been captured for

bothHy andHy.

4.4 Test Results

It is fairly commonplace to track or reject sinusoidal refeces or disturbances at one or two frequencies but for our
application the task must be accomplished with a high nurobgequencies in order to form a periodic square wave. In the
following experiments we use a 20-frequency modulatedeatiriated controller in which dynamic phase compensatian wa
required for [100, 200, 300, 400] Hz. The periodic waveforas a fundamental frequency of 100 Hz. Thus, 20 harmonics

fall within the actuation system bandwidth.

The reference signal used for square wave forcing is deffiged the Fourier series coefficients of the square wave.
The ideal waveform has a frequency defined by the fundamfartahg frequency but has a duty cydse the ratio of the
temporal pulse widthr to the waveform periodT, a = ¢, which is dependent upon user input. The duty cycle is varied
to pinpoint the forcing conditions which optimize importarharacteristics of the jet such as penetration or spredw T
desired Fourier series coefficients are tracked using teedHoop controller to produce waveforms like the two shatith
o = 20% ando = 40% in Figure 5a-b, respectively. The measured waveforrieithin solid line are compared to the ideal
square wave in the dashed line and the truncated Fouriessarthe thick solid line. In all cases, not just the ones show
here, the measured waveforms match the ideal truncatedfovaveery well. The small deviations that occur are due to
noise which falls outside the narrow-band regions aroutl earmonic and, therefore, are uncompensated. Figuresssho
the measured square wave spectrum and the Fourier serigsuspat each forcing frequency. At these points the spectra
are indistinguishable from one another.

These square waves were formed using a specified closedioegonstant of = 0.050s, which, using (7), puts the

controller gain aK = %. Figure 7 shows the envelope of the response for a step infutwwplitude 14ms! given

only to the 100 Hz control loop. The empirical data is comgdeethe analytical approximation based on the observafion o

(6). The empirical time constant, measured ta be0.045s, is slightly faster than the specified time constant. As oaed
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previously, the convergence rate of the multi-frequenaytrmdler matches the 100 Hz case presented here because the

convergence rates at each frequency of control are equgtadjlsting the gain of the individual control loops.

Figure 8 shows a direct comparison of the static and dynatmése compensation loop gains in the neighborhood
of 100 Hz. Both transfer functions move throughds their phase jumps from 9gust beloww, to —90° just afterwy.
However, dynamic phase compensation is shown to reducéape of the loop gain phase as compared to the static phase

loop transfer function.

A closer look in terms of the stability and sensitivity cheteistics of the 100 Hz control loop clearly illustrateg th
benefit of using dynamic phase compensation over staticept@®mpensation. The Nyquist plot of the 100 Hz static and
dynamic phase compensation controller loop gdigandLy, measured empirically using the= 0.045scontroller, is shown
in Figure 9. The locus dfs moves closer to encircling -1 thag at frequencies less thag. This has a significantimpact on

the phase margin of the controller which is.4%for static phase compensation but9for dynamic phase compensation.

The improvement in phase margin from dynamic phase compensaso reduces the maximum sensitivity function
magnitude. Figure 10 shows the sensitivity function for Hi0as well as 200 Hz, 300 Hz, and 400 Hz using the static
phase compensation system with- 0.045. For comparison, Figure 11 shows the sensitivity functimndynamic phase
compensation at [100, 200, 300, 400] Hz with the same medsume constantt = 0.045s. The 100 Hz static phase sensi-
tivity function has a peak of 1.94 at 94.5 Hz which is reduceddath 1.2 at all frequencies by dynamic phase compensation
Additionally, the bandwidth of the 100 Hz loop is increasea 6.9 Hz to 10.5 Hz. Between 94.5 Hz and 100 Hz the plant
phase decreases by.98 from —95.8° to —1327°. The rapidly changing plant phase neay; which can also be seen in
the loop transfer function in Figure 8, is the cause of the&kjmggin the sensitivity function of the static phase comatios
system and makes such an improvement in the dynamic phaggosation system possible. Dynamic phase compensation
inverts the plant dynamics at each frequency such that tistséty functions at each frequency are almost indigtisgable

from one another within the bandwidth of the model fit.

Another demonstration of the multi-frequency modulatedaddulated control approach is presented in Figure 12 where
the effect of closed-loop control on the hotwire noise speutis considered. The unforced, open-loop hotwire noise-sp
trum is shown in Figure 12a and the closed-loop hotwire nspsrtrum is shown in Figure 12b. At every frequency of
control the closed-loop noise spectrum is reduced wellvbéhe broadband noise floor. Although the frequency response
data was assumed to have been generated by a linear plaetateenonlinear features that can be observed under certain
test conditions. For example, the hotwire spectrum exhidrmonic distortion when the amplifier is driven with a pure
tone. The open-loop and closed-loop hotwire spectra ar@aoed again in Figure 13, however, a single tone at 100 Hz has

Corresponding Author: R. T. M’Closkey Paper DS-10-1327 12



been imposed which perturbs the mean jet flow by 5%. This el@adgmonstrates the difficulty of forming a square wave
through open-loop control because of the excitation of luawios in response to the forced tone. Perturbations at 2GihHz
many higher frequencies can be seen in the open-loop speofriigure 13a. These harmonics produce large asymmetries
and ringing in the jet's temporal waveform if uncontrolletihe spectrum of the response to the same amplitude input at
100Hz in Figure 13b, this time applied with closed-loop cohtshows a complete reduction in the harmonic production a

all frequencies under control.

Figure 14a shows the open-loop hotwire spectrum in respimndaal tone inputs at 300 Hz and 400 Hz. In addition
to harmonics of each tone, subharmonics also appear intthesjgonse. The production of subharmonics in this manner is
similar to intermodulation distortion. Like the 100 Hz slagone case, Figure 14b shows closed-loop forcing of thaaé d
tones eliminates the harmonics as well as the subharmaoatosach frequency of control the spectrum has been reduced
significantly beneath the broadband noise floor. Even at baics of 300 Hz and 400 Hz above 2000 Hz, the highest

frequency of control, the velocity spectrum has been redliradicating strong coupling between the harmonics.

5 Conclusion

This paper has detailed a useful improvement upon convaltiphase compensation of a modulated-demodulated
controller and demonstrated an experimental implemeamtatf such a controller for the application of pulsed jet atien
via temporal velocity waveform tracking. The use of dynamplase compensation instead of constant or static phase
compensation has reduced peaking in the sensitivity fanetnd increased the bandwidth of systems for control oftplan

with varying phase near the disturbance or tracking frequen

It was also shown this controller can be used to simultafgaostrol a large number of frequencies to track a periodic
square wave. The well defined square waves formed in thevigtgity profile presented in this paper have the potential t

significantly improve the spread and mixing of jets used iadety of aerospace applications.
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Fig. 2. Pulsed jet injection experimental setup. A piston, actuated by a modal shaker, is used to actively control the temporal velocity profile

of a jet at the nozzle exit.
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Fig. 12. Hotwire noise spectrum for the open-loop (case a) and closed-loop (case b) system when the reference signal coefficients are zero.

Each controller creates a deep notch in the noise spectrum in the closed-loop case. The mean jet velocity is 8 ms L.
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