
UC Merced
Proceedings of the Annual Meeting of the Cognitive Science 
Society

Title
Self-supervised Learning: A Scheme for Discovery of "Natural" Categories by Single Units

Permalink
https://escholarship.org/uc/item/5cb9f9dj

Journal
Proceedings of the Annual Meeting of the Cognitive Science Society, 8(0)

Author
Munro, Paul

Publication Date
1986
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/5cb9f9dj
https://escholarship.org
http://www.cdlib.org/


Se l f - superv i se d L e a r n i n g :  A  S c h e m e f o r 

D i s c o v e r y o f  " N a t u r a l "  C a t e g o r i e s b y S i n g l e U n i t s 

Paul  M u n r o 

Institut e fo r  Cognitiv e Scienc e C-01 5 

Universit y o f  Californi a Sa n Dieg o 

LaJo l la ,C A 9209 3 

A B S T R A CT 

Several dynamical systems have been previously pTX>posed to give a neural-Iike (i.e. connectionist) 

descriptio n o f  categor y formation .  Thes e typicall y eithe r  involv e supervise d trainin g (a s i n Sutto n & . 

Barto ,  1981 ;  Reill y  e t  al. ,  1982 )  o r  identif y dens e region s ("clusters' )  i n th e stimulu s distributio n a s 

natura l  categorie s (Amar i  &  Takeuchi ,  1978 ;  Rumelhar t  &  Zipser ,  198S) .  B y combinin g tw o existin g 

connectionist-typ e learnin g procedures ,  on e supervise d an d on e unsupervised ,  a  hybri d 'self-supervise d 

leaming f  (SSL )  mechanis m fo r  concep t  an d categor y learnin g ha s bee n developed .  Eac h uni t  i n th e 

networ k come s t o represen t  som e concep t  o f  th e orde r  o f  complexit y o f  a  singl e word ;  th e activit y o f 

th e uni t  signal s th e contributio n o f  it s  associate d concep t  t o th e curren t  menta l  state .  A  crucia l 

assumptio n o f  thi s i^proac h i s tha t  ever y concep t  uni t  (C-unit )  receive s input s fro m tw o o r  mor e 

informatio n streams .  Th e self-supervise d learnin g proces s i s governe d b y a  data-drive n dynamica l  rul e 

whic h result s i n a  two-stag e learnin g process .  I n th e firs t  stage ,  a  C-uni t  become s selectivel y responsiv e 

t o a  particula r  patter n •"' •  fro m on e o f  th e informatio n streams ,  ignorin g al l  othe r  pattern s i n tha t 

stream .  Thi s i s followe d b y a n associativ e stag e i n whic h th e uni t  develop s grade d respons e propertie s 

t o stimulu s pattern s inciden t  fro m th e othe r  informatio n stream(s) .  Th e trigge r  featur e thu s become s a 

kin d o f  prototyp e fo r  th e concep t  t o b e forme d b y th e C-unit .  Population s o f  C-unit s displa y interest -

in g representationa l  properties ;  thes e ar e see n t o hav e attribute s o f  bot h loca l  an d distribute d represen -

tations . 
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THEORETICAL ANALYSI S 

Model architecture 

The elements described in this model are labelled C-units (concept or category units). Each C-

unit receives input from two or more (n) groups of affercnts (Figure 1), or Input banks; in principle, 

II need not be the same for every unit. 

In general, indices will follow the convention that superscripts denote the bank and subscripts 

the component within the bank: afferent J of bank i delivers activity s] via a syn^se of strength w\ 

such that a partial response r' is computed over each bank by the unit in a two-step process consisting 

of a linear summation followed by a nonlinear 'squashing or 'compressing^ function: 

r' = a(x') (2) 

where a \s subject to the condition 

a(0)=0 pj 
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r  =  m a x ir' ) 

Figur e 1 .  tr^ormmloKfla w I n a  C-unit .  a .  A n infonnatio n flow  diagn m fo r  a  tiogj e bank ,  whic h autonomousl y follow s a n 
algorith m fo r  supervise d learning .  Th e stimulu s component s Sf  ar e weighte d b y correspondin g uni t  parameter s w ,  t o giv e a 
linea r  activatio n valu e x  ,  whic h i s passe d t o th e squashin g functio n 9  yieldin g th e uni t  respons e r  .  Th e valu e o f  r  i s  compare d 
wit h th e trainin g signa l  t  t o generat e th e erro r  valu e (r-r )  whic h i s use d t o adjus t  th e weight s accordin g t o th e rul e 
Aw(  =  a(T- r  )Sf ,  wher e th e learnin g rat e a  i s a  smal l  number ,  b .  Th e complet e C-uni t  consist s o f  severa l  inpu t  bank s (fou r  o f 
thes e ar e shown) ,  whic h eac h ac t  a s a  supervise d semi-linea r  unit .  Eac h inpu t  ban k receive s a  c o m m o n trainin g signa l  t ,  bu t 
applie s th e signa l  t o stimulu s pattern s fro m differen t  environments .  Th e linea r  summatio n stag e o f  on e o f  th e bank s generate s 
thi s trainin g signa l  ( t^x ' )  suc h tha t  thi s ban k effectivel y follow s th e rul e fo r  selectivit y maximizatio n describe d i n th e intro -
duction .  Th e outpu t  r  o f  th e C-uni t  i s  give n b y a  functio n o f  th e ban k response s r' ;  i n thi s pq>er ,  r  =max(r') . 
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<t(x )  >  xaXx )  fo r  al l  x > 0 

The respons e r  o f  th e uni t  i s  a  functio n o f  th e partia l  sum s r ^  •  -  -  r" .  Th e precis e for m o f  thi s 

function need not be specified at this point, but it should be nondecreasing in all the r'; i.e. ——^0 
dr ' 

for all i. Two cases have been considered - the sum (more generally, an arbitrary linear combination) 

and the maximum. 

The trainin g ban k i s denote d b y th e superscrip t  r  an d i s assume d t o becom e selectivel y responsiv e 

to some pattern from its environment E'. This pattern is the tiigser feature of the unit and is 

denoted by s^''. The partial sum and partial response induced by the trigger feature are correspond-

ingly labelled jt"" andr""«. 

Modification dynamics: the learning rule 

The self-supervised learning (SSL) rule is caressed in terms of the time derivatives of the connec-

tivity values wj in terms of the corresponding afferent activity sj, two partial responses (that of the 

bank to which wj belongs and another that is produced by a special 'training bank"), and a variable q 

that is driven by the training bank's partial response. 

Ah-; = a(x' -qa{x')),j ^^^ 
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Af - cur' (x' - «) 

where the learning rate a is a small number and the superscript t specifies the training bank, such that 

the partial response x' 'trains' the other partial responses (r' il^f) to approximate it to the degree 

that the pattern t' predicts the pattern to the training bank /. The function a is monotone increasing 

and satisfies the conditions given by (3). 

Final states of the training bank 

The SSL equation (4) reduces to the selectivity maximization rule of Bienenstock et al. (19S2) 

along the training bank; the function v as constrained by Eq. (3) is included to ensure this. For the 

training bank, equation (4) becomes 

A w;  =  a(x '  -q<j{x'))s' j 

A? = ax' {x' - g) 

The respons e r '  achieve s ver y hig h selectivit y ove r  th e environmen t  E' .  Unde r  th e assumptio n o f 

linear independence within the subenvironments, the training bank attains maximum selectivity; i.e. it 

responds to exactly one pattern in £'. Let the chosen pattern, i.e. the trigger stimulus of the training 

bank, be denoted by s^'* and let the corresponding partial sum and partial response [i.e. w'-s*'*] be 

respectively denoted byx"'* and r"'*. 

Final states ef the trained banks 

Consider a trained (/^/) bank for which the corresponding subcnvironment £' consists of 

linearly independent patterns. Stable equilibria can then be found by setting the expression (4a) for 
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Atvy to zero for each pattern i in £'. If p is the conditional probability that f^'' is present on the 

training bank given s* at bank /.then for all patterns §iE': 

p(x'^''-qiT{x')) + {l-p){-qa{x')) = 0 (6) 

If the training bank has reached equilibrium then x*"' -q and hence, 

p = Probes'=8*^'« If*) = ff(jr') (7) 

R E P R E S E N T A T I O NS O F ST IMUL I  AOItOS S P O P U L A T I O NS O F C U N I T S 

Up until this point, the description and analysis of SSL has been confined to the single-unit 

level. While this is appropriate for presentation of the learning mechanism, it is inadequate for under-

standing certain more global properties, such as those pertainmg to the representation of the current 

state of the world. 

If the number of information streams is restricted to just twc and all patterns within their suben-

vironments are equiprobable, then this observation follows concerning the total activity level of the 

population: The sum of the unit activities evoked by a given presentation across two irformaxion streams 

decreases with increasing joint probability cf the stimulus combination. That is, the net activity of the 

population is correlated with the novelty of the stimulus. The relationship between the net activity 
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Patter n A, 3 
Join t  prob. :  9.90 9 
ne t  activit y =  4.990 9 

Patter n B, 3 
Join t  prob. = 9.33 3 
ne t  activit y =  2.333 3 

Patter n A, 2 
Join t  prob. = 9.25 3 
ne t  activit y =  2.759 9 

Patter n B, 2 
Join t  prob. = 9.98 3 
ne t  activit y =  3.583 3 

Patter n A, l 
Join t  prob. = 9.25 3 
ne t  activit y =  2.750 9 

Patter n B, l 
Join t  prob. :  9.08 3 
ne t  activit y =  3.533 3 

Figur e 2 .  k  complet e representatio n t f  a  2x 3 envirorment .  « .  Tb e subeavironmen t  E '  coDsist s o f  th e tw o equiprobabl e pat -
teni i  A  an d 0 .  E "  coonst *  o f  tb e thre e equiprobabl e pattem i  1 ,  2 ,  an d 3 .  Thei r  join t  probabiliti s  ar e show n i n th e pi e char t 
and th e table ,  b .  Th e five  subpattern s (AJB.122 )  ar e eac h th e trigge r  featur e fo r  on e o f  th e C-unit a i n thi s minimall y com -
plet e population .  T b e C-uni t  representatio n i s show n a s a n activit y patter n ove r  thes e unit s fo r  eac h o f  tb e si x possibl e join t 
patterns ,  togethe r  wit h th e pattern' s join t  probabilit y  an d tb e ne t  activit y elicite d i n th e population .  Fo r  ever y join t  pattern , 
at  leas t  tw o unit s correspon d t o th e constituen t  subpattern s an d ar e thu s maximall y active .  Thes e tw o component s o f  th e ac -
tivit y patter n ar e show n a s unshade d bars ,  whil e th e 'associative '  component s ar e show n a s shade d bars . 
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and th e join t  probabilit y  ca n b e show n t o be :  (b y Baye' s theorem) : 

A ra rW )  =  4  "  (̂ /  +Nu)Pi j  W 

An exampl e syste m I n thi s example ,  a  populatio n ha s com e t o equilibriu m wit h tw o patter n 

streams. The respective subenvironments E' and E" consist respectively of two and three equiprob-

able patterns: E' = {Afi); E" = {1,23}. Only five (A^, + N„) equilibrium states are possible, so for 

convenience consider a population of just five units, each having converged to a different equilibrium 

state. Thus the units can be labelled according to the stimulus selected along their training bank. The 

statistics of the environment and the representations of joint stimuli across the population are 

described in Figure 2. This simple example illustrates several basic aspects of distributeti representa-

tions by hi^-order units. Note that for each pattern, the net activity plus S times the joint probability 

is 4 and hence Eq. (8) is verified. 
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