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SeSSION 4
ACCeSS TO COLLeCTIONS

Capture and Release: Access to 
Library, Archive, and Museum 
Collection Information
Mary W. Elings

Introduction

In thinking about access to collection information in libraries, 

archives, and museums, clearly we all suffer from the same con-

cerns about making our collections available to the broadest au-

diences. We all share the desire to bring all of our collection in-

formation together in one unified system and make that system 

easily accessible to users. Whether it is a library or an archive in a 

museum, or a museum in a library or an archive, the challenges 

remain the same.

With respct to access and our goals of getting collection 

information out to users, both internal and external, the visual 

metaphor of a dandelion spreading its seeds comes to my mind. 

In this metaphor, the seeds of the dandelion represent bits of in-

formation that spread from our information and access systems. 

As the seeds spread, new knowledge can occur where the seeds 

touch down, where they then grow and spread more knowledge 

over time. In this metaphor, the dandelion represents the col-

lections information we capture as institutions, that we can then 

share with or release to, others, propagating knowledge, inter-

est, and potentially new scholarship in the process. Just like the 

dandelion, knowledge—if we share it—can be a beautiful thing, 

with a tenacious will to propagate.

Mission and goals

In a discussion of access, it is important to look at our mis-

sions and goals. Our primary mission as libraries, archives, and 

museums is to provide access to collections and collection in-

formation. We provide this service in various ways:  through 

exhibitions, programs, websites, and catalogs, and in person. In 

the present era, as discussed in the opening session of this sym-

posium, our missions are changing from being primarily about 

education—being the voice of authority—to a more interactive 

relationship with our audiences, promoting exchange and shar-

ing voices. 

A quick look at several library, archive, and museum mission 

statements currently online shows that they present their goals 

and aims in terms of letting “knowledge grow from more to 

more” or “to stimulate appreciation” and “advance knowledge,” 

“to increase and diffuse knowledge,” and to “support teaching, 

learning, [and] research.”1

With words like “stimulate,” “promote,” and “support,” 

our roles are becoming increasingly about facilitating knowl-

edge building and encouraging intellectual activity at whatever 

level it may occur around our collections. And with this comes 

new scholarship and new forms of scholarship, which we may 

also want to collect and provide access to, as well as curate and 

interpret.

In addition to all this, we are also responsible for the proper 

care, preservation, and management of collections. This is done 

largely through intellectual control, reflected through our col-

lection information management practices. These practices are 

well codified, but they are also changing as our roles and infor-

mation technologies change, which is the focus of this paper.

Strategies

When collections moved from private cabinets of curiosity to 

public entities, we began to develop organizational and classi-

fication systems to manage and provide access to them, which 

was the beginning of the divisions we now see in the libraries, 

archives, and museums we know today.

Since then, we have developed professional practices around 

the collections and information we manage. We have created 

information standards for our collections, including data struc-

tures like MAchine-Readable Cataloging (MARC), Categories 

for the Description of Works of Art (CDWA), and Encoded Ar-

chival Description (EAD), and content standards like Describing 

Archives: A Content Standard (DA:CS) for archives, Cataloging 

Cultural Objects (CCO) for museums and visual resources, and 

now Resource Description and Access (RDA) for libraries. We 

use controlled vocabularies like the Library of Congress vocabu-

laries, the Getty vocabularies, and various term authorities. We 

have specialized XML formats and protocols for sharing our re-

cords, as well as high-level data frameworks or conceptual refer-

ence models like FRBR and CIDOC-CRM to help us model our 

data.

Libraries, archives, and museums were early adopters of 

technology to aid us in this work, transferring classification and 

organizational constructs to the computer, and then to the Web. 

We started putting our collection information up as records on-

line and then began to digitize some of our holdings. We first 

s e s s i o n  f o u r 
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willingness to work together, we still have trouble sharing data 

across our institutions and our communities, and at the network 

level. What we want is access that crosses all of these lines, from 

local to the broadest possible reach.

If I had to assign a title to 2012 in our communities, it 

would be the year of linked data in libraries, archives, and 

museums. Jon Voss, a gentleman whom I will call a linked-open-

data evangelist, was a plenary speaker at several library, archive, 

and museum conferences in 2012.8 He also organized the 

successful LODLAM Summit in 2011, and another is scheduled 

for 2013.9 

 Linked data is not completely new, having already arrived 

on the scene in 2006. It is being implemented in Europe and 

the United States in domains such as the sciences, healthcare, 

publishing, government, and multimedia. Tim Berners-Lee 

(credited with founding the World Wide Web) has often 

discussed it, but it took Jon Voss to make it relevant to libraries, 

archives, and museums.10 And we seem to have gotten the 

message. The promise of linked data is that it may be able to 

solve some of the problems we have had in the past with uniting 

our data and making it available in various contexts, from our 

local systems to global systems.

What Linked Data Does

Linked data links information resources together out on the 

Web. In the past we linked together webpages, and these web-

pages might have links on them, and perhaps some images, cap-

tions, and other content. While these pages are generally easy 

for humans to comprehend, they are not always understandable 

to computers. The relationship of a particular link or image to 

the text or a caption may not be explicit, so a machine cannot 

process or understand it. Linked data makes those relationships 

explicit. Linked data uses web technologies to express these re-

lationships, which in turn makes them machine understandable 

and actionable.

If you think of thousands of data points—like the seeds of a 

dandelion—living out on the Web, each of those points can be 

linked together, creating a web of data. We can link bits of our 

data together and publish them on the Web where others can 

then use them or build access on top of them. In basic terms, all 

the information on the Internet becomes a web of linked data 

points expressed in the form of simple relationships. 

Libraries, archives, and museums have a massive amount of 

well structured, standards-based records or “metadata” about 

the collections, but this information does not get exposed or tra-

versed in the ways that linked data can. Linked data will help us 

to expose our collection information directly on the Web, mak-

ing it more accessible and useable than our tidy records tucked 

away in our local systems. The fact that we have well structured 

data, however, is a really good start. Libraries, archives, and mu-

seums are approaching linked data with a long history of manag-

ing information in structured ways and a lot of good source data 

to move this forward. This is simply the “next big thing” in our 

information management evolution. 

how Linked Data Works

The concept of linked data is that one thing is related to another 

thing through a simple relationship, and these relationships are 

the basis for linking data to other data. These relationships are 

expressed using the Resource Description Framework (RDF).11

The relationship is called an RDF Triple, because it has three 

parts:  there is a thing, which has a property, and that property 

has a value. An example of this would be the book War and 

Peace (the thing), which has an author (the property), and that 

is Leo Tolstoy (the value). This relationship is also referred to as 

a subject-predicate-object relationship. The relationship in RDF 

is expressed using an XML syntax to create the triple. Linkages 

between data are made through these sorts of triples.

Each part of the triple has its own unique identifier, called a 

uniform resource identifier (URI). This unique identifier points 

to a location on the Web. The links from one URI to another 

use the Hypertext Transfer Protocol (HTTP), so each part of 

the triple has an active Web address. For example, the book War 

and Peace has a unique identifier: http://www.worldcat.org/

oclc/918470. The property for author has a unique identifier: 

http://dbpedia.org/ontology/author. The person Leo Tolstoy 

has a unique identifier: http://viaf.org/viaf/96987389/.

The pages to which these URIs point are not necessarily 

user friendly. Linked data is not meant to be presented in a pret-

ty webpage, but rather as a computer-friendly page, meant to 

give the computer the information it needs to do its job. Com-

puters can read and understand this information and respond to 

our queries based on the information we make available.

For example, take the painting by Johannes Vermeer titled 

Woman with a Lute, held by the Metropolitan Museum of Art. 

The painting has several triples or relationships that can be ex-

pressed. Woman with a Lute has type “painting.” It has artist 

“Vermeer.” It has city “New York.” It has museum “The Met-

ropolitan Museum of Art.” Finally, the painting has depiction in 

a thumbnail online. 

On the Web, we can see this example as linked data in DB-

pedia, which is a linked dataset exposing data from Wikipedia 

posted them as static HTML pages, then as marked-up pages, 

then as database-driven websites, then as XML-driven websites. 

When Web 2.0 tools came along, we started putting digital col-

lections and collection information into interactive venues to 

improve access and engage users. We have used blogs, tagging, 

commenting, Facebook, Flickr, Twitter, Tumblr, YouTube, Pin-

terest, Wikipedia, and Wikimedia to put our content where our 

audiences are working and playing. We continue to experiment 

with new technologies to improve searching, share more data, 

and find better ways to provide access to information and en-

gage our users.

 We have also collaborated with our fellow information pro-

fessionals, inside and outside our institutions and across our pro-

fessional divisions. We have developed consortiums and part-

nerships to take advantage of the skills and expertise of those 

around us. We have collaborated with users in social networking 

venues, letting them help us by tagging or commenting on our 

collections and letting them begin to share in this role of “voice” 

in limited ways. These strategies have been largely successful and 

have helped us move forward in meeting our missions, but we 

still have work to do.

What Did and Did Not Work

Our professional practices have resulted in sometimes rigid silos 

of practice and content that don’t always play well together 

physically or virtually.2 We have often tried to integrate library, 

archive, and museum collection information in institutions 

into single-access systems with the goals of improving access, 

increasing efficiency, and reducing costs. Unfortunately, either 

the technology or the cultures were not ready for the change, 

and our differences in professional standards and practices have 

proven challenging.3 True data unity within our institutions has 

proven elusive, and our systems still remain largely fragmented. 

The Bancroft Library, as part of the University of Califor-

nia Berkeley Library, maintains its collection information in a 

campus-wide integrated library system (ILS), yet we also have 

a content-management system for our digital collections, and 

a separate system for locally managing our archival information 

not handled by the ILS. The Bancroft’s newest research center, 

The Magnes Collection of Jewish Art and Life (for all intents 

and purposes a museum within a library) has a single library-ar-

chive-museum system that accommodates the diverse holdings; 

however, it remains a single system within a larger institution 

that uses several other systems. While the Magnes as a center 

maintains a single system, the layers of our complex organiza-

tion make integration impractical, if not impossible. Our institu-

tion, like many others, is an example of a large interdisciplinary 

organization that is integrated physically, yet our access systems 

are not yet fully integrated.

Aggregation, which allows us to pull our information re-

cords out of local systems and share them either across an orga-

nization or with a content aggregator, has been more successful 

than single-system integration. Aggregation leaves data in the 

library-, archive-, or museum-specific systems—which can be 

necessary to serve internal needs—yet accomplishes the goal of 

unifying data in one place to serve access needs across an institu-

tion and for users outside the institution. 

Institutional-level efforts like the Smithsonian Collections 

Search Center, which pulls data from across multiple Smithsonian 

libraries, archives, and museums into a single search interface, 

have been successful for internal staff and external audiences.4

Similarly, the large scale cross-community effort Europeana, 

a European-Union-funded aggregation, successfully pulls 

collection information and content from 1,500 libraries, 

archives, and museums in twenty-seven countries. Providing 

access to 2.4 million items, this aggregation has succeeded in 

doing what many complex institutions hope to do, but it has 

done so on a massive scale.

Despite these successful examples, aggregation in general is 

difficult to achieve with current tools and has significant associated 

costs. The work required to bring disparately structured records 

together in a single system is resource intensive, and, as a result, 

funding such efforts has been difficult to sustain.5 

Reaching outside our professional communities through 

partnerships to help us improve access has proven helpful in 

some cases. For example, we never would have been able to 

digitize and provide access to the quantity of books that Google 

and the Open Content Alliance did in such a short time. More 

recent projects like The Google Art Project and The Google 

Cultural Institute are also helping us get visibility for our 

collections and collections information at the network level that 

we could not achieve on our own.6 These non-library-archive-

museum collaborators can bring technology muscle to the table 

that we simply do not have, but these limited partnerships 

will get only some of our information out there and for only 

so long.7 As memory and information institutions, we need to 

look for solutions that will deliver all of our information to the 

network level and serve us over the long term.

What Do We Want and how Will We get There

Though we have long-established, well codified professional 

practices, rich data standards, expertise with technology, and a 

s e s s i o n  f o u r s e s s i o n  f o u r
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and other sources. In the record for Woman with a Lute in 

DBpedia (http://dbpedia.org/page/Woman_with_a_Lute), 

we can see that the painting has a number of triples: there are 

several abstracts, a link to a thumbnail, the artist, the city, and 

the museum, among other relationships. By selecting the artist 

link “Johannes_Vermeer,” users are taken to the DBpedia page 

for Johannes Vermeer where they see information on the art-

ist and much linked data about him, including his birth date, 

birth place, by whom he was influenced, who trained him, and, 

further down the page, other works to which Vermeer has an 

“artist of” relationship.

 Almost all of the data in DBpedia came from Wikipedia. 

Imagine if that information could be augmented by collection 

information from the museums that own these works? In theory, 

we have the best, most accurate data on our collections tucked 

away in our information systems. Consider what the record in 

DBpedia might look like with that data added to it and links 

made to abstracts and images held by the Metropolitan Museum 

of Art? Consider the relevance of that information to a user: 

priceless. 

And the Point Is

The point of all this is that this linked data is already being put 

out on the Web. As cultural information professionals and con-

tent providers, we want to start to build services on top of linked 

data whether we put it out on the Web or use it to bring to-

gether our own collection information and digital resources on 

our own site. There are several examples of people doing this. 

Jon Voss has launched a project to pull together Civil-War-

related data to make connections between events, people, and 

content that have not been made before.12 The goal will be to 

develop new resources like Conflict History, a site that plots 

historic conflicts on Google Maps using data from Freebase, 

a massive open dataset.13 The Vistory mobile application pulls 

videos from the Dutch Open Cultuur Datasets provided by the 

Netherlands Institute for Sound and Vision to allow users to 

view historic videos near their location. It then lets them take 

a photograph with their mobile camera overlaid with a video 

frame to create a new visual resource.14 Europeana is also using 

linked data in their semantic search prototype, which helps to 

disambiguate and contextualize search terms. The semantic 

search prototype helps users by differentiating, for example, 

between “Paris” the place and “Paris” the person, and segments 

search results by these and other related entities.15 The linked 

data allows the search to associate entities and put them into 

context in the search and the results.

 These examples from the cultural heritage community are 

just a few of the projects currently under way, and new ones 

are coming online regularly.16 The point is that linked collection 

information data can be used by an institution or, if open, 

by others. We can build curated sites or Web portals, create 

our own integrated collection searches, let others create new 

applications on top of our data, let it be linked to other data, 

and/or surface our collection information at the network level 

in semantic search engines. The possibilities are exciting.

Benefits

Linked data can give us more flexible data than ever before be-

cause it is atomized. Think of the data as building blocks that 

you can connect, build into something, reconnect, and build 

something else. It makes our data more agile and easier to use 

or more intelligently mash up into different applications. Euro-

peana has released its aggregated data as linked data as part of 

its strategy to make its data more flexible and interoperable on 

the Web on a massive scale Some institutions are working on us-

ing linked data triples to deconstruct and then reconstruct their 

structured records on the fly.

The broader benefit to linked data is that it will make our 

information more findable and ultimately more accessible using 

new semantic Web tools. It will be bringing together not only 

our data but data from across the Web, which has the potential 

to facilitate greater discovery and intellectual activity. This will 

be even further facilitated if we can make that data open. 

Not all data is linked and not all linked data is open, so 

there is a movement to make all library, archive, and museum 

metadata (not necessarily all digital content) available as Linked 

Open Data. The benefits of putting our data out on the Web 

with an open license means that it is much clearer to the users of 

that data what they can do with it. 

As our missions change to make us more outward-facing, 

collaborative partners with our audiences, as was discussed in 

the opening session of this symposium, we should be opening 

up our data. In this way, those who have interest in our content 

will have the freedom to innovate, create, and experiment with 

it in ways we either cannot because of a lack of resources and 

staff, or have not even considered possible. Making our linked 

data open can encourage more use and reuse, as well as applica-

tions being built on top of our data, so we can finally have our 

collection information truly playing at the network level. As we 

continue to make new digital research collections available and 

link this open data and content on the Web, we will be able to 

stimulate, promote, and support new forms of research, and ul-

timately new forms of scholarship.

s e s s i o n  f o u r s e s s i o n  f o u r

getting Started

How do we begin moving in this direction? The implementa-

tion of new standards like Resource Description and Access 

(RDA) in the library field and the use of Lightweight Informa-

tion Describing Objects (LIDO) in the museum field are already 

moving us in the direction of linked data principles. 

RDA, which is built on the theoretical framework expressed 

in the Functional Requirements for Bibliographic Records 

(FRBR) conceptual model, was created with linked data in 

mind, so it is already positioned for this change. With the 

additional movement toward a new bibliographic framework to 

ultimately replace MARC, the wheels are already in motion for 

libraries and archives to move more and more into the linked-

data realm. LIDO, a harvesting schema for museum description 

designed on semantic principles, was developed as an application 

of The CIDOC Conceptual Reference Model (CIDOC-CRM), 

a semantic framework for cultural heritage information.17 Like 

RDA for libraries and archives, LIDO will move museum data 

in the linked-data direction. 

 Several library, archive, and museum entities, such as the 

Library of Congress, the National Archives, the Rijksmuseum, 

OCLC, the National Library of Spain (BNE), the British Muse-

um, and Europeana, are now exposing their data as linked data. 

More are forthcoming.

 The Web is already transitioning to linked data, so we need 

to get started. In very broad strokes, there are a few basic steps 

to putting your collection information out as linked data: 

	 •	Create	a	namespace	for	your	URIs

	 •	Develop	a	data	model

	 •	Convert	structured	data	to	RDF	triples

	 •	Publish	your	graph	to	the	Web

	 •	Start	linking	

This is, of course, easier said than done, and it requires some 

technical expertise and programming skills to jump into this. 

There are a number of useful resources about doing this work, 

including the Open Data Handbook and the book Linked 

Data.18 Whether your institution takes tiny steps or big ones 

towards this goal, start looking into it. You will see that it is 

already out there and growing.

 Google is already using linked data in its search results and 

its global knowledge graph, as is Facebook in its open graph.19 If 

we look at the Linked Open Data graph from 2009 as compared 

to 2011, it has clearly grown in size.20 To date, libraries, archives, 

and museums are not well represented in this graph, but that is 

changing. New datasets are starting to appear in the cultural 

sector and will continue to add to the web of data. 

The Promise

The promise of linked data is that we will be able to better meet 

our missions and goals. We will be able to provide improved 

access to collections and information, facilitate new knowledge 

building and collaborative scholarship, and provide for more ef-

ficient management of our collections information using new 

tools and methods for creating and sharing our data across our 

own institutions and at the network level.

We are already moving in this direction and have the well 

structured data we need to be slightly ahead of the game. The 

potential benefits may be even more interesting and game-

changing than outlined here, and I wanted to close with another 

image as a vision of where we might be headed. A “digital 

dandelion” from the San Diego Super Computer Center that 

shows a linked data graph of the Internet.21 The future of access 

is here, in the linked environment. 

 The more data we put into this environment, the more vis-

ible we will become, and the more our data will be used. Some 

of the work we want to accomplish with our collections cannot 

be done by us alone; we will need partners and innovators who 

will do this work with us, alongside us, or on their own. We need 

to take the risk of letting them in, to be facilitators in knowledge 

building and collaborative scholarship. 

 We need to capture the data for our own purposes but also 

release it to encourage the growth of new knowledge and new 

forms of scholarship. Perhaps one of the roles for the twenty-

first-century library, archive, and museum is to support this sort 

of work, just as we support living artists, authors, and other cre-

ators now. Part of our work could be to collect, curate, and 

preserve the best of the new types of cultural and scholarly re-

sources built on this growing web of data. These new cultural 

and scholarly resources will still need a place where others can 

experience them, understand them, and discover them. We 

should be at both ends of the process, to support the creation 

and innovation, and to provide interpretation and steward-

ship into the future. As libraries, archives, and museums with 

long-established, well codified professional practices, rich data 

standards, expertise with technology, and a willingness to work 

together, we are in an ideal position to do this work together.

Additional Resources

W3C Linked Data

http://www.w3.org/standards/semanticweb/data
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Library of Congress Linked Data Service

http://id.loc.gov/

OCLC Linked Data Video

http://youtu.be/fWfEYcnk8Z8

Europeana

http://pro.europeana.eu/linked-open-data

Fun Video: http://vimeo.com/36752317

British Museum Semantic Web Collection Online

http://collection.britishmuseum.org/
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SeSSION 4
ACCeSS TO COLLeCTIONS

Seb Chan

I will be discussing the journey that I have taken for the last de-

cade and the way I see metadata as becoming a cultural source 

code. I am currently working at the Cooper-Hewitt in New 

York, which is part of the Smithsonian. The museum is closed 

for renovations and will reopen in 2014, which is giving us a 

great opportunity to rethink everything about the museum from 

the building up. I came to the Cooper-Hewitt from Sydney to 

change the digital layer of the museum and to build digital right 

into the building itself. 

I previously worked at the Powerhouse Museum in Sydney, 

a large design and science museum. I am not one of you. I do 

not come from the library world or from the art world. I come 

from the Internet, but also from a background in social policy 

and sociology.

Nick Poole, the CEO of the Collections Trust, stated ear-

lier last year that museums have really changed, and the core 

functional model of the museum has expanded to incorporate 

publishing and broadcast as well as the physical institutional ex-

perience.  

When I started at the Powerhouse Museum in 2001, we 

were all talking about the virtual museum. I shudder when I 

hear people talking about this still because this is such an old 

idea. We talked about being an encyclopedic resource. We talked 

about being authoritative. This is because we thought we were 

in control of everything. We thought that the Internet had secu-

rity guards like the security guards who stop people and search 

their bags in the foyer or prevent photography in the galleries.

When I left the Powerhouse in 2011, the 1950s notion of 

the museum without walls had become a reality, and museums 

started to take on the role of a library, becoming a data provider. 

We realized that our authority was contextual, and we also real-

ized that as we became more visitor-centric, the visitor was in 

charge.

s e s s i o n  f o u r




