Modeling of Emittance Growth Due to Coulomb Collisions in Plasma-based Accelerators
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Coulomb collisions with background plasma are one source of emittance degradation in plasma accelerators. This paper shows that the emittance growth due to Coulomb collisions can be correctly captured in particle-in-cell simulations, with a proper Monte Carlo binary collision module. The theory of the emittance growth due to Coulomb collisions is extended from a monoenergetic matched beam to a mismatched beam with energy spread, and is compared with simulation results.

I. INTRODUCTION

In many applications of plasma-based accelerators, the beam quality is crucial. For example, future high-energy colliders based on laser-wakefield acceleration (LWFA) will require a small beam transverse size to obtain a high luminosity. Similarly, prospective LWFA-based free-electron lasers (FEL) require both a small beam transverse size to preserve high current density and a low beam divergence to maintain coherence. These constraints could generally be obtained by preserving the emittance of an initial high-quality beam, throughout its acceleration.

However, the emittance is not guaranteed to be preserved in a plasma-based accelerator. Potential sources of emittance degradation include decoherence of a mismatched beam or misaligned beam, non-linear focusing fields (e.g. resulting from ion motion in the plasma wakefield) and beam-hosing instability. Another source of emittance degradation, which is perhaps less commonly considered, is the Coulomb collisions with the background plasma. Analytical calculations of emittance growth due to Coulomb collisions in plasma-based accelerators were first introduced by Montague and Schnell in 1985, in which the calculation is based on, and extended from, the well established formulas for angular scatter in a neutral vapor. Later, the formalism was also applied to calculate quantitatively the emittance growth due to Coulomb collisions in the blowout beam-driven regime and the quasi-linear laser-driven regime, including in near-hollow plasma channels.

These previous analytical derivations of emittance growth due to Coulomb collisions, are based on simplifying assumptions, including matched and monoenergetic beams. In order to study more complicated situations, appropriate numerical tools are needed to carry out corresponding simulations. In this paper, it is shown that emittance growth due to Coulomb collisions can be correctly captured in particle-in-cell (PIC) simulations, with a proper Monte Carlo binary collision module. In addition, the module can help to extend the theory to more complicated situations, such as mismatched beams.

The paper is organized as follows. In Sec. II, we summarize how Coulomb collisions are modeled theoretically and in PIC simulations. In particular, we emphasize the similarities and differences in the assumptions that underpin these two descriptions. In Sec. III, we compare the analytical predictions and the numerical simulations in several situations, including a plasma accelerator configuration. At last, conclusions are drawn and possible future works are discussed in Sec. IV.

II. ANALYTICAL AND NUMERICAL DESCRIPTION OF THE GROWTH OF EMITTANCE FROM COULOMB COLLISIONS.

In this section, we summarize how Coulomb collisions are modeled in the standard analytical theory and in PIC simulations, and how the corresponding growth of emittance is computed.

A. Analytical description

Let us consider a relativistic beam of electrons, propagating along the z axis, through a background of ion particles at rest (having charge \( q = e \) and uniform density \( n \)). Each electron of the beam undergoes multiple Coulomb collisions during the propagation, which result in small, random deviations in the angles \( \theta_{\perp} \) and \( \theta_{\parallel} \). As a result, a given electron will have a probability distribution in \( \theta_{\perp} \) and \( \theta_{\parallel} \), which will widen with time (i.e. \( \langle \theta_{\perp}^2 \rangle \) and \( \langle \theta_{\parallel}^2 \rangle \) increase with time).

The growth rate of the width of this probability distribution can be computed analytically. (For the convenience of the reader, we include a detailed derivation in Appendix A.) The calculation results in \( d \langle \theta_{\perp}^2 \rangle / dt = 2 \langle \theta_{\perp}^2 \rangle / t_\gamma \), with:

\[
\frac{d \langle \theta_{\perp}^2 \rangle}{dt} = \frac{8 \pi m c^2}{\gamma^2} Z^2 \ln \Lambda, \tag{1}
\]

where \( \gamma \) is the Lorentz factor of the electron, \( Z e \) and \( n \) are the charge and density of the background ion particles, \( c \) is the vacuum speed of light, \( t \) is the time, \( t_\gamma \approx 2.82 \times 10^{-15} m \) is the classical electron radius, and \( \ln \Lambda \) is the Coulomb logarithm, which takes into account the typical distance over which
Coulomb interactions are screened. The Coulomb logarithm will be discussed in more detail in section II.C.

These collisions introduce disorder in the beam: instead of forming a well-collimated beam, individual electrons scatter in different directions, and, as a result, the emittance increases. The growth of emittance can be calculated by considering the equations of motion of individual electrons (e.g., in a focusing plasma bubble), and averaging them over the whole beam to obtain a set of envelope equations. In this case, the random change in angle due to Coulomb collisions [expressed by Eq. (1)] is taken into account by adding a stochastic noise term in the individual equations of motion. (In other words, the equations of motion become Langevin equations.) This procedure is detailed in Appendix B. The resulting expression for the growth of emittance (e.g. in the x direction) is:

$$\frac{dx^2}{dc} = k_z^2 r_z Z \ln \Lambda \langle x^2 \rangle + 2 \left( \langle u^2 \rangle \left( \frac{u_m}{T} \right) - \langle u_x \rangle \left( \frac{u_m^2}{T} \right) \right)$$

(2)

where $k_z^2 = 4 \pi Z e^2 r_z$ corresponds to the plasma wavenumber, and the brackets $\langle \ldots \rangle$ indicate an average over the whole beam, with $x$ the transverse position of an individual electron $u_t = p_t / (m_e c)$ its dimensionless momentum, and the emittance is defined as $\epsilon^2 \equiv \langle x^2 \rangle \langle u^2 \rangle - \langle x u \rangle^2$. Note that the right-hand side of Eq. (2) contains two contributions to emittance growth: a first term from the Coulomb collisions, and the second term from the decoherence associated with energy spread.

As expected, in the particular case of a matched, monoenergetic beam, Eq. (2) reduces to previous results from the literature. More specifically, in the case of a monoenergetic beam, the second term in the right-hand side of Eq. (2) cancels. Moreover, for a matched beam in the bubble regime, we have $\epsilon_x = \sqrt{B}/2k_p \langle x^2 \rangle$, and thus Eq. (2) can be written as:

$$\frac{dx^2}{dc} = k_z^2 r_z Z \ln \Lambda \langle x^2 \rangle = \frac{k_z^2 r_z Z \ln \Lambda}{2 \epsilon_x}$$

(3)

For a mismatched beam, we can obtain $\langle x^2 \rangle$ from the envelope equation under a linear focusing force,

$$\langle x^2 \rangle = \frac{1}{2} \left( \frac{\Delta x^2}{\gamma_d} + \frac{k_y^2}{\gamma_d^2} \right)$$

(4)

where $\Delta x^2$ is the peak value of $\langle x^2 \rangle$, $k_y = k_p (2 \pi)^{-1/2}$ is the betatron oscillation wave number. Detailed derivation is given in Appendix B.

While the first term of Eq. (2) can be readily evaluated through Eq. (4), the second term of Eq. (2) on the other hand depends on $\langle x u_m \rangle$, $\langle x u_m^2 \rangle$, $\langle u^2 \rangle$, and $\langle u_x \gamma \rangle$ which require additional information (e.g., an additional model) to be evaluated. In this paper, for simplicity, we obtain these values numerically from simulations.

### B. Numerical description in a PIC code

In this section, we summarize the PIC implementation of Coulomb collisions described in Perez et al. and highlight the similarities and differences in section II.A. This implementation extends earlier work by Nanbu and is the one used in the rest of this paper.

In this implementation, Coulomb collisions are considered whenever two macroparticles are in the same cell. Conceptually, these macroparticles represent two fluxes of physical particles that collide with each other, whereby each individual physical particle from one macroparticle undergoes multiple scatterings with the physical particles from the other macroparticle. As a result of these collisions, the RMS divergence associated with these groups of physical particles should (conceptually) increase. If we label the two macroparticles with the index 1 and 2 respectively, the increase in RMS divergence associated with macroparticle 1 is:

$$\frac{d(\Delta \gamma_i^2)}{dt} = \frac{\gamma_i p_i^2}{\gamma_i \gamma_i' (\gamma_i' m_1 + \gamma_i m_2)} 8 \pi m_2^2 \left( \frac{q_i q_i'}{e^2} \right)^2 \frac{m_1^2}{m_1 m_2} \left( \frac{\gamma_i' m_1 \gamma_i m_2}{p_i^2} - \epsilon_i^2 + 1 \right)^2 \ln \Lambda.$$  

(5)

(See Perez et al. for a derivation, which is based on the relativistic Frankel cross-section; note that, in the derivation from Perez et al., the quantity $n_2$ corresponds to $\Delta t / 2 \times d(\Delta \gamma_i^2)/dt$ here.) In the above expression, $q_1$, $m_1$, $\gamma_1$ and $q_2$, $m_2$, $\gamma_2$ are the charge, mass and Lorentz factor of the individual physical particles represented by the macroparticles 1 and 2 respectively, and $n_2$ is the density associated with the macroparticle 2 in the current cell (i.e., weight divided by cell volume). Quantities denoted with a star are taken in the center-of-mass frame of the collision, and $\gamma_i$ is the Lorentz factor associated with this frame. In particular, $\theta_i^*$ is the scattering angle with respect to the initial propagation direction of macroparticle 1, in the center-of-mass frame.

It is important to note, however, that in the standard PIC scheme, macroparticles cannot carry an intrinsic RMS divergence, since they have a unique, well-defined velocity vector. Therefore, in the implementation by Perez et al. (as well as in the earlier implementation by Nanbu), the scattering angle for the whole macroparticle is sampled in a Monte Carlo fashion, so as to reproduce Eq. (5) on average.

More specifically, for a collision between two macroparticles occurring over one timestep $\Delta t$, the RMS divergence $\Delta \gamma_i \times d(\Delta \gamma_i^2)/dt$ is calculated from Eq. (5), and a specific value $\theta_i^*$ is sampled from a probability distribution that reproduces this RMS divergence. The momentum of the incident macroparticle 1 is then transformed to the center-of-mass frame, rotated by the angle $\theta_i^*$, and transformed back to the frame of the simulation.
There are important similarities between the collision model used in the simulation [i.e., Eq. (5)] and in the analytical theory [i.e., Eq. (1)], and these will be discussed further in section II C. However, one significant difference is that the model used in the analytical theory [Eq. (1)] assumes the background particles to be at rest, i.e., immobile ions, while the model used in the simulation [Eq. (5)] is fully generic with respect to velocities, we can directly use the corresponding collision module in boosted-frame simulations\(^{-25}\) of plasma acceleration, where e.g. the background ions are indeed not at rest in the frame of the simulation. This is important, because growth of emittance typically needs to be evaluated over long acceleration distances, and the boosted-frame technique can then drastically reduce the cost of these simulations.

C. Approximations and limitations

The collision models used in the analytical theory (section II A) and the numerical simulation (section II B) both rely on significant assumptions. It is important to be aware of these assumptions when applying these models.

One of these assumptions is that there is an effective screening distance \(b_{\text{max}}\), beyond which Coulomb interactions between two particles are suppressed (as well as an effective minimal impact parameter \(b_{\text{min}}\)).\(^{24}\) This effectively translates into the presence of the Coulomb logarithm in Eq. (1) and Eq. (5), with \(\ln A = \ln(b_{\text{max}}/b_{\text{min}})\). In the context of general plasma physics, \(b_{\text{max}}\) is usually taken to be the Debye length \(\lambda_D\) (and \(b_{\text{min}}\) is given, e.g., in Perez et al.\(^{25}\)). However, in the context of plasma acceleration in the bubble regime, Kirby et al.\(^{26}\) propose to use the bubble radius as \(b_{\text{max}}\), and the effective Coulombic radius of the nucleus \(R \approx 1.4A^{1/3}\) fm as \(b_{\text{min}}\).

While more work is certainly needed in order to obtain a rigorous estimation of the Coulomb logarithm, in this paper, for the purpose of comparing theory and simulation, we choose \(\ln A = \ln(\lambda_D/R)\). Importantly, we use the same value both in the theory and simulation.

Another important assumption of the collision models is that the background plasma is uniform over the characteristics screening distance \(b_{\text{max}}\). For instance, in the model used for the analytical theory Eq. (1), it is assumed that the plasma density \(n\) is uniform over the screening distance \(b_{\text{max}}\). Similarly, when applying the collision module from section II B in PIC simulations, it is assumed that the density and velocity distribution of the macroparticles of the current cell are representative of the density and velocity distribution over the screening distance \(b_{\text{max}}\). Importantly, this assumption is violated for instance in the case of hollow-channel plasma acceleration\(^{27}\), where Coulomb collisions occur with the non-uniform plasma in the walls of the channel. (It is worthwhile to note that Eq. (1) can nonetheless be generalized\(^{28}\) to the case of a transversely-varying plasma.) Finally, in the case of the bubble regime, the assumption of uniformity is valid for the background plasma ions, but not for the plasma electrons. However, it is generally considered that Coulomb collisions with the plasma electrons (e.g., in the bubble sheath) is negligible compared to Coulomb collisions with the plasma ions (which fill the bubble), and in the rest of this paper, we only consider collisions with the ions.

In the case of the numerical simulation, it is important to note that the PIC algorithm itself also captures the Coulomb interaction between macroparticles, as long as they are separated by more than a few cells. Therefore, for particles that are separated by more than the cell size (but less than \(b_{\text{max}}\)), Coulomb collisions are in principle doubled-counted, since they are taken into account both by the PIC algorithm itself, and by the collision module. A detailed study of this double-counting effect would certainly be of utmost interest. However, in this paper, we found no evidence that double-counting had a significant effect, when comparing the analytical theory (which does not feature double-counting) and the numerical simulations. This is because, for the parameters used in this paper, \(\lambda_D < \Delta x\) (cell size), and the impact of collisions between particles separated by more than a cell size is in fact negligible compared to the impact of collisions occurring within a cell.

III. SIMULATION BENCHMARKS

In this section, PIC simulations of two setups are carried out, and simulation results are compared with the analytical solutions. All simulations in this work are done using the open-source particle-in-cell code WarpX\(^{29}\). The major modules of WarpX that are used in the simulations of this work are Perez’s Monte Carlo binary collision model\(^{30}\), Cole-Karkkainen Maxwell solver with Cowan coefficients\(^{31}\), Boris’s particle pusher\(^{29}\), Berenger’s perfectly matched layers\(^{29}\), and the Lorentz boosted frame technique\(^{32}\).

A. Simplified configuration: Beam propagating in a uniform background

In order to perform a direct comparison between the theory and simulations, a simple pure collision setup is first considered. No field solver is used in this setup (i.e., the fields on the grids are zero), and only Coulomb collisions (using the above-mentioned module) are considered. A 3D cubic simulation domain is used with size \(300 \times 300 \times 300\) \(\mu m\), and number of cells \(8 \times 8 \times 8\) in \(x, y, \) and \(z\) direction, respectively. A beam of electrons with total charge \(-5\) pC, represented by \(10^5\) macro-particles, is initially placed at the center of the domain. The beam has a relativistic velocity in \(z\), with a Lorentz factor \((\gamma) = 200\). Plasma ions are uniformly distributed in the domain, with a number density \(n_i = 10^{18}\) cm\(^{-3}\), charge number \(Z = 1\), and mass number \(A = 1\). One macro-particle per cell is used for ions. Assuming a constant plasma temperature \(T_e = T_i = 10\) eV, we can obtain \(k_p \approx 1.88 \times 10^7\) rad/m,
$k_B \approx 9410$ rad/m, $\lambda_B \approx 23.5$ nm, thus the Coulomb logarithm $\ln \Lambda \approx 16.6$. Ions are set to be fixed during the whole simulation. Plasma electrons are not simulated. To focus the beam, an external focusing electric field that emulates the fields of a plasma bubble is added,

$$E_x = E_0x, \quad E_y = E_0y,$$

(6)

where $E_0 = m_e c^2 \frac{1}{2} / (2e) \approx 9.05 \times 10^{15}$ V/m$^2$. A moving window is applied along $z$ with the speed of light. Only the collisions between beam electrons and plasma ions are considered, with the above-mentioned fixed Coulomb logarithm. The Boris algorithm, a second-order leapfrog integrator of the equations of motion, is used to push particles. The simulation time step is set to $\Delta t \approx 1.56 \times 10^{-2}$ s.

In the simulations, the electron beam has a Gaussian distribution in phase space. In order to test the code and theory in different regimes, we varied the RMS sizes of this distribution, so as to consider three different cases:

- a monoenergetic matched beam, with $\sigma_x = \sigma_y = \sigma_z = 0.1 \mu$m, $\sigma_{x_0} = \sigma_{y_0} = \sqrt{8}\beta\sigma_x$, and $\sigma_{z_0} = 0$.
- a monoenergetic mismatched beam, with the same momentum distribution as the matched beam, but a larger transverse size: $\sigma_x = \sigma_y = 0.2 \mu$m,
- a mismatched beam with $\sigma_x = \sigma_y = 0.2 \mu$m as in the previous case and an energy spread: $\sigma_z = 0.002$.

The three different cases are represented by the three panels in Fig. 1.

For each of these three different cases, the simulated growth of the mean emittance $(\varepsilon_x + \varepsilon_y)/2$ is shown in Fig. 1 (red line). Since the beam is axisymmetric about $z$, we plot $(\varepsilon_x + \varepsilon_y)/2$, for the purpose of reducing the statistical particle noise. For comparison, we also ran the same simulations with the collision module turned off (blue lines). As expected, these curves show no growth of emittance in the cases with monoenergetic beams.

The simulated growth of emittance with collisions (red lines) is also compared with the analytical predictions Eq. (2) and Eq. (3). More specifically, in order to plot the black lines in Fig. 1, we use the following discretization

$$\varepsilon_x(z + \Delta z) = \varepsilon_x(z) + \frac{k_B T Z \ln \Lambda}{\sqrt{2\pi}} \Delta z$$

(7)

for the monoenergetic matched beam,

$$\varepsilon_x(z + \Delta z) = \varepsilon_x(z) + \frac{k_B T Z \ln \Lambda / 4e\varepsilon_x(z)}{4e\varepsilon_x(z)} \left(\varepsilon_x + \frac{\varepsilon_y(z)}{\sqrt{2}}\right) \Delta z$$

(8)

for monoenergetic mismatched beam [from Eq. (2) without energy spread], and

$$\varepsilon_x(z + \Delta z) = \varepsilon_x(z) + \frac{k_B T Z \ln \Lambda / 4e\varepsilon_x(z)}{4e\varepsilon_x(z)} \left(\varepsilon_x + \frac{\varepsilon_y(z)}{\sqrt{2}}\right) \Delta z$$

(9)

+ $\langle \Delta u_x^2 / \gamma \rangle - \langle \Delta u_x \rangle \langle \Delta u_y / \gamma \rangle \Delta z$

for the mismatched beam with energy spread [from Eq. (2)], where $\varepsilon_x$, $\langle \Delta u_x \rangle$, $\langle \Delta u_y / \gamma \rangle$, and $\langle \Delta u_x / \gamma \rangle$ are all functions of $z$, obtained from the simulation, and $\langle \Delta u_x \rangle = \sigma_x = 0.2 \mu$m.

Each of the three cases display excellent agreement with the corresponding theoretical curve in Fig. 1, thereby validating the implementation of the collision module.

B. Plasma accelerator

We now consider a simulation of beam-driven plasma accelerator. The simulation is run in a boosted frame with Lorentz factor $\gamma = 10$. A 3D cubic simulation domain is used, with $64 \times 64 \times 256$ cells in $x$, $y$, and $z$, respectively, and the physical domain size corresponds to a $200 \mu$m x $200 \mu$m x $256 \mu$m box in the lab-frame.

The boundary condition is periodic in $x$ and $y$, and open in $z$. A driver electron beam is initialized with a charge of $-1$ nC, represented by 1000 macro-particles, and a Gaussian distribution with $\sigma_x = \sigma_y = 0.32 \mu$m, $\sigma_z = 12.65$ mm, $\sigma_{x_0} = \sigma_{y_0} = 2$, $\sigma_{z_0} = 2 \times 10^4$, $\langle u_e / \gamma \rangle = \langle u_e \rangle = 0$, $\langle u_e / \gamma \rangle = 2 \times 10^7$. We set an artificially high mass of $10^{10}$ kg and high $\langle u_e \rangle$ for the particles of the driver beam, to impose rigidity.
A witness beam of electrons with total charge $-5 \, \text{pC}$, represented by $10^6$ macro-particles, is placed 77 $\mu\text{m}$ behind the driver. The witness beam has a Gaussian distribution in phase-space, with $\sigma_z = \sigma_x = 0.316 \, \mu\text{m}$, $\sigma_u = \sigma_p \approx 0.188$, $\sigma_{u_0} = 0$, $\langle u_0 \rangle = \langle u \rangle = 0$, and $\langle u_z \rangle = 200$. Plasma ions and electrons have a density profile
\begin{equation}
\rho_{e,i} = \begin{cases} (1 - \cos \frac{\pi z}{L}) \rho_0, & \text{if } z < L \\
\rho_0, & \text{if } z \geq L
\end{cases}
\end{equation}
where $\rho_0 = 10^{17} \, \text{cm}^{-3}$, $L = 1 \, \text{mm}$. Ion charge number is $Z = 1$ and mass number is $A = 1$. Both electrons and ions have a Gaussian velocity distribution with temperature $T_e = T_i = 10 \, \text{eV}$. One macro-particle per cell is used for electrons and ions. Under these parameters, the Coulomb logarithm $T = 32$ and $\ln A = 17.8$. The electromagnetic fields are solved by the Cole-Karkkainen solver with Cowan coefficients. A moving window is applied along $z$ with the speed of light. Again, only the collisions between beam electrons and plasma ions are considered, with the above-mentioned fixed Coulomb logarithm. The simulation time step is set to $\Delta t = 0.165 \, \text{fs}$ (3.3 fs in the boosted frame). Collisions are computed at every time step.

The simulation setup is illustrated in Fig. 2, which displays a snapshot of the electric field at $t = 33 \, \text{fs}$ (in the lab frame). For this setup, the beam increases linearly during the simulation and reaches about $33 \times 10^8$ at the end when the beam reaches $z \approx 0.96 \, \text{m}$. The emittance growth due to collisions $\Delta \varepsilon$ is shown in Fig. 3. We can see that, again the simulation result matches with the theory for a matched beam.

IV. CONCLUSIONS AND FUTURE WORK

This paper shows that the emittance growth due to Coulomb collisions in plasma-based accelerators can be correctly captured in particle-in-cell (PIC) simulations, with a proper Monte Carlo binary collision module implemented. In addition, the theory of the emittance growth due to Coulomb collisions is generalized to describe a mismatched beam with energy spread, and simulation results match the corresponding theory. In the future, the emittance growth due to Coulomb collisions in the linear regime of plasma-based accelerators will be explored theoretically and numerically.
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Appendix A: Derivation of Coulomb scattering for a monoenergetic matched beam in the blown-out regime

Consider a binary collision between an electron and a fixed ion in the $x-z$ plane, as shown in Fig. 4. The impact parameter is $b$, the scattering angle is $\theta$, electron’s initial momentum is $p_1 = (0, p) = \gamma m_e \nu$. And the electron’s final momentum after the collision is $p_2 = (p \sin \theta, p \cos \theta)$. Thus, we can find the momentum change
\begin{equation}
|\Delta p|^2 = |p_2 - p_1|^2 = 4p^2 \sin^2 \frac{\theta}{2},
\end{equation}
where $1 - \cos \theta = 2 \sin^2(\theta/2)$ is used.
where $\phi$ is negative when the electron is on the left and positive when it is on the right in Fig. 5, and we may approximate $\gamma$ as a constant because the particle kinetic energy is much greater than the potential energy during the collision, $\gamma \gg r_0/\lambda_{\text{min}}$.

Assuming $\theta_{\text{i}} \approx \theta_{\text{f}}$, such that $\cos(\theta_{\text{f}}/2) \approx 1$, $\sin(\theta_{\text{f}}/2) \approx \theta_{\text{f}}/2$, and also the velocity of electron is close to the speed of light, $p = m\gamma \approx m\gamma_r$, Eq. (A1) and Eq. (A5) yield

$$\theta_{\text{f}} = \frac{2Zr_e}{\gamma_b}. \quad (A6)$$

From $\theta_{\text{i}} = \theta \cos \phi$, where $\phi$ is the angle between x-axis and the transverse momentum $p_{\perp}$,

$$\langle \theta^2 \rangle_{\text{i}} = \langle \theta^2 \rangle_{\text{f}} \cos^2 \phi = \frac{1}{2} \langle \theta^2 \rangle. \quad (A7)$$

Then, we integrate over a cylindrical volume of ions with density $n_i$, to obtain

$$\langle \theta^2 \rangle = \int \langle \theta^2 \rangle_{\text{i}} n_i(2\pi b)dbdz. \quad (A8)$$

And with Eq.(A7) and Eq.(A6)

$$\frac{d \langle \theta^2 \rangle}{dz} = \int \langle \theta^2 \rangle_{\text{i}} n_i(2\pi b)db = \frac{1}{2} \int \langle \theta^2 \rangle_{\text{f}} n_i(2\pi b)db$$

$$= \frac{4\pi n_i Z^2 r_e^2}{\gamma_b} \int \frac{db}{b} \frac{4\pi n_i Z^2 r_e^2}{\gamma_b} \ln \Lambda, \quad (A9)$$

where $\ln \Lambda = \int db/b$ is the Coulomb logarithm.

**Appendix B: Derivation of the emittance growth from Coulomb scattering**

Let us consider a relativistic electron beam propagating along the z direction and undergoing transverse $x$-$y$ focusing in a plasma bubble. The equations of motion for individual electrons, e.g. in the $x$ direction, can be written as:

$$\frac{dx}{dt} = u_x, \quad (B1)$$

$$\frac{du_x}{dt} = -\frac{k_e^2}{2} x + \sqrt{k_e^2 Z \ln \Lambda} \eta(z), \quad (B2)$$

where $u_x = p_x/(mc)$ is the dimensionless momentum, and where derivatives with respect to $t$ were replaced by derivatives with respect to $z$ since the beam is propagating relativistically along $z$ ($z \approx c t$). Note that we added a stochastic term in the second equation, so as to capture the effect of Coulomb collisions. More specifically, in the second equation $\eta(z)$ is a Gaussian white noise term, so that $\langle \eta(z) \rangle = 0$, $\langle \eta(z)\eta(z') \rangle = \delta(z-z')$, where $\delta$ is the Dirac delta function.

The amplitude of this second term was chosen so that it reproduces $d\langle \theta^2 \rangle/dt = (1/\gamma^2) d\langle u_x^2 \rangle/dt$ from Eq. (1), in the absence of the focusing force.

Let us now derive the envelope equations of the beam, by combining the equations of motion and averaging them over all particles.
Multiplying Eq. (B1) by $2x$ and averaging, we obtain
\[ \frac{d\langle x^2 \rangle}{dz} = 2 \langle ux \rangle \left( \frac{T}{\sigma_y} \right). \] (B3)

where $\langle \rangle$ denotes an ensemble average over all particles. Multiplying Eq. (B1) by $u_x$ and multiplying Eq. (B2) by $x$, then adding them together and averaging, we obtain
\[ \frac{d\langle x^2 \rangle}{dz} = \langle x^2 \rangle - \frac{k_p^2}{2} \langle x^2 \rangle. \] (B4)

To obtain $d\langle x^2 \rangle/dz$, we consider the focusing force and the collisional force separately. (Note that a mathematically more rigorous derivation can also be carried out by applying Itô’s lemma.) Considering the focusing force term only in Eq. (B2), multiplying both sides of the equation by $2u_x$ and averaging, we can obtain
\[ \frac{d\langle u_x^2 \rangle}{dz} = -k_p^2 \langle u_x \rangle. \]

Considering the collisional force term only in Eq. (B2), we can integrate between $z$ and $z + \Delta z$,
\[ u_x(z + \Delta z) = u_x(z) + \sqrt{k_p^2 r_z \ln \Lambda} \int_{z}^{z + \Delta z} \langle \eta(z') \rangle dz', \]

yielding,
\[ \langle u_x^2(z + \Delta z) \rangle = \langle u_x^2(z) \rangle + k_p^2 r_z \ln \Lambda \Delta z. \]

Therefore, we have
\[ \frac{d\langle u_x^2 \rangle}{dz} = k_p^2 r_z \ln \Lambda, \]

and
\[ \frac{d\langle x^2 \rangle}{dz} = \frac{d\langle u_x^2 \rangle}{dz} = \frac{d\langle u_x^2 \rangle}{dz} + \frac{d\langle u_x^2 \rangle}{dz} = -k_p^2 \langle u_x \rangle + k_p^2 r_z \ln \Lambda. \] (B5)

Now, we can combine Eq. (B3), Eq. (B4), and Eq. (B5) into
\[ \frac{dx^2}{dz} = 2x \frac{dx}{dz} + \langle x^2 \rangle \frac{d\langle x^2 \rangle}{dz} + 2 \langle u_x \rangle \frac{d\langle x \rangle}{dz} - 2 \langle u_x \rangle \frac{d\langle u_x \rangle}{dz} \] (B6)

to obtain the analytical solution of the emittance growth rate along $z$ due to Coulomb collisions, including the effect of decoherence via energy spread,
\[ \frac{dx^2}{dz} = 2x \frac{dx}{dz} + k_p^2 r_z \ln \Lambda \langle x^2 \rangle + 2 \langle u_x \rangle \frac{d\langle x \rangle}{dz} - 2 \langle u_x \rangle \frac{d\langle u_x \rangle}{dz} \] (B7)

The term $\langle x^2 \rangle$ can be evaluated analytically. Denote $\langle x^2 \rangle$ by $\sigma_x^2$. From the envelope equation under a linear focusing force,
\[ \frac{d\sigma_x^2}{dz} = \frac{e_p^2}{\gamma^2 \sigma_y^2} k_p^2 \sigma_x, \] (B8)

we can obtain its first integral,
\[ \left( \frac{d\sigma_x}{d\beta z} \right)^2 + \left( \frac{e_p}{\gamma k_p^2 \sigma_y} \right)^2 \sigma_x^2 + \sigma_x^2 = \text{const.} \] (B9)

With initial conditions $\sigma_x(0)$ and $\sigma_x'(0)$, the general solution can be obtained as
\[ \sigma_x^2 = \frac{\sigma_0^2}{1 + \frac{1 - M_0^2}{2} + \frac{1}{2} \cos(2(k_p z + \phi))}, \] (B10)

where
\[ M = \frac{e_p}{\gamma k_p \sigma_y}, \] (B11)

and $\sigma_0$ is the peak RMS beam size (such that $\sigma_x = \sigma_0$ when $dz/dz = 0$).

This solution indicates that the beam size oscillates between $\sigma_x$ and $\sigma_x M$ at half the betatron period. Note that for a matched beam, $M = 1$, and $\sigma_x = \sigma_0$ is constant.

Typically, the propagation distance $z$ will span many betatron periods such that $k_p z \gg 1$. Thus, one may average over the betatron oscillations, yielding
\[ \langle x^2 \rangle = \sigma_x^2 \left( 1 + \frac{1 - M^2}{2} \right). \] (B13)
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