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Abstract

Uncertainty Quantification with Experimental Data and Complex System Models
by

Trent Michael Russi

Doctor of Philosophy in Engineering-Mechanical Engineering

University of California, Berkeley
Professor Andrew K. Packard, Co-Chair
Professor Michael Frenklach, Co-Chair

This dissertation discusses uncertainty quantification as posed in the Data Collabo-
ration framework. Data Collaboration is a methodology for combining experimental
data and system models to induce constraints on a set of uncertain system param-
eters. The framework is summarized, including outlines of notation and techniques.
The main techniques include polynomial optimization and surrogate modeling to as-
certain the consistency of all data and models as well as propagate uncertainty in the
form of a model prediction.

One of the main methods of Data Collaboration is using techniques of nonconvex
quadratically constrained quadratic programming to provide both lower and upper
bounds on the various objectives. The Lagrangian dual of the NQCQP provides
both an outer bound to the optimal objective as well as Lagrange multipliers. These
multipliers act as sensitivity measures relaying the effects of changes to the parameter
constraint bounds on the optimal objective. These multipliers are rewritten to provide
the sensitivity to uncertainty in the response prediction with respect to uncertainty
in the parameters and experimental data.

It is often of interest to find a vector of parameters that is both feasible and
representative of the current community work and knowledge. This is posed as the
problem of finding the minimal number of parameters that must deviate from their
literature value to achieve concurrence with all experimental data constraints. This
problem is heuristically solved using the ¢!-norm in place of the cardinality function.
A lower bound on the objective is provided through an NQCQP formulation.

In order to use the NQCQP techniques, the system models need to have quadratic
forms. When they do not have quadratic forms, surrogate models are fitted. Surrogate
modeling can be difficult for complex models with large numbers of parameters and
long simulation times because of the amount of evaluation-time required to make a
good fit. New techniques are developed for searching for an active subspace of the
parameters, and subsequently creating an experiment design on the active subspace



that adheres to the original parameter constraints. The active subspace can have a
dimension significantly lower than the original parameter dimension thereby reducing
the computational complexity of generating the surrogate model. The technique is
demonstrated on several examples from combustion chemistry and biology.

Several other applications of the Data Collaboration framework are presented.
They are used to demonstrate the complexity of describing a high dimensional feasible
set of parameter values as constrained by experimental data. Approximating the
feasible set can lead to a simple description, but the predictive capability of such a
set is significantly reduced compared to the actual feasible set. This is demonstrated
on an example from combustion chemistry.
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Chapter 1

Introduction

The American mathematician John Allen Paulos said, “Uncertainty is the only
certainty there is, and knowing how to live with insecurity is the only security.”
The budding field of uncertainty quantification is the product of this philosophy and
those like it. More and more researchers in various fields are realizing that they
cannot eliminate uncertainty in their experiments and methods. The goal should be
to quantify, analyze, and understand the uncertainty present in a system.

Uncertainty quantification (UQ) is a field of study pertaining to the character-
ization of error and uncertainty in various applications. The types of uncertainty
generally are placed into either one or both of two categories. The first type is prob-
abilistic or statistical uncertainty. In this case, uncertainties are modeled as random
processes [e.g. 65, 76]. The second type is systematic uncertainty, often modeled
as hard bounds on a set of possible values [e.g. 6, 84]. Some systems have both
types of uncertainty. UQ attempts to build models for these uncertainties and uses
experimental data to update these models.

One common task in uncertainty quantification involves using the uncertainty
models of a set of system parameters to produce a measure of uncertainty on the
output of a function or model [35, 57, 77]. This is known as the propagation of
uncertainty. With statistical uncertainty, the Monte Carlo method is a common
technique [64, 69]. With systematic uncertainty, a simple propagation using interval
mathematics is common [10]. In both cases, complex systems with large numbers
of parameters and long simulation times prove to be very difficult to work with.
There is much recent work examining techniques for dealing with large computational
complexity with regards to UQ [23, 117].

The pursuit of knowledge with regards to uncertainty is heavily dependent on
data. Experimental data, while it has uncertainty of its own, can provide information
about uncertainties in a system. For example, the prior knowledge on a parameter
may have lots of uncertainty, modeled as either a large variance or a wide interval.



Data can help tighten this uncertainty, whether it be through statistical conditioning
or by adding hard constraints. In some cases, it can correct uncertainty that was
assessed incorrectly [12]. Oftentimes, experimenters are not able to directly measure
the parameter of interest, but what they measure does depend on this parameter.
Therefore, relating experimental data and uncertainty with parameter uncertainty
also involves the propagation of uncertainty, this time in the reverse direction.

The study of the effect of data on uncertainty lies in information theory as classi-
cally described by Shannon [103]. Shannon poses information as a lack of statistical
entropy, or as being the opposite of uncertainty in the prediction of an event. These
ideas have since been furthered by many to include measures for the information
gain specifically provided by experimentation [63] and more general notions of uncer-
tainty [56]. This interaction between data and uncertainty depends on the underlying
system models, thus modeling becomes an important part of UQ.

Propagation of errors depends on good models relating parameters to the system
feature of interest, be it the observable in an experiment or some implicit system
property. Modeling is one of the many ways that researchers learn about a system
[58]. A model represents the detailed knowledge of a system that can be validated or
invalidated with data. Good models can also provide some information by making
predictions of unmeasured system properties. It is for this reason that many strive
for more detailed, precise, and accurate models. Often times, however, this leads to
more complexity and hence more difficult analysis.

To compensate for this increase in complexity, algebraic surrogate models are
often created. Surrogate models have the benefit of increased evaluation speed and
the simplicity for easier system analysis. In the case of optimization, surrogate models
can provide functional forms that create optimization problems that are easier to
solve [29]. Good experiment designs, especially in the presence of uncertainty, help to
limit the number of evaluations of the “real” model that are required to create good
surrogates [1]. The validation of models (either the original simulation models or their
surrogates) also relies heavily on uncertainty quantification. Typically the models are

validated if they match measured data within the measurement uncertainty [26, 78,
119].

Computing power today has greatly improved the ability to sift through large
amounts of data and use it to makes increasingly precise assertions. Moreover,
Moore’s law suggests that computer power will continue to grow exponentially [71].
The capacity of data storage devices has also rapidly increased, even as the cost per
unit capacity has decreased.! As scientific techniques become more sophisticated and
precise, they use more of the available computing power and storage. This naturally
leads to a need for more structure in the organization of scientific data [72, 85]. The
scientific community is calling for not only better data organization [50, 93], but also
for better collaboration in terms of providing data and not just results [19, 40, 74, 100].

This dissertation discusses some techniques for uncertainty quantification using

IThe rate of data storage capacity increase is sometimes refered to as Kyrder’s Law [116].



the information and knowledge gained from experimentation and modeling. Uncer-
tainty on a parameter or experimentally measured value is modeled as a closed interval
with no statistical interpretation. The presented method of uncertainty quantification
uses constrained optimization techniques to provide bounds on propagated uncer-
tainty. In the case when all process models are quadratic functions of the uncertain
variables, outer bounds (a lower bound on the minimum and an upper bound on
the maximum) are computed using techniques from control theory [22]. However,
the vast majority of parameterized models are not quadratic and, as mentioned, are
often complex and require long evaluation or simulation times. It is for this reason,
that (piecewise) quadratic surrogate models are generated when needed. But again,
with complex models this can be time-consuming and difficult, so the dissertation
addresses these issues by searching for an active subspace dependence and using it to
fit in smaller dimensions.

Data Collaboration is a term we use to describe our technique of combining ex-
perimental data, uncertainty, and models to constrain the correlated uncertainty in a
set of parameters. The framework and method is described in Chapter 2. Chapter 3
provides a review of nonconvex quadratically constrained quadratic programming
(NQCQPs). Lower bounds from NQCQP techniques provide Lagrange multipliers
which provide solution sensitivities to the uncertainty in the problem. This is de-
scribed in Chapter 4. A method for finding a representative vector of parameter val-
ues that matches all available experiment data and attempts to minimize the number
of parameters deviated from literature values is presented in Chapter 5.

The largest new contributions are presented in Chapters 6 and 7 which focus on
discovering the active subspace of a function and the subsequent experiment design
on the active subspace for building a surrogate model. Chapter 8 demonstrates a
few examples. Chapter 9 presents a few new applications for the Data Collaboration
methodology, and Chapter 10 uses these to further explore the complexities of high
dimensional systems analysis and the effects of uncertainty and approximation error
therein.



Chapter 2

Data Collaboration

Experimentation and modeling are two of the most important aspects of research.
Experiments help scientists understand a system’s behavior, while models help predict
that behavior. Furthermore, experimental data can help improve predictive models
via model validation. In turn, better models lead to more understanding of system
behavior and can drive the design of future experiments. Our previous work took this
concept one step further by combining the experimental data and models from many
different experiments on a common system [42, 43]. That methodology, called Data
Collaboration, is summarized in this chapter.

2.1 Setup and Nomenclature

An experiment provides a measurement d of some scalar observable Y, as well
as lower and upper uncertainties [ < 0 and v > 0. An associated parameterized
process model M predicts the measurement of Y. M is functionally dependent on
an n-dimensional vector of uncertain parameters, x. Each parameter x; has prior
knowledge bounds provided by domain experts.

a < < f (2.1)

These parameter bounds form a n-dimensional orthotope (a “hyperrectangle”) de-
noted H. Combining all of the models, data, and uncertainty for an experiment
forms a dataset unit. The collection of many experiments along with the prior knowl-
edge H, forms a dataset D. While the parameter values are constrained to the prior
bounds hyperrectangle, the dataset unit for each experiment, indexed by e, further
constrains the parameter values, via

le < Mo(x) — de < . (2.2)



The set of valid parameters, those satisfying all constraints, is known as the feasible

set F.

The dataset and resulting feasible set represent the collective (collaborative)
knowledge about the system. We use this knowledge as the starting point for asking
questions about the system. Are the data and models from the various experiments
mathematically compatible? What is the range that a predictive model can take
over the feasible parameters? These questions are addressed in Sections 2.2 and 2.3,
respectively, where they are first posed as optimization problems.

2.2 Dataset Consistency

If the feasible set F for a given dataset D is empty, then there is no single vector
x in the prior knowledge bounds #H that satisfies all experiment constraints (equa-
tion (2.2)). In this situation, we say the dataset is inconsistent. This could be due to
errors in any part of the dataset, such as the experimental measurement, experiment
uncertainties, prior bounds, or models. We can ascertain a dataset’s consistency by
solving the following feasibility problem:

Is the set F . ={xe€H : lo < M.(x) —d. <u, e=1,...,m} nonempty? (2.3)

Data Collaboration techniques take this concept one step further. Previous work
introduced the consistency measure of a dataset D, notated Cp, which is defined as
the maximum amount that all experiment uncertainties can be reduced such that
the dataset is consistent. Originally, the definition involved the absolute uncertainty
reduction [32, 33], and was later redefined as the relative uncertainty decrease [34],
which we present here.

Cp :=max~y
x7’y

xeN (2.4)
5.0 { le(1=7) < Mo(x) —d. <ue(l—7), e=1,...,m.

Notice that when Cp is positive (7 > 0) the experiment bounds can be tightened
and a feasible point is still found. This implies there was a feasible point to begin
with. Thus Cp > 0 implies consistency. Likewise, a negative consistency measure
implies the constraints have to be loosened in order to find a feasible point, and hence
the dataset is inconsistent.

The consistency measure provides a quantitative measure for the “degree” of con-
sistency. The larger Cp is, the larger the agreement between the information pro-
vided by each experiment (i.e. the larger the intersection of each experiment’s valid
parameter set). Along with the associated Lagrange multipliers (see Chapter 4), this
measure can be helpful in determining which experiments add the most information to
the dataset, which experiment causes an inconsistency, and discrimination of models
[see 32, 33, 47].



2.3 Response Prediction

Response prediction is the prediction of the range of values an observable’s model
can output given assumptions on the possible values of its inputs. Often the input
parameters are assumed to vary within an interval or are treated as a random variable
with a given distribution. Furthermore, input parameters are often assumed to be
independent. However, Data Collaboration techniques show that by constraining the
parameter space using experimental data and models, we can tighten our assumptions
on the parameter space. Specifically, we only consider parameter values that are in
the feasible set F.

Take a new observable’s model M, : R® — R. The model maps a vector in the
parameter space and returns a scalar attribute (observable). We wish to find both
the minimum and maximum values that M, outputs over inputs from the feasible set
JF. This pair of optimizations is the response prediction problem.

Loy :=min My(x)

; xcH (2.5)
>t le <M, (x)—d. <u., e=1,...,m

Ry :=max My(x)

. xcH (2.6)
o le < Mo(x)—de <ue, e=1,....m

The resulting prediction of Mj is the interval [Lg, Ry].

Information added to the dataset can potentially improve the prediction. If more
experiments are added, or uncertainty bounds are tightened, then the feasible set may
shrink, resulting in a possible tightening of the prediction interval. It is important to
note that dataset consistency is an important requirement for a response prediction.
If the feasible set is empty, i.e. the dataset is inconsistent, then many optimization
software packages will report the nonsensical interval prediction [oco, —oc].

2.4 Techniques

For each of the optimal objectives Cp, Lo, and Ry, we are able to compute both
upper and lower bounds. The lower bound on a minimumization and the upper
bound on a maximumization are referred to as outer bounds. To compute these, our
main techniques include surrogate model approximations, polynomial optimization,
semi-definite programming, and branch and bound algorithms. The outer bounds are
notated as Cp, L, and Ry. In some situations, outer bounds are required calculations.
For example, to prove inconsistency the outer (upper) bound on the consistency
measure Cp must be negative. The computation of these outer bounds discussed in
Sections 2.4.1, 2.4.2, and 2.4.3.



Likewise, the upper bound on a minimization and the lower bound on a maximu-
mization are called inner bounds. These are computed with interior-point methods.
Specifically, we use the fmincon algorithm which is part of the MATLAB optimiza-
tion toolbox. We notate the inner bounds with appropriate overlines and underlines
as Cp, Lo, and R,. Again, some situations require inner bounds. For example, to
prove consistency of a dataset, the inner (lower) bound on the consistency measure
Cp must be positive.

2.4.1 NQCQP Formulation

In the event that all models involved in a dataset are quadratic, the consistency
measure (equation (2.4)) is a nonconvex quadratically constrained quadratic program
(NQCQP). Furthermore, if a predictive model of interest M is also quadratic, then
the response prediction (equations (2.5) and (2.6)) is formed by two NQCQPs. These
problems can be written as the primal NQCQP problem

p*i=min 1] Z[1]
x (2.7)
st [LZ;[1] <0, i=1,...,2n+2m

where p* is the optimal primal solution, each Z; (including i = 0) isa (n+1) x (n+1)
matrix. Fach of the 2n parameter constraints and 2m experiment constraints can be
written as one of the [1]" Z; [1] < 0 constraints. Maximization problems can also be
written as a minimization, by changing the sign of the objective function.

There are existing methods for computing both upper and lower bounds on the
optimal value p* [38, 102]. Outer bounds are computed by relaxing the original
problem to form a semidefinite program (SDP). Both inner and outer bound solutions
for NQCQPs will be discussed in further detail in Chapter 3. To decrease the gap
between inner and outer bounds we use branch and bound techniques, which are
described briefly in Section 2.4.3.

Techniques have also been developed for rational quadratic forms (the ratio of
two quadratic functions) [34]; however, this document focuses on optimization with
quadratic models.

2.4.2 Surrogate Model Fitting

When the models are not quadratic, one can fit quadratic functions to the models
in order to utilize NQCQP techniques. These types of “replacement” functions are
called surrogate models for each model M, and are denoted as S.. This technique
is also known as solution mapping and as the response surface methodology [44,
75, 102]. The surrogate for model e is created by sampling the prior knowledge set
of parameters H, evaluating M, at these points, and fitting a quadratic model to



this data. Depending on the behavior of M., this may require a large number of
evaluations for the fit to converge. However, even if the fit has converged, it may still
be an inaccurate fit if the underlying model is significantly non-quadratic. One way
to improve the fit in this instance is to use a branch and bound technique (see §2.4.3).

The use of many function evaluations can be especially problematic if each one
takes a significant amount of computation time to produce. One way to cope with this
problem is to fit an intermediate surrogate model. This intermediate model would
not have to be quadratic, but could take any form that fits the data well and is
inexpensive to evaluate. Ideally, this intermediate model would require less function
evaluations to generate than a quadratic model, and would have much less fitting
error. A quadratic surrogate model is then made to approximate the intermediate
model. Since the intermediate model is quick to evaluate, the number of function
evaluations needed to make the quadratic fit is less of an issue. See [34] for details.

The dimensionality of the problem quickly becomes an issue when making surro-
gate models. To sufficiently sample a high-dimensional space, the number of points
should increase exponentially. As the dimension of the problem grows, the needed
sample size rapidly becomes unmanageable. For example, with only two grid points
per dimension, a 30-parameter space would have over a billion samples. As a result,
when creating surrogate models we are forced to under sample. To attempt to de-
crease the number of samples needed, we developed a method for searching for an
underlying lower-dimensional subspace dependence in a function (see Chapter 6).

2.4.3 Branch and Bound Algorithms

Branch and bound algorithms are used both to reduce the gap between inner and
outer bounds [15, 16] as well as to improve the fitting error of the surrogate models.
This class of algorithms has long been used to compute quantities of interest over
uncertain parameters [e.g. 9]. The algorithms generally consist of two main steps that
are iterated. First, in the branching step, the domain of the problem is subdivided
to create smaller subproblems with a presumably higher degree of accuracy than the
original problem. Second, the objective is bounded above and below. This process is
then iterated to converge the bounds.

To improve surrogate fitting, the domain is divided until the model is sufficiently
fitted with a quadratic over each subdomain. This procedure produces a piecewise
quadratic surrogate model. Inner and outer bounds are then found for each subdo-
main. Our experience shows that the outer bounds tend to be less accurate than the
inner bounds, even with accurrate and precise surrogate fits. To improve the outer
bound approximations we can continue to subdivide the domain, without necessarily
refitting the surrogate [32, 34]. Heuristics for a good choice of a subdivision have
been developed [34] and can significantly improve the outer bounds.



2.5 Summary of Notation

For reference, Table 2.1 provides a list of much of the notation introduced in this
chapter that will be used throughout the rest of this document. Very nearly the same
notation appears in past publications, with [34] being the most similar.

Table 2.1: List of notation introduced in this chapter and used throughout this doc-

ument.

’ Symbol ‘ Datatype ‘ Description ‘

e scalar
d, scalar
l, scalar
Up scalar
M, function
X n X 1 vector
Q; scalar
Bi scalar
H set
D dataset
F set
Cp scalar
Cp scalar
Cp scalar
Ly scalar
Ry scalar
L, scalar
Lg scalar
R, scalar
Ry scalar

Index for experiments

Observable value for experiment e

Lower uncertainty bound for experiment e

Upper uncertainty bound for experiment e
Parameterized model outputting the scalar observable
associated with experiment e

Vector of parameters

Lower bound of the value of the i parameter

Upper bound of the value of the i*" parameter

Set of prior knowledge parameters:
H={z|o;<z;<f;, i=1,...,n}

Collection of models, observations with uncertainty,
and the prior knowledge H

Feasible set of valid parameters as defined by parameter
and experiment bounds:
F={zeH]|l.<M(x)—d.<wu., e=1,...,m}
Consistency measure for dataset D. A positive value
implies consistency and negative value implies
inconsistency. See equation (2.4).

Lower bound on Cp from interior point methods.
Upper bound on Cp from the S-procedure.

Left bound of the model M, as determined from the
response prediction. See equation (2.5).

Right bound of the model M, as determined from the
response prediction. See equation (2.6).

Lower (outer) bound on the left prediction bound L.
Upper (inner) bound on the left prediction bound Ly.
Lower (inner) bound on the right prediction bound Ry.
Upper (outer) bound on the right prediction bound Rj.




2.6 Example: GRI-Mech 3.0 Dataset

The GRI-Mech 3.0 dataset is a collection of process models and experimentally
measured data related to the combustion of methane [106]. The dataset has 102
uncertain parameters that are mostly constants from reaction rate equations. Prior
information bounds on the parameters are provided from experimentation and the
combustion literature. Each parameter has been transformed such that it is con-
strained to the bounds [—1, 1]. The dataset also contains models and experimental
observation data for 77 observables, referred to as “targets.” The working models
used by the GRI-Mech team are already fitted with quadratic response surfaces.

The dataset, as presented on the GRI-Mech website [106], does not include exper-
imental uncertainty bounds. In previous work, the reasonable but otherwise arbitrary
uncertainty of 0.1 was applied to all experiment observations [32, 33, 95], and that is
what we use for the following examples. However, recently, Xiaoqing You, a domain
expert, has decided upon uncertainties for each target based on the type of experi-
ment and her expertise [120, 121]. We will explore examples with these uncertainties
in later Sections (e.g. see §4.5).

We use the GRI-Mech 3.0 dataset for many examples since it is often relatively
quick to compute the consistency measure and response prediction using this dataset
because the models are already quadratic and therefore time is not spent making
surrogate models. Also, the dataset has 102 parameters and interesting phenomenon
are observed in large dimensions such as this (see Chapter 10).

Using the techniques outlined in Section 2.4, lower and upper bounds were com-
puted for the GRI-Mech 3.0 dataset as 0.278 and 0.403. The bounds restrict Cp to be
positive, and hence the dataset is consistent. The bounds imply that the maximum
amount each experiment uncertainty can be reduced by and still maintain feasibility
is at least 27.8% and no more 40.3%.

To demonstrate the response prediction, we examine GRI-Mech 3.0 target StF'S,
the laminar flame speed in a stoichiometric atmospheric ethane-air mixture [113].
The results from predicting this target using the rest of the GRI-Mech 3.0 dataset
constraints are shown in Table 2.2, which also includes the results after one branch
and bound algorithm iteration is used to improve the outer bounds.

Table 2.2: Prediction of GRI-Mech 3.0 target StF8 using the rest of the GRI-Mech 3.0
dataset. Includes initial prediction, and results after one branch and bound algorithm
iteration.

L() EO EO EO
Initial prediction | 1.538 1.543 1.753 1.767
One B&B iteration | 1.541 1.543 1.753 1.765
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Chapter 3

Nonconvex QQuadratically
Constrained Quadratic

Programming

Constrained optimization is the search for maximum or minimum values of an ob-
jective function subject to one or more constraints on its input. The difficulty in solv-
ing such problems relies on the functions that make up the objective and constraint
functions. Typically, optimization involving convex functions and constraints are con-
sidered efficient to solve [14, 91]. In this chapter, we consider a class of constrained
optimization problems involving nonconvex quadratic functions. Nonconvex quadrat-
ically constrained quadratic programs (NQCQPs) are not considered to be efficient
to solve in general; however, they can be bounded using interior-point methods for
local solutions and a convex relaxation using semidefinite programming. This chapter
contains a quick summary of NQCQPs and some solution techniques. Most of the
work presented in this chapter comes from the work of others [14, 101, 102, 108, 114].
Specifically, much of the notation and derivation comes from notes by Pete Seiler
[101]; however, we present the handling of equality constraints directly.

Given quadratic surrogate models, each of the basic Data Collaboration problems,
such as the consistency measure and response prediction, can be formulated as a non-
convex quadratically constrained quadratic problem. The basic form of this problem

11



1s written as

—_
[—

p* :=min[L]" Zo|

LTz
" { EN

Each Z; and 3; is a (n + 1) x (n + 1) matrix of quadratic coefficients. The equality
constraints can be handled as inequality constraints by requiring the quadratic form
to be both greater and less than 0. However, we will use equality constraints directly
in the bounds for this problem. Note that there are no equality constraints used
for the consistency measure and response prediction problems, but we will present a
problem in Chapter 5 that does use them.

X

1<0,i=1,...,N, (3.1)
]=0,j=1,..., M.

K= X

In the Data Collaboration framework, after the response models have been fit by
quadratic functions, the feasible set is described by nonconvex quadratic constraints.
There are two quadratic forms, Z;’s, for each experiment and each parameter con-
straint; one for the lower bound constraint, and one for the upper bound constraint.
Several of the data collaboration problems involve maximizations, which requires sim-
ply changing the sign of the objective, minimizing, then changing the sign again. Since
the problems can all be cast as minimizations, we will only examine the minimization

NQCQP in this chapter.

The NQCQP formulation is NP-hard [83, 96]. This means that all problems in the
class NP can be rewritten as an NQCQP in polynomial time® (i.e. a time that grows
as a polynomial in the problem size) [105]. The class NP is the class of problems such
that a solution can be verified in polynomial time [21]. NP-hard problems are, as their
name implies, difficult. Garey and Johnson famously wrote that NP-hard means that
“I can’t find an efficient algorithm, but neither can all these famous people [46].”
However, there are many tools and heuristics to efficiently solve for bounds on the
optimal value of the NQCQP. These techniques are outlined in the rest of the chapter.

3.1 Lower Bound on the NQCQP

By using the Lagrangian dual and constraint relaxations we can construct opti-
mization problems whose solutions provide lower bounds to the NQCQP. The next
few sections will derive two such lower bounds using the S-procedure and a rank re-
laxation, and then demonstrate their relationship as dual problems. The derivations
are based on those presented in [14, 91, 101].

!There is a simple polynomial-time reduction from the Satisfiability problem (which is NP-
complete) to quadratically constrained quadratic programming.

12



3.1.1 Lower bound using the S-procedure

The NQCQP is lower bounded using the S-procedure which formulates the prob-
lem as a semi-definite program (SDP) [14, 22].

= max
BS Avyy 7

3.2
. %—0n+z)z+zwaa) (3.2)
A>0

The “> 0”7 constraint requires that the matrix sum be positive semidefinite, that is,
it is required to have only nonnegative eigenvalues. The Lagrange multipliers A\; and
v; provide important sensitivity information. Sensitivities will be discussed in further
depth in Chapter 4.

The S-procedure formulation is in P, the class of problems whose solving time
grows polynomially with the problem size [114]. This is a significant improvement
over the original NQCQP formulation which is an NP-hard problem.

The derivation of the S-procedure involves formulating the Lagrangian dual prob-
lem and converting the quadratic constraints to linear matrix inequalities (semidef-
inite constraints). The dual problem formulation essentially involves changing the
objective function to include a weighted sum of the constraints [14]. Starting with
the nonconvex quadratically constrained quadratic problem in equation (3.1), the
lower bound problem in equation (3.2) is derived as in [14, 101].

1'Z;[L] <0, i=1,...,N
*=min[L1]" Zo[L] s.t. x] Zilx] <0, Y
p « [x] O[X] {[i]TBJ[i]:O’ j:l,,M

(a) - S

@ [L 71’ 1

_mxm)r\r;%),c/ +Z)\z x]_l_z_:yj[x] 3 [x]

(b) 1 - I 1

> max min[] +Z/\ i[x]+zlyj[x] 35 [x]

=
© max v s.t. mln[ " Zo[L] + i)\-[l]-rz‘[l]+iV'[1]T3‘[1]>’Y (33)
A>0,0y 0 — phx T = Sl =

—
Sy
=

11T
)\gl()&g{yvvst [L] (ZO— So] —I—Z)\Z +ZV]3J> | >0Vx

—
Y
~

A>0,v,y

= max v s.t. Zg— goon}+z>\izi+zvj3jio
=1 =1

~p;
Equality (a) is minimizing the Lagrangian function, (b) is the relaxation due to switch-

ing the order of the minimization and maximization, (c) simply adds the slack variable
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7, (d) removes the minimization by noting that the inequality holds for all x if and
only if it holds for the minimum, and (e) is a simple “if and only if” property shown
in [101]. The derivation in equation (3.3) is known as the S-procedure. The solution
p* is a lower bound on the optimal primal solution p*. The final equality, (e), yields

a semi-definite program, which is a convex optimization in its variables v, A, and v.

Since the S-procedure is a maximization problem, any feasible solution will be a
lower bound on the optimum. Therefore, any feasible solution provided by a numerical
solver (such as SeDuMi) will be a guaranteed lower bound on the optimal NQCQP
minimization problem.

3.1.2 Lower bound using rank relaxation

Another way to achieve lower bounds on the NQCQP minimization is to relax the
constraints. One choice is a formulation using a rank relaxation.

* — . T Z
Er QEBI}C}?%:I I‘[ OQ]
o J Tr[ZQ] <0, i=1..N, (3.4)

Here, Q is a (n + 1) x (n + 1) matrix constrained to be positive semidefinite with a
1 in (1,1) entry, and Tr is the matrix trace function. The optimal variable Q* can
be used for branching heuristics in branch and bound algorithms [34] as well as an
interior point method seeding for an upper bound on the NQCQP (see §3.3).

The formulation of the rank relaxation is a matter of simply rewriting the objective
and constraints before relaxing one of the constraints.

17 1 _
* i lTZ 1 t. [x] ZZ[X]S()? 1=1,. -)N
p=mnl s { G20 T
. T |[L]7Z;[L]| <0, i=1,...,N
@ min Tr {[;]Tzo[;]} s.t. | ]T =]
* Tr|[x] 3;[x]| =0, j=1,....M
. Tr|Z[L][]"| <0, i=1,...,N
® i Tr {zo[;][;]] 5.t .
rank(Q) =1
© }mini Tr[ZoQ] s.t. Tr [Z;Q] <0, =1,...,N
Q>0,Q11=1 Tr [BJQ] = 07 ] = 17 . 7]\4
() - Tr[2,Q] <0, i=1,...,N
> 1. —_ ) ] Y )
- th%?ller 20Q] st { Tr[3,Q =0, j=1,...,.M
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The quadratic quantities in the original problem evaluate to scalars, therefore (a)
follows from the fact that the trace function does not affect scalars. Equality (b) comes
from the fact that the trace is invariant under cycle permutations of the products
within. Replacing the outer product of the x vector with the matrix Q yields (c).
Finally, by relaxing the rank constraint (i.e. removing it) we get a lower bound
problem as shown in relation (d). This formulation is also an SDP, although it is not
in the standard form.

3.1.3 Duality of Lower Bound Formulations

The S-procedure formulation is also the Lagrangian dual of the rank relaxation
problem. This is shown with the following set of relations.

Q=1
p;=minTr[ZQ] s.t. § Tr[ZQ] <0, ,i=1....N
Qs Tr(3,Q =0, j—=1. M

Q=0 A>0,vy

N M
= min max Tr[ZeQ]+ (1 — Q11)y + Z NTr[Z,Q) + Z v;Tr [3;Q]
i=1 Jj=1
N M
> )\gloi?«fv glé% Tr [ZoQ] + (1 — Q1) + ; NTr[Z,Q) + ; v;iTr [3;Q] (3.6)
N M
(Zo Qo]+ D NZi+ ZVﬁj) Q
i=1 j=1

N M
= max v s.t. Zg— [800”} +Z>\Z‘ZZ‘+ZV]‘3]‘ =0
i=1 j=1

) .
= max min~y + Tr
A>0,v,y Q-0

A>0,v,y

b,

—S

where (a) is minimizing the Lagrangian function, (b) is a relaxation from switching
the maximization and minimization operators, (c¢) utilizes the linearity of the trace
function, and (d) is changing the Lagrangian to a semidefinite constraint. If either the
S-procedure problem or the rank relaxation problem is bounded and strictly feasible,
then strong duality holds, i.e. p* = p~ [91]. In fact, even weaker conditions exist for
strong duality that we can assume hold for most cases [108].

The duality of the S-procedure and rank relaxation problems allows them to be
solved with a single call to the freely available MATLAB package SeDuMi [109]. Our
experience has been that, given quadratic models, the outer bound solutions take
much less computation time as compared to the inner bound computation.
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3.2 Stochastic Interpretation

The rank relaxation formulation (equation (3.4)) can be written with a stochastic
interpretation. To see this, first partition the optimization variable Q as,

1 ET]

Q- |y % 3.7)

where X € R" and ¥ € R**™,

Let X be a random vector with E [X] =X and E [X"X] = . Using the linearity
of the trace and expectation functions, the trace constraints (and objective) in the
rank relaxation problems can be rewritten using the random vector X.

e (14 2 4]]] (38)

This equality gives a direct interpretation of the rank relaxation problem using ran-
dom variables.

E|[L]"Z:[4]| <0,i=1,....,N (3.9)
Sy B3k <0, 5=, M
X is a random vector with E[X] =X & E [XXT| =X

Here the Q > 0 constraint from the rank relaxation problem is still satisfied. The
covariance matrix associated with a random vector is always positive semidefinite.
The covariance is E (X —X)(X —X)"] = ¥ — xX'. Using the Schur complement,
Q > 0 is equivalent to ¥ —xx' > 0.

The optimal Q* matrix from the rank relaxation problem therefore provides the
mean and covariance for the optimal random vector to solve equation (3.9). These
first and second order statistics will be used to compute the upper bound on the
NQCQP in Section 3.3.

3.3 Upper Bound on the NQCQP

The NQCQP cost function evaluated at any feasible point (i.e. points satisfying
all constraints in equation (3.1)) will be greater than or equal to the optimal value.
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Therefore any feasible point provides an upper bound on the optimal value p*. Readily
available computer solvers are used to tighten this upper bound down using interior
point methods [102].

The previous section demonstrated an interpretation of the rank relaxation op-
timal variable as the first and second order statistics of an optimal random vector.
Sampling from a distribution with these statistics will not necessarily provide a fea-
sible point, but can provide a good starting (seed) point for the interior-point solvers
used to find an upper bound solution.

3.4 NQCQP Formulation of Consistency and Re-

sponse Prediction Problems

As briefly described in Section 2.4, Data Collaboration techniques call for fitting
experiment models with quadratic surrogates. Branch and bound algorithms improve
these fits, by subdividing the prior bound hyperrectangle into sub-hyperrectangles,
and fitting each experiment model over each subdomain. Once reasonable fits are
made, solving for the consistency measure Cp and response prediction bounds L
and Ry are NQCQPs on each subdomain.

We now focus on the specific formulations for a given subdomain. Let S, de-
note the surrogate coefficient matrix for the experiment e, and I, and u.g; are the
associated absolute fitting errors such that the inequality

le,ﬁt S [ylc]T Se [)14] - Me<X) S Ue fit (310)

holds for all x in the relevant subdomain. The experiment bounds can then be
rewritten as

le+lege < [L]7Se L] — de < e + e (3.11)

For a response prediction, the objective coefficient matrix Zgredicmon simply corre-
sponds to the coefficients of the model observable to be predicted, Sy. The sign of this
matrix is of course flipped for the right prediction bound (maximization) problem.
Each of the experiments have two inequalities, one for the left bound, and one for the
right. The associated NQCQP constraint matrices are

Zprlediction _ le + le,ﬁt + de O1xn — Se; (312)
& 0n><1 OTLX”

(3.13)

Zprediction —S — Ue + Ue fit + de 01><n
e,u - e .

Onxl Onxn
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For the consistency measure, there is an extra optimization variable ~. Therefore,
the quadratic coefficient matrices will be (n + 2) x (n 4 2) in size, and the quadratic

form will be
HTzi [i] (3.14)

0 v

. . . ist . .
The maximal v is the consistency measure, so the Zg”™" matrix has a -0.5 in

the (1,n 4+ 2) and (n + 2,1) locations (the negative sign corresponding to the fact
that the consistency measure is written as a maximization) and zeros elsewhere. The
experiment constraints are similar to the prediction problem, except that terms for
the products of the experiment uncertainty and v are present.

_le + le,ﬁt + de 01><n _le/2 |:

consistency
Ze l -

(3.15)

0n><1 On><n 0n><1
—le/2 01><n 0
. g 0 Ue + Uegit + de O1xn —Ue/2
Zg?£slstency _ 0 e %Xl _ 0,1 0,,xn 0,,%1 . (316)
M 1xn —Ue /2 O1xn 0

Se 0n><1
01><n 0 ’

In future discussion the [, g, and u. g, terms will be omitted for notation simplicity.
The terms [, and u. will notate all experiment and modeling uncertainty, including
fitting errors.

The coordinate aligned prior information constraints on the parameters (o; <

x; < p;i for i = 1,...,n) can be formulated as quadratic constraints in many ways.
Three options are,

(o — ) (B — ;) <0, (3.17)

or (a; —x)(Bi+e—a) <0 & (a—¢— ) (i — ;) <0, (3.18)

ora; —2; <0 & w;— B3 <0, (3.19)

where ¢; in the second line of constraints is some small positive number. Each line
of constraints listed constrain x; to the interval [, 3;]. However, in the S-procedure
formulation the resulting lower bound on the optimal cost can vary. It is proven in [34]
that the best lower bound results come from using the constraint in equation (3.17).
However, the constraints in equations (3.18) and (3.19) each have the added benefit
of their own Lagrange multiplier in the S-procedure formulation. Chapter 4 will show
that these Lagrange multipliers can be directly used for sensitivity analysis. If € is
chosen sufficiently small, then the lower bound on the optimal cost when using the
constraints in equation (3.18) is not much worse than that resulting from the use of
the constraints in equation (3.17). Therefore, [34] recommends using the constraints
in equation (3.18) with a heuristic choice of ¢; = 0.05(8; — «;). The resulting two
quadratic forms for each parameter are,

_ (B + €) —(a; + Bi + ei)e) /2

Zi,a — |:_(aZ + /BZ + ei)ei/Q eie;l; :| I (320)
- Bi(oi — €;) —(oi + B; — €)el /2

Zijp = {—(ai + 5 —€i)ei/2 eel } ’ (3:21)
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where e; is the i*" standard vector, i.e. the vector with a 1 in the i*" location and zeros
elsewhere. The dimension of e; is n x 1 for the prediction problem and (n + 1) x 1
for the consistency measure problem.
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Chapter 4

Sensitivity Analysis

Sensitivity analysis is a broad range of techniques used to determine the relative
importance of inputs to a mathematical or computational model [98]. Typically it
involves varying the input parameters to a system to see how the output is affected.
The resulting analysis can be used for, among other things, active variable analysis,
system reduction, model development and verification [97].

In optimization, Lagrange multipliers, the variables of the Lagrangian dual prob-
lem, can be used for sensitivity analysis [92]. Most optimization solvers, automatically
solve the dual problem simultaneously, thereby providing sensitivity information for
free. These sensitivities provide information about the change in the optimal objec-
tive value with respect to changes in the constraint bounds. This is discussed more
in Sections 4.1 and 4.2 but we first discuss a simple toy example.

Figure 4.1 shows an example feasible set in two variables made of several linear
constraints. The parameters, x; and x5 are constrained to the prior rectangle H as
well as constrained by five experimental constraints labeled ey, ..., e5. The level sets
of a model Mj are shown in light gray. This model only has functional dependence
on .

Several interesting things can be seen in Figure 4.1 that might seem counterintu-
itive. Even though M, only depends on x5, the optimal value is not locally sensitive
to the prior bounds of x5. Similarly, the maximum value of M, is dependent on the
prior upper bound of x;. Examples of this type can also be seen with the experiment
constraints. The constraint e; is redundant and therefore the optimal values have
no sensitivity to it, even though it is largely correlated with the gradient direction of
My. The directions of the constraints of experiments e, and e; have large components
orthogonal to the gradient of My, yet the minimum value is sensitive to the bound ey
and neither optimal value is sensitive to the bound es5.

This chapter will focus on the sensitivities of the response prediction and consis-
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Figure 4.1: Toy example demonstrating various qualitative sensitivities in a response
prediction problem. There are two variables x; and x5, each upper and lower bounded
(the prior, H). There are five experiment constraints, labeled e; through es. The
feasible set, F is shaded. The light gray lines represent the level sets of the model to
predict, My, which only depends on xs.
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tency measure problems. Sections 4.1 and 4.2 will discuss Lagrange multipliers and
their interpretation as partial derivatives. Section 4.3 derives the relation between
the Lagrange multipliers and the sensitivity to uncertainty in the response prediction
and consistency measure problems. Sections 4.6 and 4.7 discuss some uses for the
sensitivity information.

4.1 Lagrange Multipliers from the S-procedure

Lagrange multipliers are the basis for the sensitivity analysis presented in this
chapter. Lagrange multipliers are the optimal values of the variables from the La-
grange dual optimization problem. The dual problem formulation essentially involves
changing the objective function to include a weighted sum of the constraints [14].
Recall from Section 3.1.1 that the S-procedure formulation is such a dual problem

formulation.
*

b, 3—1&1?}/?(7
N "
s.t. Zy [g Oon] 5—1 NiZi; = 0 ( . )

A>0

The optimal dual variables A* are Lagrange multipliers for the NQCQP problem.
There are two multipliers for each experiment constraint, one each for the upper and
lower bounds. Here, the equality constraints in the general NQCQP formulation are
omitted, as they are not used for the consistency measure and response prediction
problems. The number of multipliers for each parameter depends upon the choice of
quadratic formulation of the parameter constraints. As discussed in Section 3.4, we
choose a formulation that provides a multiplier for each parameter lower bound and
one for each upper bound.

4.2 Lagrange Multipliers as Local Partial Deriva-

tives

The Lagrange multipliers from the outer bound S-procedure formulation are the
partial derivatives of the optimal outer bound value with respect to the constraint
bounds. To demonstrate this, we first rewrite the optimal NQCQP value as a function
of the constraint bounds.

p*(€) =min [ 1] Zo[1]

st. [T Z; [ <¢, i=1,...,N

X

(4.2)
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Note that p*(0) is the original solution p* as shown in equation (3.1). We can simi-
larly write the S-procedure and rank relaxation bounds as functions of the constraint
bounds as p*(§) and p*(€). These will be used to describe the Lagrange multipliers.
But a definition is needed first.

Definition A function f : R™ — R is called semi-differentiable at a point x € R™ if
for every direction u € R" the one sided limit

Ouf(x) := lim flx+ h) — f(x)

h—0+ h

(4.3)

exists and is finite [86]. 0,f(x) is called the semi-derivative with respect to the
direction u.

A function of one variable is semi-differentiable at a point if it is left-differentiable
and right-differentiable at that point. In other words, the standard limit definition
of the derivative exists from the left and the right, though they need not be equal.
This means that in the one dimensional case, a semi-differentiable function can have
“kinks” in it. The partial semi-derivative of the optimal value of the lower bounds
on the NQCQP is used to bound the value of Lagrange multipliers.

Theorem 4.1. If p*(0) = p*(0) (strong duality between equation (3.2) and equa-
tion (3.4)), and pl’f(_f) is semi-differentiable at the original constraint bounds € = 0,
then the optimal Lagrange multipliers from the S-procedure formulation, X*, are
bounded by the left and right partial derivatives of the optimal value of the rank re-
laxation problem, with respect to the constraint bounds. Specifically,

X € |=0ep7(0), D e (0)], (4.4)

where e; is the i™ standard vector, a vector with a one at the i'" location and zeros
elsewhere.

Proof. Starting with an equality shown in the duality derivation from Chapter 3 we
derive a linear lower bound on the optimal outer bound solution.

—

a

N
p* = maxminTr [ZoQ] + (1 — Qu) v + Z \iTr [Z;Q)]
i=1

-5 A>0,y Q=0

N

N
? min Tr [Z0Q) + (1 - Qu) 7" + Y N [Z:Q)

i=1

N
< min Tr [ZoQ] + Y ONTZQ] st. Qu =1, Tr[Z,Q] < (4.5)

i=1

A
IN&

N
mi% Tr [ZoQ] + Z)\?& st. Qu =1 Tr[Z,Q] <&

—
Q= i=1

—
N

N
@)+ YN
=1
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Equality (a) comes from the duality derivation in equation (3.6). By substituting
in the optimal values A* and * we get equality (b). Adding constraints to the
optimization increases the value as in (c). Since A* is positive, substituting Tr [Z;Q]
for the largest constrained value &; gives the upper bound in (d). The final equality
(e) uses the definition of definition of p* (see equation (3.4)). This set of relations
simplifies to, B

pr(€) > pr(0) - Z N (4.6)

The rank reduction optimum, 1_9:(5) is under bounded by an affine function of the
constraint bounds £. With the hypothesis that strong duality holds between the
S-procedure and rank relaxation problems, the bound is rewritten as,

T

Pi(€) > p1(0) = D& (4.7)

Note that equality holds when & = 0.

It p* is semi-differentiable at a particular § = é , then the left and right partial
derivatives exist, are finite, and are written respectively as,

) “(& — hey) — p (8
0. (@) =ty HETMITRIE (45)
P (€ + he;) — p*(€)

(4.9)

By hypothesis, semi-differentiability holds at & = 0. Now a lower bound on the 7*"
Lagrange multiplier is derived by using the inequality in equation (4.7).

p; (he;) — pr(0)

e,p"(0) = lim

=r h—0+ h
. pr(0) = Afh — pr(0) (4.10)
> lim L
h—0+ h
==\

And similarly, an upper bound is derived.

0_ep"(0) = lim =

h—0+ h
. p:(0) + Ath — p(0) (4.11)
> lim = —=
h—0+ h
=\
Thus the desired left and right bounds on A} are achieved. O
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If differentiability is assumed in the previous theorem, an even stronger result
follows.

Corollary 4.2. Ifp*(0) = p*(0), and p*(§) is differentiable at the original constraint
bounds & = 0, then the optimal Lagrange multipliers from the S-procedure formulation,
X, are the negative partial derivatives of the optimal value of the rank relaxation
problem, with respect to the constraint bounds. Specifically,

JUR 1 (4.12)
L 85@ £=0 ‘

Proof. If the optimal lower bound is differentiable at & = 0 then the bounds on A\’ in
Theorem 4.1 are equal. O

Furthermore, with stronger conditions, the Lagrange multipliers provide direct
sensitivities to the original problem.

Theorem 4.3. If strong duality holds between the original NQCQP and the S-
procedure solution, p*(0) = p:(O), and p* (&) is differentiable at the original constraint
bounds € = 0, then the optimal Lagrange multipliers from the S-procedure formula-
tion, X*, are the negative partial derivatives of the optimal value of the primal NQCQP
with respect to the constraint bounds. Specifically,

R

_ 4.13
=%, (4.13)

Proof. Chapter 3 demonstrated that

p (&) = pi(§) > pi(€), VE. (4.14)

Furthermore, the proof of Theorem 4.1 shows the relation in equation (4.6). Therefore,

N
(&) 2 pl(0) = Y _Né&. (4.15)

i=1
From here the proof is the same as that of Theorem 4.1 and Corollary 4.2. O]

It has been our experience that the conditions for Corollary 4.2 usually hold and
the conditions for Theorem 4.3 often do not (except for simple problems). Through
the rest of this chapter, we assume that the conditions for the corollary hold, and
therefore the Lagrange multipliers are the exact partial derivatives shown in equa-
tion (4.12).
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4.3 Sensitivity to Experiment and Parameter Un-

certainty

Typically, sensitivity analysis examines the “by-value” sensitivities. These are
the sensitivities of a model’s output value to specific values of the input parameters.
The sensitivities provided by the Lagrange multipliers, as discussed in the previ-
ous sections, provide sensitivities of the optimal value of the optimization problem
with respect to the constraint bounds. The constraints in the Data Collaboration
formulation are bounded by the uncertainty in the parameters and experiment data.
Therefore, in past work, we have described the Lagrange multipliers from the solution
of Data Collaboration problems as “by-uncertainty” sensitivity [95].

For each type of question or problem formulated in the Data Collaboration frame-
work, the sensitivity information might be interpreted slightly differently. Therefore,
we focus on the response prediction and consistency measure problems. Throughout
this section we assume the conditions for Corollary 4.2 hold.

4.3.1 Response Prediction Sensitivity

Once the various experiment models are fitted with quadratic surrogate approxi-
mations, the response prediction problem is simply two NQCQPs: a minimization for
the lower bound Ly and a maximization for the upper bound Ry. Each experiment
constraint has two inequalities, one for the lower uncertainty and one for the up-
per uncertainty. The Lagrange multipliers from the S-procedure formulation for this
constraint are denoted A?, and X;u, where the underline denotes the multiplier asso-
ciated with the lower bound prediction Ly and the overline denotes that associated
with the upper bound prediction.

In the rank relaxation formulation, the upper constraint on experiment e is,

Tt [Z,.Q] = Tr [(s _ {“ +de 0“”}) Q} < (4.16)

On><1 Onxn

We are interested in the relationship between a change in the uncertainty u. and
the change in the bound & ,. In this case, the relation is unitary. Specifically, for
the optimal Q, 0&,/0u. = Q}; = 1. Given these relations we can derive the local
sensitivity of the prediction bound to the uncertainty. For example,

_ 9Ly
Ue=Te age,u 5:0
= (=A%) - (D).

Here, u,. is meant to denote the uncertainty as a variable, and . is the nominal
value of the uncertainty. This derivation is similar for all the experiment sensitivities

Ue=Te (417)
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associated with response prediction, with only a few sign changes involved. The four
types of sensitivities associated with the experiments are

— =X\ .18a

ol )\:,l (4 )
€ le:Ae

% . (4.18D)

88}130 s (4.18¢)
€ le: e

aﬁo ~*
=\, 4.18d
aue o eu ( )

The sensitivities associated with the parameter constraints are derived in a similar
manner. For example, for the upper-bound constraint discussed in Section 3.4, the
rank relaxation formulation constraint is,

iz, =1 (| e T T h ) 26 o

At the optimal Q* for the left endpoint Ly, the derivative of & 5 with respect to j3;
is
8& B
Ip;

Q(l i+1) ( )Q(l 1)

_le+1 Q; + €.

(4.20)

The Lagrange multipliers from the S-procedure formulation associated with the upper
bound of the i constraint are denoted as v} 4 and 7}z, where the underline and
overline refer to the left and right prediction bounds, respectively. The local sensitivity
of the left prediction bound can now be derived as,

_ OLy | O%p
oy Fsleo OB fomn (4.21)
= (=vp) - (Qa,Li-&-l) — Qi+ €i> :
The sensitivity due to the lower bound on the parameter, and the sensitivities of
the right prediction bound due to both parameter bounds are similarly derived. The

9B
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resulting sensitivities are,

8L0 * *, L A

D |omsi 0 <Q<Li+1> — - 61’) ) (4.22a)
B;=8;

GLO * *,L ~

0B, o (Qu,m) Tt €i> ) (4.22b)
B;=B;

OR, . e )

aai ai:%i — Vi,a ° (Q(l,i+1) - ﬁz - 6@') 9 (422C)
Bi=B;

8E0 —x * R ~

OB; |aimar WP (Qum) -t €i> : (4.22d)
Bi=B;

4.3.2 Consistency Measure Sensitivity

The consistency measure problem has an extra variable v that plays a role in the
experiment constraints. Thus the sensitivity derivations associated with the experi-
ment constraints are slightly different than those for the prediction problem. In the
rank relaxation formulation, the upper constraint on experiment e is,

S 0 Ue + Ue fit + de len _ue/2
Tr [Ze,uQ] =Tr |:0 c T(L)XI:| - 0n><1 Onxn 0n><1 Q < fe,u-
b — /2 Oix, O
(4.23)
At the optimal Q*, the derivative of &, ,, with respect to u. is
agem _ * *

=1—-Cp.

The optimal Lagrange multipliers for the consistency problem associated with the left
and right experiment bounds are denoted A7, and A7, respectively. The sensitivities
of the consistency measure with respect to the experiment constraints are the same
as before.
90
ve—ie  Feuleo vy (4.25)
=\ (1= Coplue = i) -

ou,

The multiplier A7, enters positively because the consistency measure is a maximiza-
tion problem. Since Cp is thought of as a function of constraint bounds, @D(ue = Uy)
refers to the consistency measure at the “current” constraint bounds. Naturally, it is
a function of all of the constraint bounds, not just u., but we leave them out here for
notational simplicity.
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The sensitivity of the consistency measure due to the left bound is derived simi-
larly. To summarize, both types of experiment sensitivities are expressed as,

O
Gl (1 ~Co(l. = le)) , (4.26a)
9Cp _
SN (1 — ). 42
ou, |, . s ( Cp(ue ue)) (4.26b)

The parameter bound sensitivities are derived exactly the same as in the previous
section since the parameter constraints have no dependence on the variable . They
are expressed as,

9Cp N X X

8ai ai=d; - Vivo‘ ' <Q(1vi+1) - 61 - Ei) 3 (427&)
Bi=8;

0Cp . X )

OB; |ai=as =Vip- (Q(l,i+1) —Q + Gi) ; (4.27b)
ﬂ¢=/§z

where v}, and v} 4 are the Lagrange multipliers for the consistency measure problem
associated with the i*" lower and upper parameter bounds respectively.

4.3.3 Sensitivity Pairs

Every experiment and parameter has two constraints, a lower and an upper bound.
Assuming that each left bound is strictly less than the corresponding right bound for
each of these constraints, it is intuitive that the consistency measure and prediction
bounds are not sensitive to both bounds. The optimization problem is only sensitive
to a bound if the optimal x* is on that boundary. Naturally, if the boundaries
are separated, x* cannot be on both the upper and lower boundaries simultaneously.
Therefore, for each pair of sensitivities of the primal problem to the constraint bounds,
at least one of them is zero.

This section will demonstrate that this intuition holds even for the sensitivities
derived from the S-procedure formulations for the experiment constraints. This is
asserted in two theorems, one for the response prediction case, and one for the con-
sistency measure case.

Theorem 4.4. For each experiment constraint e with nonzero uncertainty (I, # u.),
at least one of the sensitivities of the outer left prediction bound L, with respect to
le and u. is zero. In other words, at most one of A7, and A}, can be nonzero. The

Le,u

same is true for the sensitivities associated with the outer right prediction Ry.

Proof. Without loss of generality, we focus on the left prediction bound problem.

Assume that for a specific experiment e, the optimal A7, and A}, are both strictly
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positive. We will show a contradiction. Assuming a consistent dataset, the optimal
Lagrange multipliers A* and maximal ~* satisfy the semi-definite constraint

N
Zo— % Q] Z (4.28)

Examine the part of this summation associated v* and A7, and A} ,. Specifically,

A;lze,l + )\;uzeu - [’y* 0 }

0 0,

=X [P0t o] = Al [0 o ] (A — AL)Se = [ o0 ] -

Leu 0 0,

(4.29)

Now define new variables,

5\el = )‘ mln{)\eh Z,u}
Aew == )\* o —min{As, A%} (4.30)
¥ i=7"+ (ue — L) min{A7;, A7, }-

Both 5\671 and S\B’U are nonnegative, and at least one of them is zero. Furthermore,
the partial sum (4.29) remains unchanged.

Ae [deo“e o] = Aeu [P ]+ New — Aet)Se — |

n

=20 [t O] = Ana [ ) + (A = XS — [

—€e,u

0]
* 0

0. -

Therefore, the semi-definite constraint (4.28) is satisfied with S\e,z, S\e,u, and ¥ instead

= O

(4.31)

o

of )\e b A;u, and v*, respectively. Lastly note,
T ="+ (ue — L) min{AZ;, AZ ;=77 (4.32)
Therefore, A7;, A7, and 7* are not optimal. Contradiction. n

Theorem 4.5. If the optimal upper bound on the consistency measure from the rank
relazation formulation is differentiable with respect to the constraint bounds, then for
each experiment constraint e with nonzero uncertainty (l. # u.), at least one of the
sensitivities of the upper bound on the consistency measure Cp with respect to l, and
u, is zero. In other words, at most one of 9Cp/0l. and OCp/Ou., evaluated at the
original bounds [, = Ze and u, = U, can be nonzero.

Before proving this, we prove a lemma relating inactive constraints to zero-valued
multipliers.

Lemma 4.6. If the optimal Q* for the rank relaxation lower bound of an NQCQP
strictly satisfies one of the inequality constraints, i.e. Tr[Z;Q*] < 0 for some i €

{1,..., N}, and if the optimal solution as a function of the constraint bounds, ]_9:(5),
15 differentiable at & = 0, then A\F = 0.
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Proof. Recall from Chapter 3 that we rewrote the rank relaxation problem as a func-

tion of its constraint bounds.

pi(§) =min Tr[ZQ]

N Q=0 (4.33)
s.t. TI'[ZlQ] S §i7 1= 1,...,N

Without loss of generality, the possible equality constraints are not considered for
notational simplicity. The feasible set of the original problem is

F={Q>0:Tr[ZQ]<0,i=1,...,N}. (4.34)
For any € > 0 denote the feasible set associated with p*(ee;) is
F={Q=0: Tr[ZQ] < —& Tr[ZQ] <0, i=1,....i—1,i+1,...,N}. (4.35)

Then F. C F for all ¢ > 0. Let Q* be the optimal matrix for the rank relaxation
problem at £ = 0 such that p*(0) = Tr[ZoQ*]. By the lemma’s hypothesis, there is an
i€ {1,..., N} such that Tr [Z;Q*] < 0. Then there exists ¢ > 0 such that for all € < ,
Tr [Z;Q*] < —¢'. Therefore, for all ¢’ < ¢, Q* € Fv and hence p*(0) = p*(—€’e;). Then
the optimal Lagrange multiplier associated with the i*" constraint is

op* *(0) — p*(—€'e;
vo B B0 e (4.36)
85% £=0 h—0 h

]

Proof of Theorem 4.5. 1f Cp = 1, equation (4.27) shows that the partial derivatives
0Cp/0l. and OCp/0l, at the initial uncertainty will both be zero.

Assume, now, that Cp < 1. We assume that both partial derivatives are positive
and show a contradiction. If both
aC aC
D > 0, and D
8[6 lezie 8ue we

>0 (4.37)

and since Cp < 1, As; > 0 and A7, > 0. From the contrapositive implication of

e,u

Lemma 4.6 Q* is on the respective constraint boundaries such that
Tr [Z) consisQ] = 0, and Tr [Z, consisQ] = 0. (4.38)

Let Q* be the matrix corresponding to the upper-left n +1 x n + 1 submatrix of Q*.
Then the equalities in equation (4.38) can be written as

o + de — 1.Q(1py2) — Tr [SGQ*] — 0, and Tr [SEQ*] — e — o+ UQrpr2) = 0.
(4.39)
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The consistency measure upper bound Cp is equal to Q(1,nt2).- Summing the two
equalities then yields,

(ze +d, —1,Cp —Tr [SQD + (Tr [SSQ*] oy —d, + ueép) —0

= lo—t.—1.Cp +u.Cp =0 (4.40)
= (Ue—le_)CD:ue_le
= CD =1.
Contradiction.
O

As mentioned above, a similar theorem for parameter constraints does not al-
ways hold for the parameter constraints in the outer bound formulation when they
are formed as a pair of quadratic constraints as demonstrated in equation (3.21)
on page 18. From experience, it is almost always true that at least one of the two
Langrangian multipliers associated with the bounds of a parameter is zero. We now
demonstrate a simple example, where both multipliers are nonzero.

Suppose we wish to make a response prediction of the function y = 1 — 2% where
the parameter z is a scalar and subject to the bounds —1 < z < 1. No experi-
ment constraints are imposed. The S-procedure formulation of the left bound on the
prediction is

~(14e) —¢/2 —(14¢) ¢/2 (4.41)
st (30 = [0]+a [0 =2 o [0 ] =0

The optimal Lagrange multipliers are A\ = A5 = 0.5 > 0.

While the rank relaxation outer bound may be sensitive to both parameter bounds
(for a single parameter), this does not mean that actual optimal value is. In fact, it
will not be. In the case of strong duality between the rank relaxation problem and
the original problem, one of the pair of the Lagrange multipliers associated with a
parameter will be zero. If the conditions for Theorem 4.3 hold, then the the multipliers
are the partial derivatives of the optimal value of the original problem with respect
to the constraints. In this problem, both constraints cannot be zero simultaneously,
hence the multipliers can not both be strictly positive (see Lemma 4.6).

4.4 Variable and Output Transformations

To exploit semidefinite programming optimization techniques, transformations to
both the inputs (parameters) and outputs (responses) of an observable’s model are
employed with the goal of obtaining an input/output relation that is well- approxi-
mated by a quadratic function.
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Suppose that the parameters are denoted by a parameter vector k, the rectangular
set P = {k: k; < k; < k;} representing the prior information, and the models by G..
Associated with each parameter k; there is a nondecreasing invertible transformation,
¢;, which is used to define a new variable,

and its bounds

a; = ¢i(k;),  Bi = diks). (4.43)

Since the transformation is invertible, it follows that k; = ¢; '(x;). For a parameter
vector k, write x = ®(k) to denote the element-by-element transformation into the
vector x. The prior bound H, as previously defined, can now be written as the
rectangle {®(k) : k; € P}, which is the prior information in the new coordinates, x.
Similarly, associated with each model, there is an invertible output transformation

Ye.

Together, the variable and output transformations allow redefinition of the models,
via,

M, (x) = e (Ge (271 (1)) (4.44)

The choice of transformations is guided by the goal that each M, should be well
approximated by a quadratic function over the domain x € H. The lower and up-
per experiment uncertainty bounds, [, and u., and the measured value ?. are also
transformed using the same function as,

de = we(ae)7 le = ¢e([e)7 Ue = 77ZJe(u6) (445>

Consider the minimization problem to solve the response prediction left endpoint,
Lg. Assuming 1) is monotone and invertible, then the left endpoint of G, denoted
Lo, 1s Py 1(L0). Consider the partial derivative of the lower bound prediction of a
model G with respect to the perturbation in the i*" parameter bound. To convert
this derivative to be with respect to the original parameter upper bound k; we use
the chain rule. Then, for example, the sensitivity of the left prediction bound to the
parameter upper bound in the original units is,

9L oYyt OL,
akl ki:l;i 8L0 L(]:Lo 85@
Sensitivities with respect to the experiment uncertainty are derived similarly. For ex-

ample, the sensitivity of the left prediction bound of the upper experiment uncertainty
in the original units is,

99,
p=p Oki

(4.46)

ki=k;

oyt
- 52

Lo :Lo aue

(4.47)

aue . aue

Ue=lle Ue=Tle Ue=lle

Using the transformation in equations (4.46) and (4.47), sensitivities in a prob-
lem’s original variables are available. The next section uses such transformations to
analyze results from the GRI-Mech 3.0 dataset.
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4.5 Example: GRI-Mech 3.0

Section 2.6 presented the GRI-Mech 3.0 dataset, a collection of process models
and data related to methane combustion. There are 102 parameters (mostly con-
stants associated with reaction rates), and 77 experiments with quadratic models
and experimental data. Experimental uncertainty information was not available, and
in Section 2.6 and previous work [32, 33, 95] an arbitrary uncertainty of 0.1 was used
for all experiments.

We now consider a set of experiment uncertainties provided by a domain expert
[120, 121]. These uncertainties are chosen experiment by experiment to be reason-
able values for the experimental type and setup. We will use these uncertainties
throughout the rest of this document when using the GRI- Mech 3.0 dataset. Since
the uncertainties were not provided by the experimenters themselves, this dataset is
used only to demonstrate the technique and not to reach any conclusions about the
models or experiments therein.

The consistency measure bounds were computed as [—0.37, —0.26] with no branch
and bound iterations. This means that every experiment uncertainty must be tight-
ened by at least 26% in order to find a feasible parameter vector and tightening
them by more than 37% guarantees the existance of a feasible point. Therefore the
dataset is inconsistent. The sensitivity measures can provide insight into what might
be causing this inconsistency.

Using the notation from Section 4.4, each of the GRI-Mech 3.0 parameters lies in
the rectangular set P; each parameter k; has an upper and lower bound.

ky < ki <k (4.48)
We define the span s; of k; as \/k; /k;, and the following transformation,

logyo(ki) — logyg (\/ k; E)

z; = ¢i(k;) = log;,(s:)

(4.49)

This transformation normalizes the bounds of x; to be [—1, 1]. For each experiment
we also have 1, which is just a simple log,, transformation. However, for this type
of problem, kineticists are interested in the sensitivity with respect to the log of
the parameter bound k; and with respect to the log of the experiment bound u,. For
example, the sensitivities of the upper bound on the consistency measure with respect
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to an upper parameter bound and an upper experiment bound are

GGD . 0@@ a¢z
0 loglo (El) % :é Oﬁl aziaz 0 loglo (kl) %Zi%z
ki=k; i=5; A ki=k; (4.50)
_ VZﬁ(Q?LH_l) —Q; + Ez‘)
log4(si) ’
aCrp  9Cp
0 108510 (ue) Ue=Tle aue Ue=Tle (451)

=X, (1= Cplue = 1)) .
The other sensitivities have similar variable transformations.

Figure 4.2 shows the sensitivities of the upper bound on the consistency mea-
sure with respect to each of the bounds on the 77 experiments and 102 parameters.
Locally the upper bound on the consistency measure is most sensitive to the upper
bound on experiment 36 (target F4 [28]) and experiment 37 (target F5 [53]). To
examine these sensitivities further, we remove each experiment constraint from the
dataset, one at a time, and recalculate the consistency measure. When target F4 is
removed, the consistency measure bounds were calculated as [—0.062, 0.021]. These
bounds do not ascertain the consistency of the dataset; however, after one branch and
bound iteration the consistency measure was tightened to [—0.062, —0.009], showing
inconsistency. When we instead remove target F5 (leaving target F4 in the dataset),
the consistency bounds are calculated as [0.13, 0.24]. Figure 4.3 shows the sensitiv-
ities of the upper bound on the consistency measure with target F5 removed. After
removing target F5, the scale of the sensitivities is reduced and spread out among
more experiments, and it is still relatively insensitive to the parameters.

Since the GRI-Mech 3.0 dataset with the new experiment uncertainties is incon-
sistent with target F5 included, we shall remove target F5 from the dataset for any
examples throughout the rest of this document. Target F5 would now seem a good
candidate for a response prediction, as it is no longer in the dataset; however, this
prediction is presented in [121] and doesn’t exhibit very interesting sensitivities as
an example. We therefore, remove target StF8, the laminar flame speed in a stoi-
chiometric atmospheric ethane-air mixture [113], and predict its range. Predicting
target StF8 using the rest of the GRI-Mech 3.0 dataset (except target F5) yields
an outer bound interval of [1.545, 1.727] log;,(cm/s) and an inner bound interval of
[1.566 1.699] log;,(cm/s).

Figures 4.4 and 4.5 show the sensitivities related to the outer bounds L, and
Ry, respectively. These sensitivities provide directions for improving the prediction
of target StF8 (i.e. narrowing the range of the prediction) by demonstrating which
experiment or parameter uncertainties have the most effect on the prediction bounds.
Figure 4.4 shows the left outer prediction bound is most sensitive to the lower un-
certainty bound on the 37" target (target F6 [53]). Figure 4.5 shows the right outer
prediction bound is most sensitive to the upper uncertainty bound on the 67" target

(target SF7 [68]).
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Figure 4.2: Sensitivity to the upper bound on the consistency measure Cp of the
GRI-Mech 3.0 dataset with respect to the bounds on its 102 parameters and 77
experiments. The inconsistent measure has the most dependence on two experiments,
target F4 [28] and target F5 [53].
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Figure 4.3: Sensitivity to the upper bound on the consistency measure Cp of the
GRI-Mech 3.0 dataset with respect to the bounds on its 102 parameters and 76 of its

experiments. Target F5 [53] is not included in the dataset. The dataset is consistent,

and the consistency measure is not overly sensitive to any one or two experiments or
parameters.
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Figure 4.4: Sensitivity of the lower (outer) bound on the left endpoint, Lo, of the pre-
diction of target StF8 using the constraints of the rest of the GRI-Mech 3.0 dataset

with respect to the lower and upper bounds on the 102 parameters and 76 experi-
ments.
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Figure 4.5: Sensitivity of the upper (outer) bound on the right endpoint, Ry, of
the prediction of target StF8 using the constraints of the rest of the GRI-Mech 3.0

dataset with respect to the lower and upper bounds on the 102 parameters and 76
experiments.
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The sensitivity of the left outer prediction endpoint with respect to the upper
bound uncertainty in target F6 is about 0.366. The lower bound uncertainty for
F6 (as reported by Xiaoqing You [120, 121]) is -0.0448. Hypothetically, if further
experiments increased this lower uncertainty by 0.02 to -0.0248, we would expect the
left outer prediction endpoint to increase by at least 0.366-0.02 = 0.0073 to 1.552. We
changed the lower uncertainty of target F6 to -0.0248 and re-performed the prediction
of StF8. The new outer left endpoint is 1.553, within 0.01% of the estimate.

4.6 Assessing a General Experiment and Parame-

ter Impact

When gauging the importance of the uncertainty in a parameter or experiment
relative to a response prediction, the sensitivities derived in Section 4.3.1 are for the
prediction of a specific observable. A more general measure of parameter and ex-
periment impact could be useful for helping modelers and experimenters concentrate
their efforts. Specifically, we would like a prediction impact measure that is more
independent of the observable being predicted.

First we derive the sensitivity of the prediction interval length to the lengths
of the experiment/parameter uncertainty intervals. Take for example the length of
the experiment uncertainty interval in experiment e, unc, = u, — l,. We make the
assumption that a tightening of unc, is symmetric, therefore for a given prediction
endpoint, the sensitivities with respect to u, and [, are averaged to obtain a sensitivity
with respect to unc.. Based on this assumption, the sensitivity of the prediction
interval length Iy = Ry — L, with respect to unc. is

ol, 1 (a}_zo ORy 0Ly , a;o)

ou., Ol Ou. Ol (4.52)

ounc, 2

A similar expression is derived for the sensitivity due to the uncertainty interval length
in a parameter z; as

oI, 1 (GRO ORy 0L, n aLO)_ (4.53)

ounc; 2 -

9B, a Oa; 0B oy

These expressions provide a single sensitivity for the uncertainty in each parameter
and in each experiment.

To assess a general impact factor that each experiment and parameter has on
the model prediction, we need a large collection of models of observables to predict,
{Mo;};Z,. This collection should include a representative sample of models in the
dataset’s domain. Predictions are then performed on each model M ; and for each
experiment and parameter. The associated sensitivities are then averaged over all
predictions. These average sensitivities are our general measures of sensitivity [95].
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In lieu of an available collection, we pose two possible alternatives. First, predict
the range of each model in the dataset, M., constrained to the rest of the dataset ex-
periments. If the dataset itself has a fair number of models, this could provide enough
predictions to average out the effects of model specific prediction. It also trivially cov-
ers the type of observables present in the dataset. The top row of Figure 4.6 shows
these averaged sensitivities for the GRI-Mech 3.0 dataset.

The second method is to generate a set of models from a random distribution.
For each model to be generated, we first pick a list of parameters. This list is chosen
such that each pair of parameters in the list both appear as active parameters in at
least one of the dataset models. Each of the dataset models has been fitted with a
quadratic surrogate model M,(x) = x' A.x + blx + ¢.. The random model is also
quadratic, and its coefficients are constrained to be the same average scale as those
in the dataset models. Specifically,

1A lle =Y IAlle,  [bojlle =D [Ibellr, (4.54)
e=1 e=1

where || - ||p is the Frobenius norm. The constant term ¢ ; is arbitrarily set to 0 as it
does not affect the prediction sensitivities. These random models, should be similar
to the dataset models and there are an arbitrary number of them. The bottom row
of Figure 4.6 shows the average sensitivities over 10,000 random models of this type
with respect to the GRI-Mech 3.0 dataset.
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Figure 4.6: Average sensitivities over a collection of prediction models with respect to
the GRI-Mech 3.0 parameter and experiment uncertainties. The top row shows the
average over predictions of each of the GRI-Mech models constrained by the rest of
the dataset. The bottom row shows the average over predictions of random quadratic
models generated in the manner described in the text.
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The sensitivities in Figure 4.6 show similarities between the two methods of av-
eraging over GRI-Mech 3.0 models and random models. Both techniques share some
of the larger sensitivities (although on a different scale); however, the averaging over
the 10,000 random models exhibits more sparsity in the sensitivities.

4.7 Prediction Linearization Using Sensitivity In-

formation

With sensitivity information, a linearization of the response prediction as a func-
tion of experiment and parameter uncertainty is easy to create. Specifically, first
order Taylor series approximations of the left and right prediction endpoints only
require an evaluation of the prediction and the first derivatives (i.e. the sensitivities).
Explicitly,

m . L L
| e~ e>~a‘0 + (ue Ae)ﬁ—o
ol " B
<t ot e lue=e (4.55)
- 0L . 0L,
+; (a; — dy) D | v (B =55 AP
L Bi=B; Bi=8;
Ro(l,u, o, B) ~Ro(1, 01, é&, B) + . ..
[, :, OR OR
=020 - S }
e it O lud T (a0
- ~ aEO ~ 8?0
+ 2 (ai — &) - Borg | ovcs T (B: — B;) - 5 |ovce
L Bi=hi Bi=b;

where the partial derivatives are those derived in equations (4.18) and (4.22).

Prediction linearization has many potential applications. If the prediction is to be
constrained or optimized in any way, the prediction will possibly be evaluated many
times with different uncertainty values by an optimization solver. If each prediction
takes several minutes (or hours) to compute, this could be very computationally
expensive. Approximating the prediction with a linearization with alleviate much of
that expense.

One example where linearization is beneficial is a cost-constrained uncertainty
quantification. The sensitivities by themselves provide insight into possible future
experiments that would best improve the predictive quality of the dataset. However,
different experiments and data collection naturally would each have their own real-
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world costs; it might be more costly to reduce the uncertainty in the experiment
associated with the highest sensitivity than to do so with a lower ranked experiment.

Let K.; be the cost associated with the lower uncertainty bound from the eth
constraint. As a function, K.,(l.) outputs the cost of tightening this uncertainty
from the current value of I, to l,. The cost function should exhibit some practical
behaviors; the cost is zero at l;, it increases in value as the uncertainty tightens,
and it becomes infinite or at least very large with no uncertainty. Similar costs are
defined for the experiment upper uncertainty and the lower and upper parameter
uncertainties, i.e. K.,, K, and K; 3. For notational simplicity, we define a 2n x 2m
vector § that contains all the uncertainty values, and K;(d;) is the cost for the ;™
element of 4.

One generic goal is to reduce the length of the prediction interval in a cost effective
manner. Since prediction interval length reduction and cost reduction are two com-
peting objectives, one is minimized while the other is used as a constraint. Given a
budget T, the uncertainty that achieves the minimal prediction interval length within
budget is written as,

* = argmin Eo(& — Ly(9)
5

min.pred.

2n+2m 4.57

o L XL E(6) < T, (4:57)
OS(SJ Séj, ]:1,,2n+2m

Given a desired prediction interval length I, the uncertainty that achieves this pre-
diction length with the minimal cost is written as,

2n+2m
5;1in.cost :argllsrnin Z: Kj(éj)
K (4.58)
[ R0 Ld) <1
OS(SJ S(SJ, j: ,,2n+2m

Both 8}, preq. and O s are difficult to calculate because Ly(8) and Ro(d)
are optimization problems themselves, potentially taking several minutes per evalu-
ation. This is where the application of the prediction linearization is useful. With
the linearization, the optimizations in equations (4.57) and (4.58) are approximated

41



respectively as,

2n+2m —

* T (6 ey .\ (OR oL
min.pred. A~ argmin Ro(d) - LO(5> + (63 - 53) . ( 8(50 . 5’50 A)
° Jj=1 J 16=6 Jj16=6 (4'59>

2n+2m
ot { YK (6) < T
OS(SJ §5j7 ]: 1,...,2n+2m,
2n+2m

6:nin.cost ~ argllsrnin ]Zl KJ(5J)

2n+2m —
J— A A “ aRO aLO
Ro(8) — Ly(8 5= ). (LX) %= <1
s.t. o(9) = Ly(0) + ; <] ]> (853‘ s=s  00; 58) N
0<6;<d;, j=1,...,2n+2m.

(4.60)

If the cost functions K; are convex, then these are convex optimizations and efficient
to solve with readily available solvers.

4.7.1 Example: Cost Analysis of GRI-Mech 3.0 Prediction
Using Linearization

The prediction of target StF'8 using the rest of the GRI-Mech 3.0 dataset produces
the sensitivity information in Figures 4.4 and 4.5 in Section 4.5. The prediction was
most sensitive to the lower uncertainty of target F6 and the upper uncertainty of
target SE7. To reduce computation complexity we temporarily only focus on those
two uncertainties.

We assign to each uncertainty ¢ a cost function which has the desired properties,

K(5) = (g) ~1. (4.61)

where a is a positive number that relates to how quickly the cost rises with the
uncertainty reduction. When the uncertainty is held at the “current” uncertainty b} ,
the cost is 0. Elimination of all uncertainty results in an infinite cost. Furthermore, K
is a convex function. For the present example, the parameters are arbitrarily chosen
as apqg = 3 and agpy = 2.

As already mentioned, solving the full non-linearized cost minimization prob-
lem (4.58) is difficult and we therefore allow only the lower uncertainty of target F6
and the upper uncertainty of target SK7 to vary. The budget is set to 7" = 0.3.
Solving the two variable non-linearized problem obtains the optimal uncertainties of
7y = —0.0401 and ug,, = 0.0042, which is no change in lp4 and a 0.0006 decrease in
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ugspr. This calculation took about 2 hours and 28 minutes to compute. Solving the
two variable linearized problem takes about 0.35 seconds to compute (plus about 2.5
minutes for the initial prediction to get sensitivities). and obtains the same answer to
6 digits of precision. An optimization over all 354 uncertainties (2 for each of the 102
parameters and 2 for each the 75 experiments) with the linearized prediction took
about 2.5 minutes (again plus another 2.5 mintues for the initial prediction).
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Chapter 5

Representative Feasible Parameter

Vector

Every point in the feasible set F is a vector of viable parameter values based on
the deterministic view of uncertainty presented in Chapter 2. However, there is often
a value associated with each parameter that is set by the scientific community to be
designated the “nominal value” of the parameter. This representative point can be
useful in designing experiments and running simulations.

The nominal value is sometimes determined by experiments on a parameter-by-
parameter basis, which often places the nominal value in the center of its uncertainty
range. Sometimes the nominal values are chosen via parameter optimization tech-
niques [39, 44, 52, 104]. Both of these techniques can result in an infeasible choice
of nominal values. This chapter presents one way of choosing a nominal parameter
vector that is feasible. It is an expansion on some of the work presented in [121].

5.1 Minimizing the Number of Parameter Devia-

tions From Nominal Values

The literature value of each parameter is usually presented as the result of some
combination of careful experimentation, tested analysis techniques, and expert opin-
ion. If a collection of experiments and models invalidate the nominal parameter vector
(i.e. it is not in the feasible set), then clearly the parameter values must deviate from
the nominal values in order to achieve feasibility. However, due to the amount of work
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that went into the determination of these nominal values, experts are often reluctant
to accept such deviations.

This presents a natural question: what is the minimal number of parameter de-
viations away from the nominal values required to achieve feasibility? We pose this

question mathematically as an optimization problem using the cardinality function,
card(-).

MDY}, .4 := argmin card (x — Xo) (5.1)

xeF
where x( is the nominal parameter vector. The cardinality function counts the number
of nonzero elements of its argument and is sometimes called the °- norm (although

it is not a true norm).! This optimization problem is an instance of a Minimal
Cardinality Program (MCP).

One possible way to solve this optimization problem is to freeze a set of parameters
at the nominal values and solve the feasibility problem. In the worst case we must
try every possible combination of parameters to freeze in order to find the minimum
number. Unfortunately, there are 2" possible combinations for n parameters and the
problem is NP-hard [82]. The next section discusses a relaxation for the cardinality
problem in equation (5.1) using the ¢*-norm.

5.2 Convex Approximation Using the One-Norm

For a convex domain C, the convex envelope of a function f is the largest convex
function g such that g(x) < f(x) for all x € C. In other words, the convex envelope
is the best pointwise, convex, lower-bound approximation on the domain C [89]. The
convex envelope of the rank function on the set {X € R™*" : 5(X) < 1} is the nuclear
norm (the sum of the eigenvalues) [31, 89]. It can be easily shown that this implies
that the convex envelope of the cardinality function on the set {x € R" : ||x]« < 1}
is the £'-norm (the sum of the absolute values of the vector elements) [31]. Using the
¢-norm in minimization is a well-known heuristic approximation to the cardinality

function [17, 24] as it tends to drive the elements of its input to zero.
Applying this ¢'-norm approximation heuristic, the minimal deviation MCP
(equation (5.1)) is approximated as,

n

* i _ — mi .
MDY, = minx — x|, glelgzw. (5.2)

=1

If a normalization of the parameters is used, the prior bounds hyperrectangle is con-
strained to be H = {x € R" : ||x||oc < 1}. In this case, the {!-norm is the convex

IThe ¢P-norm is defined as |||, = (3, |z:/?)"/” for p > 1. The triangle inequality does not hold
for 0 < p < 1 and hence ||x|, is not a norm for these values of p. The cardinality function is the
limit as p goes to 0: card(x) = lim, ¢ ||x||,
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envelope, and hence a lower bound, of the cardinality function. Since the feasible F
is a subset of H, MDj; < MD{,.4. Note that MD}, = MDY, 4 if xo € F. Therefore,

car
for the rest of this chapter, we assume that the parameters have been normalized.

5.3 NQCQP Formulation of ¢'-Approximation

The absolute value function, and by extension the ¢/!-norm, can be rewritten as a
linear function of twice as many variables with linear constraints. This is achieved by
separating the positive and negative elements of the vector x — x¢ [36]. Define two
positive vectors g and v, such that pu;; = 0 (i.e. for each index i, only one of the
vectors has a nonzero entry) and x; — xo; = p; — v;. In other words, p; is equal to
x; — To,; when x; —x¢; is positive and is zero otherwise, whereas v; is equal to x¢; — z;
when it is positive and is zero otherwise. Then |z; — x| = ;i + v;.

The ¢!-norm minimization problem in equation (5.2) can be rewritten using the
vectors p and v.

=1
p—v+x9€F
s.t. u>0,v>0
uiv;=01=1,....n

(5.3)

If all of the constraint functions that make up the feasible set F are quadratic, then
this formulation is an NQCQP, and the techniques described in Chapter 3 can be
utilized. The next few sections discuss the explicit formulation of equation (5.3) as
the NQCQP found in Chapter 3.

5.3.1 Combining Positive Constraints and Box Constraints

The prior information (box) constraints confine each parameter to an interval.
a; < x; < B (5.4)
Substituting the vectors g and v used in equation (5.3) yields,
a; < i — v+ w0 < B (5.5)

The equality constraint wu;1; = 0 forces either u; or v; to be zero. Therefore we can
split the box constraint up.

a; — 20 < i < Bi — T4
a; — 2o < —v; < B — T

(5.6)
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We assume the nominal value is in the prior bounds and add the positive constraint
for p; and v;.

0<p; <Bi—xo,;

(5.7)
0<v;<wo; —

We now have a lower and upper bound for each element of p and v. In Section 3.4,
the upper and lower bounds on the parameters were formulated as two quadratic
constraints to obtain Lagrange multipliers for each constraint. Applying this same
technique using a small ¢ > 0 (or a different one for each constraint) gives four
quadratic constraints.

pi(pi — Bi +xi0 — €
(i +€)(pi — Bi + i
vi(vi — 0+ a; — €
(l/z' —+ 6)(%‘ — 131'70 —+ (07

o o O O

)
)
)
)

VAN VAN VAR VAN

Let the w denote the vector of pu stacked over v, i.e.

w::{“] (5.9)

v

Then each of these 4n quadratic constraints on the vectors g and v can be written
in the matrix form as
(LT Pi[L] <0, (5.10)

w

where P; is a 4n + 1 X 4n + 1 matrix representing the quadratic coefficients.

5.3.2 Quadratic Experiment Constraint Formulation

Other than the box constraints on the parameters, there are the constraints due
to models and experiments to consider. Using the notation from Chapter 3 each of
these quadratic constraints can be written as

(L] Z;[L) <o. (5.11)

Substituting the g and v vectors used in equation (5.3) we get,

-
oo | Zi [ pvixo] <O. (5.12)
Define the matrix P; as,
1 xg
o —1| L



Then using the vector w as defined in equation (5.9), the constraint in equation (5.11)
is rewritten as,

(LT P [L] <0 (5.14)

which is a quadratic constraint in 2n variables. Combined with the box constraints
derived in the previous section we re-index the matrices and let ¢ range from 1 to
4n + 2m for the 4n box constraints and the 2m experiment constraints.

5.3.3 Equality Constraint Formulation

For each index j = 1,...,n, either u; or v; needs to be 0. There are several ways
we could enforce this requirement as a quadratic constraint.

Method 1: As shown in the formulation shown in equation (5.3), the constraint can
be enforced with a quadratic constraint for each index j =1,... n.

Each of these quadratic constraints can be written in matrix form. De-
fine the matrix P; as

0 o O
ﬂ)j =10 On Bjj (516)
0 B, O,

where Bj; is an n x n standard basis matrix, i.e. a matrix with a one at
row j column j and zeros elsewhere. The equality constraints are then
written as

TP [h]=0,j=1,...,n. (5.17)

Method 2: Since p and v are constrained to be positive, the equality constraints
can be written as one quadratic constraint.

pv =0 (5.18)
Define the matrix P as
0 0" O
P:=10 0, I]. (5.19)
oI o,

LT PlL]=0. (5.20)



Method 3: The constraint is not explicitly needed, because the optimal p* and v*
will satisfy p;vr = 0 for each 1.

Proof. We prove this by assuming the optimal variables don’t satisfy
the constraint, and showing a contradiction. Suppose there exists a
j € {1,2,...,n} such that pjv; # 0. For each i = 1,...,n let ¢ :=
min{y;,v;}. Each ¢ > 0, and ¢; > 0 since pjv; # 0. Let 1 = pu* — €
and v = v* — €. The vectors o1 and v are feasible points: ft — v + xg =
p—v +xo€ F, n>0,and v > 0. The cost using the vectors f1 and
U is less than the cost with vectors p* and v*.

iﬂi—i-ﬂi:iﬂf‘i‘ﬁ_?ei <i/ﬁ+’/i*
i=1 i=1 i=1

The inequality is strict because €; > 0. Therefore pu* and v* are not
optimal. Contradiction. O

All of these constraints are equivalent in the primal form of the NQCQP. However,
the choice can affect the lower bound formulation using the rank relaxation (or S-
procedure). We now formulate three lower bounds on the optimum using the different
equality constraints, and discuss their difference.

Letting P, denote the quadratic matrix associated with the objective function,
the lower bound using the rank relaxation as discussed in Section 3.1.2 can now be
formulated using each of the three equality constraint cases, via,

Py gt TrPoqQ)
t Tr[P,Q] <0, i=1,...,4n + 2m, (5.21)
. TI'[TJQ:I:O’]:]_7’n7
Py = min  Tr[PoQ]

Q>0,Q11=1
o [ T[PQI<0,i=1,... 4n+2m, (5.22)
Tr [PQ] = 0, ,
Dy = g i, T (P -

st. Tr[P;Q] <0, i =1,...,4n + 2m.

As mentioned in Section 5.3.3, all three methods for constraining either pu; or v;
to be zero are equivalent for the primal formulation. However, for the lower bound
formulations in equations (5.21)—(5.23), this is not the case. The following theorem
shows an ordering on these bounds.

Theorem 5.1. Let p;, p;, and p; be as defined in equations (5.21)~(5.23). Then

Py > p; > Pl (5.24)



Proof. Let Feas(p,), Feas(p,), and Feas(p,) denote the feasible sets for the optimiza-
tion problems in equations (5.21)—(5.23) respectively. The optimizations in equa-
tions (5.21)—(5.23) have the same objective function, therefore to prove the optima

ordering in equation (5.24) it is sufficient to show

Feas(p,) C Feas(p,) C Feas(p,).

The inequality constraints and the constraint that ();; = 1 are the same in equa-
tions(5.22) and (5.23). The optimization in equation (5.22) has the additional single
equality constraint that is not present in equation (5.23). Therefore it is clear that
the right containment holds.

We now show the left containment. Let Q € Feas(p, ). Then,

Tr[P;Q]=0,j=1,...,n
= Q(tnt1j+1) T Qtnt15+1) =0, j=1,....n

= Z Qjtn+1,+1) T QGrnt1e) =0

j=1
=Tr[PQ] =0.
Thus, Q € Feas(&), and the left containment holds. ]

The inequalities in equation (5.24) can be strict for some cases. This would imply
that Method 1 should be used as it provides the tightest lower bound. However,
it also has the most constraints and therefore may have longer computation times.
In Section 5.5, the GRI-Mech 2.11 dataset is demonstrated as a case with strict
inequalities and varying computation times.

5.4 Stochastic Interpretation of the NQCQP For-

mulation

In Section 3.2, the rank relaxation formulation for an NQCQP is given a stochas-
tic interpretation. This same interpretation is applied here to provide a Gaussian
distribution that can be used to create a seed point for interior point (upper bound)
solutions.

The optimal matrix Q* from the rank relaxation problem can be partitioned as

oL 9) 525
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From the stochastic interpretation, the optimal random vector is any random vector
2 with first and second moments,

EQ=w, E[QQ]=3. (5.26)

We will use a Gaussian distribution with these statistics, Q ~ N (@, ¥ — ww').

To solve for an upper bound on the NQCQP formulation, a sample from this
distribution will tend to provide a good seed point for an interior point solver (e.g.
MATLAB’s fmincon). However, since the NQCQP formulation of the ¢!-norm ap-
proximation has twice as many variables as the original /*-norm approximation prob-
lem, it is computationally more efficient to solve the original problem. To seed this
problem, we simply transform the sampled point back into the x-space. First partition
the sampled point wgeed,

_ | Psced
Wseed = |:Vseed:| 5 (527)
then transform back to the x-space,
Xseed = Mgeed — Vseed T X0- (528)

5.5 Example: GRI-Mech Dataset

For the GRI-Mech release 3.0, researchers wanted to allow only a small number
of the 102 parameters to vary from their release 2.11 “nominal” values. After much
deliberation and very careful planning they chose 31 parameters to free from the
nominal values for optimization [106, 120]. These were mostly chosen with domain
knowledge of the parameters and the experiments used to determine their nominal
value [41]. Because of the many possible combinations of the 102 parameters, the
choice of parameters took months to come to. The finished optimized result, the
GRI-Mech 3.0 nominal, is not in the feasible set, and therefore isn’t consistent with
all of the experimental data, uncertainty, and models.

Using the ¢!-norm approximation to the minimal cardinality problem derived in
this chapter, we found a feasible point that only requires 52 parameters to deviate
from the GRI-Mech 2.11 nominal value (to within a tolerance of 0.01%). Of the 31
parameters optimized for GRI-Mech 3.0, 29 are in the list of parameters that deviated.
This means, in significantly less time, we are able to suggest a list of 53 parameters
to consider for optimization that contain most of the parameters eventually chose by
the GRI-Mech researchers themselves.

To obtain this result, the lower bounds on the optimal one-norm difference were
first computed. Table 5.1 shows the bounds computed using the different equality
constraint formulations discussed in Section 5.3.3 as well as computation times.
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Table 5.1: Objective lower bounds and computation times for GRI-Mech 2.11 min-
imum ¢'-norm distance. The three lower bounds correspond to the three different
equality constraint formulations described in Section 5.3.3.

| Formulation | Bound | CPU Time (sec) |
S-proc. w/ method 1 | 30.18 17.15
S-proc. w/ method 2 | 29.64 42.82
S-proc. w/ method 3 | 29.00 37.58

The three lower bounds exhibit the ordering proven in Theorem 5.1 and provide
an example where the inequalities in equation (5.24) are strict. Despite having the
most constraints, the bound using equality constraint method 1 took the significantly
less time than the other methods.

Upper bounds for the solution were then computed using several different seeds for
fmincon. The interior point solution also provides the desired feasible point. Table 5.2
provides the bounds and computation times. The inner bound was computed using
several different seedings. It appears that solutions do not really depend on the
seeding; however, there was a slight difference in computation time, although maybe
not enough to be of any consequence.

Table 5.2: Objective upper bounds and computation times for GRI-Mech 2.11 min-
imum ¢'-norm distance. The seed point for each problem was either 0, or sampled
from the distribution provided by the rank relaxation solution using one of the three
equality constraint methods.

| Seed | [|x — x|l | card(x —xo) | CPU Time (sec) |
0 33.03 52 34.18
via method 1 33.03 52 30.89
via method 2 33.03 52 35.34
via method 3 33.03 52 33.16

The best lower bound implies that the upper bound solution (which provides a
feasible parameter vector) cannot get much better in terms of the ¢!-norm objective.
Trying to find a better solution by actually solving the cardinality problem, is not
realistic. The number of combinations of exactly 51 parameters (one less deviation
than we found) is about 4 x 10%. Checking if there is a solution with 51 deviated
parameters would, in the worst case, require solving a feasibility problem for each
combination.
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Chapter 6

Active Subspace Discovery

Many applications and analysis techniques in science and engineering use sim-
ulation as a means for gauging a system’s behavior. In coarse designs, simulation
provides a qualitative look at system attributes. Much denser simulation might be
required for more quantitative assessments. However, in advanced simulation tech-
niques with complex models, each simulation can take hours or days. Processes with
many variables require many simulation runs to adequately cover the space of re-
sponses. In this case, even if each simulation only takes a few minutes, the total
simulation time can grow exponentially.

Surrogate modeling is the technique of creating an algebraic approximation to
the simulation’s map from parameters to response. The resulting response surface or
surrogate model is much more efficient to evaluate than the original simulation and can
provide much insight into the behavior of the original system [75]. The best form for a
surrogate model depends on the application. They are formed with various methods
such as standard regression, support vector machines [107], and kriging methods
[79]. Data Collaboration techniques use quadratic surrogate models to calculate outer
bounds to various optimization objectives such as the consistency measure, response
prediction, and representative feasible parameter (see §2.4 and Chapters 3 and 5).
Ryan Feeley derived methods for using rational quadratic surrogates with the Data
Collaboration techniques, as well as the technique of using intermediate surrogates
(34].

One of the major problems facing surrogate modeling occurs when long simulation
time is required to adequately sample the model response. To fit a surrogate model,
many simulation runs are often required. The number of simulations depends on
the form of the surrogate (i.e. the number of basis functions) and the dimension of
the parameter vector. For example, with a quadratic surrogate, the number of basis
functions (monomials with a degree of at most 2) increases quadratically with the
number of parameters.
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This chapter describes a technique for discovering the possible dependence of the
response to an lower-dimensional active subspace of the parameters. If such an active
subspace were known, the amount of simulation required to make a surrogate would
depend on the subspace dimension instead of the original “full” dimension.

Subspace dependence is not a new concept. However, the focus of many works
is on searching for a subspace dependence of the multivariate output of a function
or of the evolving state vector of a set of coupled ODEs [8, 51, 59]. Some works
use local subspace dependence to preserve neighborhood relationships and fit low-
dimensional nonlinear manifolds to the data [25, 45, 94]. High-dimensional model
representations (HDMRs) build up a surrogate model by iteratively fitting along
every coordinate-aligned subspace starting with the 0-dimensional subspace.! and
stopping after reasonable errors have been achieved [87, 88]

The following sections will derive the technique for active subspace discovery and
analyze the computational requirements for discovering it.

6.1 Active Subspace Dependence

Let f be a scalar-valued function of n active variables. Our goal is to find a
low-rank active subspace of the input variables that is the main contributor to the
variation of f. In other words, we would like to discover an n X r matrix S, with
r < n, and a function g : R” — R such that f is well approximated as

F(x) ~ g(STx). (6.1)

The quality of the approximation requires that f varies mostly along an active sub-
space of the original variables. In the current notation the active subspace is the
range space of the columns of S, written R(S).

Approximations of the type shown in equation (6.1) can always be made. A
trivial example is seen by setting S to the identity matrix (r equals n) and setting the
function g to be equivalent to f. However, the goal is to find a good approximation
such that r is as small as possible. This chapter focuses on finding a suitable matrix
S. Chapter 7 will focus on designing experiments for fitting the function g.

The function g and matrix S in equation (6.1) are not unique for an approximation.
Take for example any r X r invertible matrix R, and define tildeg := g o R™! and

S:=SR". Replacing g with g and S with S does not change the approximation.
S™x) = g(R"'RS"x
9(S™%) = o (R RS 62
= g(S'x).

It is for this reason that when searching for an appropriate S matrix, the objective
is not to find a specific S, but rather one that spans the appropriate subspace of R",

I This is specifically referred to as the cut-HDMR.
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namely, that on which the function depends most. It is simple to see that since R is

invertible, R(S) and R(S) are equal.

Claim 6.1. R(S) = R(S).

Proof. First see that R(S) C R(S). Let x € R(S). Then there exists a y € R” such
that x = Sy. Since R is invertible, there exists a z € R" such that y = Rz and thus
x = SR'z = Sz. Therefore x € R(S).

Now see that R(S) 2 R(S). Let z € R(S). Then there exists a y € R" such that
z = Sy = SR'y. Define x = R'y. Then z = Sx. Therefore z € R(S). O

For simplicity we assume that the columns of S are orthonormal and therefore
S™S =1I,. The non-uniqueness of S allows this choice.

6.2 Methodology

The key to discovering the active subspace of the function f is noting that if the
factorization in equation (6.1) holds and the function is differentiable at a point x,
then the gradient of f at x multiplicatively factors via the chain rule of derivatives as

Vf(x) =Vg(S'x) - ST, (6.3)

where V f(x) is the 1 xn gradient vector of the function f at the point x. Furthermore,
this factorization holds when the gradients at many points are stacked into a matrix.
Define the matrices

Vf(x1) Vg(STxl)
F = " , G:= : (6.4)

Vf(xn) Vg(S'xy)
where each x;, is an n-dimensional vector at a different location in the domain. Then
F = GS'". (6.5)

Note that in general, the rank of the matrix F is the number of gradient locations, IV,
if N <r and is rif r > N. For this factorization to be defined, the function f needs
to be differentiable at each x;; however, it need not be differentiable everywhere.

The rank of F naturally lends itself to an iterative algorithm. As more gradients
are computed and added to F, the rank should continue to grow. As soon as the rank
stops growing, a matrix factorization will provide the appropriate linear transforma-
tion matrix S. This matrix factorization is easily computed with a singular value
decomposition (SVD). Examine the singular value decomposition of the matrix F

F = [U,U,] FO“ 8} {Xﬂ : (6.6)
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The factorization is then written by setting G = U;X;; and S = V.

In practice, F has full rank; however, the singular values of F may decay rapidly.
Given this, the active subspace is defined as the span of the directions associated with
the largest singular values of F. The threshold for deciding which singular values are
large enough is a parameter in the active subspace discovery algorithm.

The procedure for discovering the active subspace is shown in Algorithm 6.1.

Algorithm 6.1 Active Subspace Discovery

Require: f {function of interest}

Require: H {n-dimensional hyperrectangle domain for f}

Require: 7 {Singular value cutoff threshold, 0.1 or 0.05 recommended }
1: n < dimension of H.
2: Initialize matrix F (empty)
3: {dlock}}_, < n-point, n-dimensional Latin hypercube design on H.
4: for k=1ton do

5:  grad < gradient row vector of f at location dlocy

6: Add grad to bottom of matrix F.

7. U,3,V < SVD of F{such that F = UXV'}

8: o <+ diag(X)

9: if k> 1 and there exists an ¢ such that 0;,; < 70; then
10: rj < the minimum ¢ such that 0,41 < 70;

11: S « first r columns of V

12: return S {Algorithm exits.}

13:  end if

14: end for

15: S <= V {Only executes if no active subspace found yet.}
16: return S

The locations where the gradients are computed should be spread out in the
domain of the function. This algorithm uses a Latin hypercube sample design to
choose these locations (line 3 of Algorithm 6.1). Latin hypercube sample designs are
set up to be spread out in each variable. This is done by setting up a classic Latin
square in n-dimensions (examining only one treatment) [70] and uniformly choosing a
point in each of the chosen sub-cubes. Each point in a Latin hypercube sample design
is uniformly distributed on the hypercube, but the points are not independent. This
sample ensures that each variable is represented in a fully stratified manner [67].

The method of computation of gradients (line 5 of Algorithm 6.1) varies from
application to application. In some applications the local sensitivities are available
with a single simulation run. Often, n + 1 simulations near the gradient location
are computed to calculate a numerical derivative. If the simulations have noise in
their output, it may be necessary to run more simulations to average out error in the
derivative.

The algorithm is an iterative one, that completes as soon as the singular value
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threshold has been crossed (line 9 of Algorithm 6.1). If an appropriate subspace
matrix S is discovered, the for-loop does not complete. This is done to reduce the total
number of simulation runs. However, the accuracy of the active subspace generally
increases with the number of gradients computed (see §6.7). Therefore, if gradients
are cheap to compute for particular problems (e.g. requiring only one simulation run)
it makes sense to compute the gradient at all n locations.

A potential problem arises with the algorithm when f is nonlinear and has a
region of the domain with nonzero measure where the gradient is constant. When
this situation occurs, there is a nonzero probability that a new gradient calculation
will be the same as a previous one, and therefore the rank of F will not increase. This
would yield a subspace dimension that is potentially smaller than the actual active
subspace. The same situation would occur if there is a nonzero measure region where
there is a constant gradient that is equal to the multiplicative scaling of a gradient
already calculated. For example, take f(x) = ||STx||; for some fixed n x r matrix S.
On each orthant, the gradient of f is constant. Moreover, V f(x) = =V f(—x) and
hence the gradients at x and at —x are linearly dependent.

6.3 Complexity Analysis

The limiting factor in the time-complexity of the active subspace discovery algo-
rithm is the number of evaluations of the function f and likewise the computation of
gradients. Let x be the number of simulations required to compute a single gradient
of f or the equivalent amount of time. For example, if gradients are calculated nu-
merically, with no noise in f, then n+ 1 tightly bunched simulations are needed, and
hence K = n + 1. If a gradient requires only a single simulation, but one that takes
twice as long as usual, kK = 2. If the underlying rank is r, the algorithm must run
r+ 1 iterations to notice a drop-off in the singular values. Therefore the time Tyypspace
that it takes to discover an r dimensional active subspace is

Téubspace €O (’i ' (T + 1)) ) (67)

where big-O notation? is used to upper bound the time [105].

Presumably, f is evaluated at least once at every location the gradient is com-
puted. This simulation can be reused to help fit a surrogate model to g. If multiple
evaluations of f are required to compute a gradient at each location, only one of the
simulations is useful for surrogate fitting because the points will be bunched together.
Therefore the r + 1 simulation results can be reused for fitting.

Let o(r) be the number of evaluations of f required to make a surrogate fit in r
dimensions. This will depend on the form of the surrogate function (linear, quadratic,

2Let g be a function g : N — R,. O(g(n)) is the set of all functions f : N — R such that there
exists positive integers ¢ and ng such that f(n) < c¢-g(n) for all n > ng. In other words, O(g(n)) is
the set of all functions that are asymptotically upper bounded by ¢ [105].
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rational quadratic, etc). ¢(r) also depends on the behavior of the actual function f.
If an evaluation of f is noisy or if it has small-amplitude high-order effects, more
points are required to capture the behavior of the function. The time T4 _gq to fit a
surrogate model to f in the full n dimensions is

Thi—ran € O (gO(’fL)) . (68)

The total time Th—subspace t0 fit a surrogate model in the subspace dimension including
discovery of the subspace is

Tﬁtfsubspace €0 (QD(T) -+ (KJ — 1)(?" + 1)) . (69)

The subspace discovery is beneficial time-wise if Thy—fan > Tht—subspace- 1t is likely that
fitting error will increase due to the use of a subspace, as governed by the threshold
7 on line 9 in Algorithm 6.1. If subspace discovery is to be useful, a significant time
decrease is required. Chapter 7 will further explore the design of evaluation points in
the active subspace and subsequent surrogate fitting.

As an example, say that the surrogate form of interest is a quadratic and that
o(n) = (n + 1)(n + 2)/2, which is the number of coefficients in a n-dimensional
quadratic. Furthermore, say numerical gradients are used such that x = n + 1.
If n = 60 and the underlying active subspace has dimension r = 5, then 1,891
evaluations are needed to fit the quadratic in all 30 variables. Only 381 evaluations
in total are needed to discover the subspace and fit the quadratic in 5 variables.

6.4 Relationship to Principal Component Analysis

Principal component analysis (PCA) is the process by which linear transforma-
tions of correlated variables are generated that produce relatively uncorrelated vari-
ables [37]. Given a set of vectors Xy, ...,X,, € R", PCA provides a rotation to a set
of orthogonal ordered coordinates such that the first coordinate has the most vari-
ability, the second coordinate has the second most variability and so on. These new
directions are called the principal components. PCA is often used for reduction of a
set of data’s dimensionality by using only the top few principal components.

In general, PCA cannot by used directly to find the active subspace of a func-
tion. The input vector x is assumed to have uncorrelated components. On a set of
these input vectors drawn from a uniform sample on a hypercube domain H, PCA
would find that the variables are uncorrelated (on average) and no direction has any
more variability than the others. In general, f is nonlinear and can have arbitrary
variability.

The subspace discovery algorithm presented in Section 6.2, however, is a principal
component analysis in the gradient space. If the function f only depends on an r
dimensional subspace, then there will be directions of high variability in the gradient
space and, maybe more importantly, directions of low variability. The columns of the
subspace matrix S are the first r principal components of the gradient vectors.
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6.5 Measure of Subspace Containment

This section describes a simple measure of one subspace’s containment of another,
and how that limits the ability to fit a quadratic function. The measure is found in
[81]. Suppose L and D are two subspaces of R™. Define a measure of containment of
L in D as

L, D)= a 1 —TIIp(1 6.10

m(£,D)i= _max_ (1= To(D)], (6.10)

where IIp is the orthogonal projection onto D. Note that if £ C D, then m(L, D) = 0,
and if £ contains vectors orthogonal to D, then m(L,D) = 1.

Let L be a matrix whose orthonormal columns (so L'L = I) span £ and similar
for D. Also let D, be a matrix whose orthonormal columns span the orthogonal
complement of D. Note that the projection operator Ilp is just matrix multiplication
by DD?. Therefore

m(L,D) = max HLn — DDTLnH2

n,[|[Lmll<1

max_ (1 DD") Ln,

0l <1

= max HDLDTLnH2 (6.11)

nllnll,<1
= [D,D' L]
=o[D'L].

Next, consider a quadratic form x'LSLT'x which is to be approximated by a
quadratic form x' DBD"x, with D = D' given, and B = BT to be determined.

For a given B, the maximum singular value gives the maximum error over the
unit ball,

max |x' LAL'x —x'DBD'x| = 5 [LAL" — DBD'] . (6.12)

|$H2<1

The goal of the approximation is to minimize this error given a choice of B. This
is easily solved with a series of manipulations.

min ¢ (LAL" — DBD")
B

=min 7 ([ | (LAL — DBD') [0 p, ])

B D,
. _ ([ D'LAL'D-B D'LAL'D
= H}3 9\| DLLAL'D D' LAL'D,
~ i 5 ( X  DLAL'D, D (6.13)
— I3 0\ | D LAL™D D', LAL'D |

_ D'LAL'D

= max { ([DT LAL'D DTLLALTDL]% g([DTLLALTDtD}
=max {o (D'LA), 5 (AL'D,)}
=5 (D LA).
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Note that & [DTLA] < & [D'L][A]. Moreover & [A] = maxy),<1 [x' LAL x|.
Therefore,

min max |x' LAL'x — x' DBD"x| < m(£, D) max |x' LAL x| . (6.14)

B xl<1 [[xl<1

So (as expected) the extent to which the actual subspace (£) is contained in the
approximating subspace (D) limits the achievable approximation error. For the toy
examples in the following section, the active subspace is known a priori, and this
measure will give a sense of how well the subspace discovery algorithm is working.

6.6 Examples

This section will demonstrate the active subspace discovery algorithm on several
example systems. The first two will be contrived toy examples, where the actual
active subspaces are known for comparison. The other examples will be from real
systems where the active subspaces are unknown a priori.

6.6.1 Toy Functions

We chose an arbitrary 30 x 5 matrix S such that STS = I;. If z = STx, then let
f1(x) = g1(STx) where g is defined as

g1(z) = sin(z1) + zp2325 + 2125 + €% cos(23). (6.15)

The domain of f; is x € [—1, 1]%.

First we examine the sensitivity coefficients for the 30-dimensional space. Here,
sensitivity analysis refers to finding a relative sense of the function’s dependence on
its parameters [58]. These were computed by evaluating the function on a fractional
factorial design from a Hadamard matrix [48]. An affine function is fitted to these
evaluations. The magnitude of the linear coefficients of the fit act as the sensitivity
coefficients. Figure 6.1 shows these sensitivity coefficients sorted by magnitude. From
the figure, we see most of the 30 variables are active.

Assuming that we do not have direct access to the gradient of f;, the gradients
are calculated numerically. After 6 iterations of the subspace discovery algorithm,
the singular values of the gradient matrix are as shown in Figure 6.2. This results
in a 5 dimensional subspace, which required 186 function evaluations to compute.
The measure of containment of the “real” subspace in the subspace approximation is
0.032, and therefore the approximate active subspace is very close to the true one.

As another example, take a function f, that depends mostly, but not perfectly,
on a 5 dimensional subspace. Again an arbitrary 30 x 5 matrix S with S'S = I is
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Figure 6.1: Sensitivity coefficients of f; from a Hadamard design. Most variables are
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chosen and fixed. Let S| be the 30 x 25 matrix with orthonormal columns such that
R(S) L R(S.), i.e. [SS,]is unitary. Let fs be a quadratic function of the form

fa(x) = [ 1 }TQl[ 1 }‘FL[STI ]TQz [sTl ] (6.16)
S'x S'x 500 X X
In this case, fo does not vary solely on a 5-dimensional subspace, but does mostly.

This is why R(S) is called the active subspace.

Again, most or all of the 30 variables are considered active (see Figure 6.3), and the
singular values from the subspace discovery algorithm imply there is a 5-dimensional
active subspace (see Figure 6.4). This took 186 function evaluations to compute. The
measure of containment of the “real” active subspace in the subspace approximation
is 0.041, and hence the approximation is good.

4

Sensitivity
N

5 10 15 20 25 30
Sorted variable index

Figure 6.3: Sensitivity coefficients of f; from a Hadamard design. Most variables are
active.

6.6.2 Logic Circuit

We are given an electric circuit design to simulate its behavior. For each circuit
element (resistor, capacitor, transistor, etc.) there exists models relating currents
and voltages given some parameters. Due to manufacturing uncertainties the param-
eters are unknown but have a nominal value and some uncertainty bounds. We are
interested in the behavior of a scalar attribute of the circuit’s output in response to
changes in these parameters.

The simulation tool SPICE [112] can provide sensitivity information (local deriva-
tives with respect to the parameters) by creating an “adjoint” circuit where the volt-
ages are the sensitivities. The adjoint system is more complex and takes about twice
as long to simulate as a regular simulation [110]. However, as of now this feature is
only available in some commercial releases of SPICE to which we do not have access.

Figure 6.5 shows the circuit diagram of a simple adder element used in multipliers.
The 10 gates shown are all simple logic gates each consisting of two transistors (a
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Figure 6.4: Singular values of the gradient matrix for f5, after 6 iterations of the sub-
space discovery algorithm. Active subspace appears to be either 5- or 6-dimensional
depending on the threshold.

p-type and an n-type). Each transistor has 3 uncertain parameters associated with
it. Therefore, there are a total of 60 parameters. For this example, the simulation
is setup with 11, 12, 14, and Cin set to high (Vdd), and I3 set to a rising step. The
function of interest will be the map from the 60 parameters to the voltage of node S
(the sum signal) at time ¢ = 5.43ns (about halfway through the step transition). The
domain of the parameters is bounded by plus and minus 15% of their nominal values.

The variable sensitivities for the adder signal function are shown in Figure 6.6.
The singular values from the first 20 iterations of the subspace discovery algorithm
(Figure 6.7) show that the active subspace may be as small as one-dimensional. Had
a one-dimensional active subspace been chosen after only 2 iterations, only 122 sim-
ulations would have been required. If we had access to a simulator that provided
sensitivities with only one simulation, only two iterations would have been needed to
find the active subspace.

6.6.3 Methane Combustion

GRI-Mech 3.0 [106] target CH3.Cla is the maximum CH3 concentration in a
shock tube oxidation of methane [18]. The GRI-Mech project included quadratic
surrogate fits, but these were originally generated from shock-tube simulation codes.
The simulation has 313 parameters. The sensitivities of these parameters is shown
in Figure 6.8. The surrogate fit for the GRI-Mech project uses the top 11 ranked
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Figure 6.5: Adder element used in multipliers. Graphic from IEEE Journal of Solid-
State Circuits [49].
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Figure 6.6: Sensitivity coefficients of node S at ¢ = 5.43ns in the adder element circuit
from a Hadamard design. Most variables are active.
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Figure 6.7: Singular values of the gradient matrix for logic circuit problem, after 20
iterations of the subspace discovery algorithm. Active subspace may be as small as
1-dimensional depending on the threshold.

parameters as the active parameters. However, depending on the threshold, as many
as 100 parameters could be considered active.
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Figure 6.8: Sensitivity coefficients GRI-Mech 3.0 target CH3.Cla from a Hadamard
design.

Even if the subspace discovery algorithm is performed in all 313 variables, a low

dimensional active subspace is found. Figure 6.9 shows the singular values of the
gradient matrix after 22 iterations of the algorithm.
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Figure 6.9: Singular values of the gradient matrix for GRI-Mech 3.0 target CH3.Cla
after 22 iterations of the subspace discovery algorithm.

6.6.4 Cellular Calcium Response

The next example comes from a biological signaling application. The model sim-
ulates the calcium response to ligand application in a murine macrophage cell line
[62]. We have used the model in previous work for model discrimination [32]. The
model involves 8 coupled ODEs with 34 uncertain parameters and has several features
that were previously examined. For this example, we examine the maximum calcium
concentration response to a 100nM ligand application.

Figure 6.10 shows the active variables for the response feature. Figure 6.11 shows
the singular values of the gradient matrix after 10 iterations of the active subspace
discovery algorithm. It appears that the model depends mostly on a 1-dimensional
subspace, and at most on a 5 dimensional subspace. Figure 6.12 shows the feature
along the one dimensional subspace and how much the response surface varies from
the 1- dimensional subspace approximation.

6.7 Extra Iteration Heuristic

The active subspace discovery algorithm includes an automated way of detecting
the rank based on a threshold parameter (line 9 in Algorithm 6.1). The quality of this
automated rank cutoff can change with the particular choice of locations for gradient
computation (line 3 in Algorithm 6.1). The algorithm calls for a Latin hypercube
design which has an element of randomness but provides a design that is “spread
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Figure 6.10: Sensitivity coefficients calcium response model from a Hadamard design.
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Figure 6.11: Singular values of the gradient matrix for the calcium response model
after 15 iterations of the subspace discovery algorithm.
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Figure 6.12: Peak calcium concentration offset from initial condition along 1-
dimensional active subspace. Light gray line represents the variance in the response
across all 34 parameters. The black line is the response as it varies only on the
subspace.

out” in a hypercube [70]. The random element of this design means the algorithm
will yield slightly different results each time.

Take, for example, the function f; from Section 6.6.1 with a fixed 30 x 5 subspace
matrix S. We ran the active subspace discovery algorithm 5,000 times with a threshold
7 = 0.05. 4,242 of the runs correctly computed an active subspace dimension of 5, 748
(almost 15%) computed a dimension less than 5, and the other 10 runs computed a
dimension greater than 5. These results are summarized in the first row of Table 6.1.
The computations that resulted in an overestimate of the active subspace are not
too problematic, because they are conservative in this way, and furthermore, the
subspace containment measure m(R(S), R(Sest)) for these cases is relatively good
with an average value of 0.0015. However, in the case of underestimating the subspace
dimension, which occurs more often than overestimating, the measure is always 1
because the active subspace cannot possibly be contained in an estimate with a smaller
dimension.

The accuracy of computing the active subspace matrix should be improved with
an increased number of gradients. However, more gradients means more simulations.
So as a heuristic, it is suggested that one or two more gradients be calculated after
the threshold is met, after which the rank is recalculated. Repeating the analysis on
function f; (5,000 calculations of the active subspace) using either one or two more
iterations of the procedure yields the results in the second and third rows of Table 6.1.
The heuristic decreases the number of underestimates of the dimension of the active
subspace.
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As already mentioned, each extra iteration requires more gradient calculations and
hence more simulation time. Even without any extra iterations the algorithm was
successful about 85% of the time in the example above. The success rate is increased
to almost 97% with only one extra iteration. If one extra gradient calculation is
reasonable given the simulation expense, then it is recommended.

Table 6.1: Count of active subspace dimension calculations from 5000 iterations of
the algorithm on function f; from Section 6.6.1 with a threshold of 7 = 0.05. The first
row represents the counts from running the unmodified procedure in Algorithm 6.1.
The next two rows represent the counts by including either one or two more iterations
after the singular value threshold is met.

| dim<5 dim=5 dim>5

Unmodified alg. 748 4242 10
1 extra iteration 146 4828 26
2 extra iteration 23 4953 24

6.8 Active Subspace Discovery of a Vector-Valued

Function

The subspace discovery algorithm works well for functions with multiple outputs.
Let the function f now be a map from R" to R™. This is trivially thought of as m
functions that map R™ to R. Let f; be the function associated with the j™ output
of f, with j € {1,...,m}. Each f; may have its own distinct active subspace, S;.
Therefore, active subspace discovery and surrogate fitting must be performed for each
output of f.

The procedure as written in Algorithm 6.1 can simply be repeated for each of
the m outputs of f, one at a time. However, it is often the case that computation
of each of f’s outputs is not independent of the others. For example, the elements
of the output of f may be different scalar features or attributes of a simulation
output as it evolves over time. In this case, it makes sense to run each iteration of the
subspace algorithm simultaneously for each output of the function. The total number
of iterations depends on the largest dimension of all the outputs’ active subspaces.
This implies that for some outputs there will be more iterations than necessary to
discover the rank of the corresponding active subspace. However, as mentioned in
Section 6.7, this is beneficial.

Algorithm 6.2 shows the procedure used for a multi- output function f. In this
algorithm, the Jacobian is only calculated once per location (line 6 in Algorithm 6.2).
This is a significant improvement over computing the gradient for each element of
the function’s output if the computation of the Jacobian (i.e. the gradient for all
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outputs) takes only as many simulations to compute as it does to compute one of the
gradients.

Algorithm 6.2 Active Subspace Discovery for a Vector-Valued Function

Require: f {function of interest}
Require: H {n-dimensional hyperrectangle domain for f}
Require: 7 {Singular value cutoff threshold, 0.1 or 0.05 recommended}

1: n < dimension of H.

2: m < dimension of the output of f.

3: Initialize matrices F; for j =1,...,m (empty)

4: {dlocy}}_, < m-point, n-dimensional Latin hypercube design on H.
5: for k =1 ton do

6: J < Jacobian of f at location dlocy

7. for 7 =1tomdo

8: Add j™ row of J to bottom of matrix F;.

9: U,X,V + SVD of F;{such that F; = UXV'}
10 o + diag(X)

11: if £ > 1 and there exists an ¢ such that o,,; < 70; then
12: rj <= the minimum ¢ such that o;; < 70;
13: S; < first r columns of V

14: else if k == n then

15: Sj +~—V

16: end if

17 end for

18:  if rjisset for all j =1,...,m then

19: return S; for j=1,...,m
20:  end if
21: end for

6.9 Alternative Approach using Rank Minimiza-
tion

The methodology for active subspace discovery presented in Section 6.2 appears
to work fairly well. In the two toy examples where the active subspace is known
(Section 6.6.1), the subspace containment measure was very low, implying a good
agreement between the true active subspace and the approximation.

One of the biggest flaws with the procedure occurs when gradients are not available
from the simulations, and numerical gradients are instead calculated. In this case,
many function evaluations must occur in tight bunches to estimate the gradients. In
Chapter 7 function evaluations will be used to make surrogate fits in the subspace
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dimension. Only one evaluation for each bunching of points used to discover the
active subspace can be reused in making the surrogate fit. This is because a good
experiment design for regression has high variance, i.e. is made of points that are
spread out.

This section presents an attempted approach at discovering the active subspace
using only partial gradients, or gradients along certain directions. If only partial
gradients are calculated, less points are needed in each bunch, and a larger percentage
of the evaluations can be used again for surrogate fitting. The method presented
does not appear to work very well; however, we describe the method and present an
example for the sake of thoroughness.

As before, define functions f : R — R and ¢ : R” — R, and a matrix S €
R™" where STS = I and suppose that the relation f(x) = g(S"x) holds. Say we
compute the gradient of f at a point x; along the m directions defined by the linearly
independent columns of Vi € R"™, Then the resulting 1 x m directional gradient
vector dy, is

Here the assumption is that V f(xy) is not computed, only dj is. For a numerical
gradient this would only require m + 1 function evaluations near x;. Given that f
only varies along the active subspace R(S), equation (6.17) is further decomposed as

Using previous notation, F is the matrix of gradients of f at the points {x;}2_, and
G is the matrix of gradients of g at the points {STx;}2 ;. The directional gradient
can be written using these matrices as

dk = e-',;ka = ekGSTVk, (619)
where e}, is the k" N-dimensional standard basis vector.

In this set-up, the matrix F is unknown. However, we know it factors into the
matrix product GST where the inner dimension is 7, a (hopefully) small number.
Therefore, the problem becomes finding a low rank matrix F such that all the direc-
tional derivatives match the calculations. Formulated as an optimization problem,
this is written as

min rank(F)
F (6.20)
st. d, =eFVy, k=1,...,N.

This is a difficult problem to solve. However, over the domain of matrices in the
unit ball, the convex envelope of the rank function is the sum of the singular values
which is called the nuclear norm and notated || - ||« [31]. Even when F is not in the
unit ball, the nuclear norm provides a good heuristic approximation.

min [|F|
¥ (6.21)
st. d =e,FVy, k=1,...,N.
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This is a convex problem, and furthermore, Benjamin Recht it et. al. [89] showed
that this can be recast as the semidefinite program

i 1
P, 5 (Tr [Wi] + Tr [W3])
W, F (6.22)
v =

dk:e;FVk, l{zl,,N

s.t.

The number of constraints in the nuclear norm formulation (equation (6.21)) is
N -m. The matrix F has N - n elements in it. Both N and m need to be greater
than the underlying r. Since r is unknown a priori, it makes sense to set N to be a
large number, and increase m until the rank stops increasing. As IV increases, so too
does the difference between the number of entries of F and the number of constraints.
Therefore, setting N = n appears to make the most sense.

This implies an algorithm that is similar to Algorithm 6.1. The algorithm cycles
through the N locations adding one new derivative direction to the current location.
The SDP in equation (6.22) is solved yielding the matrix F. From here the procedure
continues as before; evaluating the singular values of F to determine the dimension
of the active subspace.

As an example application, let f be defined as the first toy example in Sec-
tion 6.6.1, equation (6.15). The function has 30 variables, and depends on a 5
dimensional space. Figure 6.13 shows the active subspace dimension estimate as
the algorithm iterates, as well as the corresponding subspace containment measure
m(R(S), R(Sest)) It appears that the rank estimate settles to be either 5 or 6 when
there are around twelve derivative directions per location. However, the subspace
containment measure shows that the active subspace estimate is very poor at this
point. It is not until there are 20 or 25 derivative directions per location that the
active subspace estimate is relatively good. In general cases, however, since there is
no way to evaluate the subspace containment measure (because the actual active sub-
space is unknown), there is no way to know when the iteration should stop. Moreover,
25 derivative directions yields a gradient that is almost complete (the full gradient
has 30 directions).

This methodology of rank minimization does not appear to work for this appli-
cation. Several combinations of choices of N and m yielded similar or worse results.
Therefore, this method is not recommended.
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Figure 6.13: Rank estimate and subspace containment measure compared to itera-
tion of an active subspace discovery algorithm using directional derivatives. The rank
is more or less found well before the estimate of the active subspace is a good ap-
proximation. The horizontal scale is marked with the minimum number of direction
derivatives at each location.
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Chapter 7

Subspace Experiment Design for

Fitting Surrogate Models

The design of experiments (DoE) is the process by which a set information- gather-
ing processes are formulated. In the case of both physical and computer experiments,
DoE often refers to the process of selecting specific sets of parameter values at which
the experiment will be performed. The goal of the design is to gather information
about a system of interest by adequately sampling the experiment parameter space
within the physical constraints and practical considerations of the experiment [13].

The goal of the present study is to produce a technique of creating surrogate
models based on an active subspace. Take a function f with n input parameters and
a scalar output. Typical surrogate modeling techniques involve evaluating f at a set
of points {x;}7,, and fitting a function of the desired form to this evaluation data
[70]. In this context, experiment design is the task of choosing the set of points for
evaluation.

Most classical experiment designs were created for hypercube and spherical do-
mains. These include grid (factor) designs, Latin squares, Box-Behnken designs, and
equiradial designs to name only a few [13, 75, 118, 122]. Some work has also been
done to create designs in very high dimensions [5, 80|, but these also focus on hy-
percube domains. One notable exception arises in mixture experiments, where the
values of each parameter must add to a constant number. The domain for mixtures
is a simplex, over which several classes of design exist [75].

In Chapter 6, we explored an algorithm for discovering an active subspace of a
function’s parameters. This subspace can be represented as a transformation of the
parameters to a lower dimensional space. The goal is to make a surrogate fit that is a
function of the transformed variables. Therefore an experiment design of parameters
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for the surrogate fit is in the transformed space. The domain of the parameters in
the full (original) coordinates, is a hyperrectangle . When the hyperrectangle con-
straints are projected onto the lower dimensional subspace, the result is a polytope.!
The goal of this chapter is to create good experiment designs over such polytopes,
which can be transformed back to the original variables for simulation, evaluation, or
experimentation.

Designs created for hyperrectangle or ellipsoid domains cannot be used with a
polytope domain. Simplexes are a special-case of polytopes, and therefore it is not
surprising that some simplex designs can work for general polytopes. Simplex-lattice
designs include each simplex vertex and various combinations of points evenly spread
along the edges and faces. Simplex-centroid designs also include the center of the
simplex. It seems logical, that this type of design would work well for a general
polytope. However, the problem of finding all the vertices of a polytope is NP-hard
[54]. Furthermore, the number of vertices can be much larger than the desired size of
the design. The design method presented in this chapter creates a reasonably sized
design, and does not require that the vertices of the polytope are known.

7.1 Methodology Overview

The goal of experiment design in this case is to choose the parameter vectors where
evaluations will make a good surrogate fit. Suppose that the function of interest f at
a point x; outputs the noisy evaluation y; and has the form

Mh

y; = Y arde(x5) + 1 (7.1)

/=1

where the functions ¢, : R® — R are basis functions and 7; is measurement noise.
The set of noises {7;}7.; is modeled as independent Gaussian random variables with
zero mean and unit variance. Using a vector notation, let a € R be the vector
of a;’s and ¢ : R® — R* be the map whose outputs correspond to each map ¢y.
Then y; = a' ¢(x;) for each j = 1,...,m. Also, assume that there is enough data to
determine the coefficients a, in other words, the vectors ¢(x;) span R™.

The least squares estimate of the coefficient vector is

a— (Z ¢<xj>¢T<xj>> >yl (7.2)

!Definitions of polytopes vary. Here we use one common definition as in [20]: A polyhedra is the
intersection of a finite number of half-spaces (those defined by a linear inequality). A polytope is a
closed polyhedra.
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This is a random vector due to y;’s dependence on 7;. The error in the coefficient
vector e = a — a is a random vector with zero mean and covariance matrix

S =B lec] = (Z ¢<xj>¢T<xj>> . (73)

The objective of experiment design in this context is to choose the vectors {x;}7,
such that the error has a “small” covariance matrix 3. The scale of the covariance
matrix can be determined using some scalarization such as the determinant, largest
singular value, or trace of the matrix. This objective is equivalent to designing a set
of points whose variance, ¥ 7', is large. There are several scalarizations that are used
to determine how to compare designs, which are discussed further in Section 7.3.

Boyd and Vandenberghe use a similar setup and go on to present a special type of
experiment design where the goal is to pick the best design points from a larger set of
predetermined parameter vectors [14§7.5]. In order to create designs in a polytope,
our methodology is to first create a large sample of points in the polytope and then use
Boyd and Vandenberghe’s method of selecting a design from this sample. Section 7.2
will discuss a couple of different ways of creating large samples in a polytope and
Section 7.3 will discuss several optimizations for choosing experiment designs.

7.2 Sampling the Constrained Subspace

Let the function f : R™ — R vary solely in directions along an r- dimensional
active subspace spanned by the orthonormal columns of the n x r matrix S. Then f
can be decomposed as

f(x) = g(S™x) (7.4)

where ¢ is a function of only r variables. The domain of f is a hyperrectangle H C R".
Let the input of the function ¢ be denoted as z = STx, the vector of transformed
variables.

The experiment design for surrogate model fitting should be in the transformed co-
ordinates: the z-space. The following subsections demonstrate methods for sampling
a set of vectors {z;}5_, such that each vector z; corresponds to a vector x;, € H.

7.2.1 Uniform Sample of a Polytope

The intersection of the subspace R(S) and the domain #H is a polytope. To
guarantee a nonempty polytope, assume that the parameters x have been translated
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such that H is centered at the origin.? For every point x € R(S), there exists a

vector z € R" such that x = Sz. If x is constrained to the hyperrectangle #, then
this imposes constraints on the vector z. Let a and 3 be the vectors of lower and
upper bound constraints defining . Then

a<Sz<g (7.5)

is a system of linear constraints on z. Therefore z is constrained to a polytope.

Traditional sampling techniques such as sampling from uniform or Gaussian dis-
tributions in r dimensions do not work for sampling this polytope as they do not
take into account constraints that are not coordinate aligned. A uniform distribution
can exist over a non-hyperrectangle domain, but it is not necessarily easy to sample
or even describe. In this section, we describe an algorithm designed to sample a

polytope.

The concept has been written about in the context of random walks [115] and
a Gas Kinetics Point Generation Algorithm (GKPG) [60]. The algorithm described
here takes the latter context. The concept begins by filling the polytope with a
hypothetical gas. The algorithm tracks a single gas particle (in 7 dimensions) as
it makes collisions with other particles and with set boundaries given a very simple
dynamic model.

Start with a point in the polytope. Pick a velocity from a Gaussian distribution
(which is uniform in direction [66, 73]) in r dimensions. Allow the particle to travel
with the speed and direction described by the velocity vector. If the particle encoun-
ters a set boundary, it reflects off of the boundary. After one time unit, the particle’s
position is recorded as a sample point. A new velocity is chosen simulating a colli-
sion with another particle. The process is then repeated until the desired number of
samples is obtained. Algorithm 7.1 shows the steps in the procedural form.

Several things should be noted in Algorithm 7.1. Since the polytope is convex,
the sample will converge to a uniform sampling of the polytope as the number of
samples goes to infinity [115]. Furthermore, the variance of the velocity (line 4) and
the time between recorded samples (line 5) can affect the time the algorithm takes
to achieve a satisfactory spread of points. If either the velocity variance and time
between recorded samples is too large, i.e. the distance traveled by the particle is
too large, there may be lots of reflections which increase the computation time to
discover the constraint involved and location of the collision. If distance traveled
between samples is too small, it may take a long time to sufficiently cover the space.
To combat the problem of too many reflections, Algorithm 7.1 limits the number of
reflections to 6 (line 16).

The algorithm heuristically chooses the variance of the velocity vector to depend
on the Chebyshev radius of the polytope (line 2 in Algorithm 7.1). The Chebyshev

It is possible that the intersection of the subspace R(S) and H is empty. Translating the
parameters such that #H is centered at the origin is sufficient (but not necessary) to achieve a
nonempty polytope. This translation does not affect the subspace dependence of the function f.
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Algorithm 7.1 Gas Dynamics Sampling Algorithm for Polytopes

Require: N {Number of desired samples}
Require: {a;}}_,, {b;}}_, {Vectors and scalars defining constraints alz < b;.}
1: z(0) < Chebyshev center of the polytope {z : alz <b;, i =1,...,p}.
2: radius < Chebyshev radius of the polytope.
3: for k=1to N do
4:  Choose v € R" from a Gaussian distribution N(0, radius?/9){ “velocity” }

5:  Tiemain < 1 {Remaining “time” to next sample}
6:  Znow < z(k — 1) {Current particle position}
7. cnt < 0 {Number of reflections for this point}
8:  while T,epuin > 0 do
9: {T~,i*} « miin mj@XT s.t. A (Zyow + TV) < by
10: if T* > Tiemain{Didn’t hit boundary} then
11: z(k) < Znow + TremainV
12: Tremain < 0
13: else if T* > 0.997 ¢main{ Near boundary} then
14: z(k) < Znow + 0.99T emainV
15: Tromain < 0
16: else if cnt= 6 then
17: z(k) <= Zpow + 0.997*v
18: Tremain < 0
19: else
20: Znow < Znow + 0.999T*v
21: Tremain — Tremain A
22: 1 < a;«{Boundary normal vector}
23: V4V — Q%n{Reﬂec‘c velocity vector}
24: end if
25: cnt <—cnt+1
26: end while
27: end for

28: return {z(k)}1,
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radius is the radius of the largest spheroid that is a subset of the polytope. The
Chebyshev center is the center of this spheroid, and the sampling algorithm uses this
as the initial sample point. The Chebyshev radius and center are easily computed for
polytopes using the linear program [14],

{c*,r*} =argmaxr
or (7.6)
st.actrlal<b,i=1,...,p

The Chebyshev center is not unique in general, but the Chebyshev radius is.

When the hypothetical gas particle is traveling in a given direction, computing the
first intersected boundary is simple. The optimization on line 9 of Algorithm 7.1 does
not reqmre an optimization solver. For each i, the maximum T is (b; — al z,0y ) /(al v)
if alv is positive, and is infinite otherwise. Finding the minimum i corresponds to

finding the minimum entry in a list.

This algorithm is efficient and can generate a large number of samples very quickly.
A simple example in two dimensions is shown in Figure 7.1. Each point in the sample,
Zi, is associated with a point x; = Sz, in R” that is contained in H, due to the
constraints imposed by the sampling algorithm. Note that if any translations were
performed on the parameters prior to the polytope sampling step, a simple reverse
translation of variables is needed here to achieve valid x’s.

Figure 7.1: Sample of a 2-dimensional polytope using the Gas Dynamics Sampling
Algorithm.
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7.2.2 Sampling a Polytope Via Point Projection

The second method of sampling is much simpler conceptually. Let {x;}Y_; be a
sample of points on the n-dimensional hyperrectangle H. The corresponding sample
in the transformed variables is simply {z; = S'x;}2_,. The domain of possible
vectors z, is the transformation of A through ST, which is a polytope. Note that
this sampling method does not work for arbitrary polytopes, but only ones that are
projections of higher dimensional hyperrectangles.

The initial sample of H can be obtained using any sampling method that is efficient
and produces many points. A simple choice would be a uniform sample over H. It
is important to note, however, that a uniform sample on H will not result in a
uniform sample over the projected polytope. Furthermore, when projecting from a
high dimension down to a lower one, the corners of the hyperrectangle are not sampled
well (because most of the volume is near the edges) and therefore the projected points
are not near the boundaries of the polytope. Take Figure 7.2 as an example. The
line in the figure represents the boundary of the polytope formed by projecting the
hypercube [—1, 1]3° onto an arbitrary 2-dimensional subspace. The points are a
uniform sample in the hypercube.

Figure 7.2: A 10000-point uniform sample of points over the hypercube [—1, 1]*°
projected onto an arbitrary 2-dimensional subspace.

A slightly better approach when n is fairly large, is to project down a sample of
points taken from the vertices of the hyperrectangle. For example, in 30 dimensions,
there are 230 ~ 1.07 x 10° vertices. Figure 7.3 shows an example of this projection
using the sample 2-dimensional subspace as the previous example. This sample does
a better job of filling the polytope, but still does not fill it completely.
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Figure 7.3: 10000 randomly chosen vertices of the hypercube [—1, 1]3° project onto
an arbitrary 2-dimensional subspace.

The polytope formed by projecting H onto the subspace R(S) is not the same
as the polytope formed by intersecting H with R(S). The latter is the subspace
used in Section 7.2.1 with the gas dynamics point generation algorithm and is easily
formulated as a set of linear constraints (H-polytope form). The polytope discussed
in this section is not easily formulated in H-polytope form. This polytope is the
convex hull of all vertices of H projected onto the subspace. Since the number of
vertices is exponential in n, this is a difficult process. The next section will further
explore the differences between these two samples.

7.2.3 Comparison of Sampling Methods

The previous two subsections described methods for sampling the constrained
subspace. Let Method 1 denote the method described in Section 7.2 using the gas
dynamics point generation algorithm to sample the intersection of the subspace and
the hyperrectangle H. Let P; denote this polytope. Let Method 2 denote the method
described in Section 7.2.2 whereby a sample of the n- dimensional hyperrectangle is
projected onto the subspace. Let Py denote the polytope that is the projection of H
onto the subspace.

The polytope P is almost always larger than P; and in fact P; C P,. Fig-
ure 7.4 shows this containment for the projection of a 2-dimensional square onto a
1-dimensional subspace. This disparity between the two polytopes is even more pro-
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nounced when larger dimensions are involved. Take for example Figure 7.5, which
shows the polytopes P; and P, resulting from a 30-dimensional hyperrectangle and
a 2-dimensional subspace. To get a sense of how much bigger P, is than P;, examine
the space [—1, 1]*° and a 1-dimensional subspace. In this case, both P; and P, are in-
tervals and the average interval length of P; with all possible 1-dimensional subspaces
is about 2.38. The average interval length of P in this case is about 4.40. These
numbers appear to grow with the square root of the dimension of the hypercube, n.

\

\
\
H /\

\
\
\
/\\

Figure 7.4: Simple example showing the difference between the two polytopes P; and
P, as created by taking a 2D cube and either projecting it onto or intersecting it with
a 1D subspace.

Method 1 does a good job of filling P; with points. Method 2 does not fill Py very
well (as seen in §7.2.2) but it does provide samples outside of P;. This is beneficial,
because the ultimate goal is to have a sample with a large variance, as mentioned in
Section 7.1. In this sense, Method 2 seems to be beneficial.

One problem with Method 2 is that points evenly distributed in the n-dimensional
hyperrectangle tend to be clustered in the center of P, after projection. Figure 7.6
shows two histograms of samples created using Method 1 and Method 2. Again, each
sample is on a 2-dimensional subspace and associated with points in a 30-dimensional
hypercube. In particular, the sample using Method 2 was generated using a set of
the hypercube’s vertices. Method 1 provides a more uniform distribution of points,
while the sample from Method 2 is bunched mostly in a space tighter than that of
Method 1. However, it turns out this will not affect the selection of design points.

In both methods, each sample point z; has an associated point in the original n-
dimensional space x;, that will be used to evaluate the function f. Each of the points
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Figure 7.5: Two types of polytopes associated with the polytope sampling method-
ologies. The inner polytope, Py, is the intersection of [—1, 1]*® and a 2-dimensional
subspace. The outer polytope, Py, is the projection of [—1, 1]*° onto the same sub-
space.

Figure 7.6: Histograms of points generated from the two polytope sampling methods.
The sample for the left panel was generated with Method 1 and the sample for the
right panel was generated with Method 2.
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Xy associated with Method 1 will lie on the active subspace, whereas with Method
2 the points are may come from anywhere in the hyperrectangle . In this manner,
Method 2 is superior. If the function f doesn’t depend solely on the subspace, or the
active subspace approximation has some error, it is beneficial to evaluate points off
of the subspace.

Method 2 is more efficient and it appears that it will lead to better designs.
Section 7.5 will provide examples to compare the two methods using surrogate fitting
erTors.

7.3 Experiment Design via Optimization

Section 7.2 provided a couple of methods for creating a large sample of points
{z}2_, in r-dimensions. The goal of this section is to choose a subset of this sample
that is a good experiment design. In Section 7.1, we presented a motivation for
choosing a design with a large variance, which is derived from the desire to have a
low variance in the fitting error.

Specifically, the points should be spread out in the directions of the basis functions
used for regression. Let ¢ : R” — R’ map each sample vector to a vector in the
regression basis. For example, if » = 2 and the desired surrogate fit has a quadratic
form, then @(z) = [1, 21, 20, 22, 2129, 23]".

Boyd and Vandenberghe [14] present this objective as an optimization problem
which is presented here, with only slight modification.

N —1
min (w.r.t. ) Zbkqb(zk)qu(zk))
k=1
(b€ {0,1}, k=1,...,N, (7.7)
N
s.t. b = m.
\ k=1

Here the minimization is over the symmetric cone of positive semidefinite matrices
S”.. The variables b;, are constrained to be binary, with m of them constrained to
be 1. This formulation searches for the subset with m samples that provides the
“smallest” error covariance matrix. This is a difficult problem to solve because of the
binary variables and the nonscalar objective function.

The simplest way to address the binary variables is to relax (i.e. ignore) the binary
constraint. Boyd and Vandenberghe formulate the experiment design problem with
the possibility of repeated runs. This often does not work for computer simulations.
However, we use their relaxation, and adjust the results to obtain a design without
repetition. Define positive weights w;, that will replace the binary variables. The
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relaxation simply replaces the objective with a weighted sum of all vectors [14].

—1
min (w.r.t. ST (Zwkqb Zr) @ Zk))

wy >0, k=1,...,N, (7.8)

The weights are constrained to sum to 1 instead of m, as the value of m does not
affect the objective.

The optimal weights wj are used to produce the final design. For a design with
m points, the design is chosen to be the z; (with corresponding x;) associated with
the m largest values of wj. Alternatively, we can choose the design associated with
the largest w;’s, allowing as many points as required to reach some weight goal, for
example a total weight of 0.99. To notate the chosen design we simply re- index the
points as {z;}7.,

Several common scalarizations of the design objective have been proposed that
are more tractable [14]. The most commonly used is known as the D-optimal design
and it minimizes the log-determinate.

N -1
rrii’n log det (Z wk¢(Zk)¢T(Zk>>

k=1
wy >0, k=1,...,N, (7.9)
N

s.t. Zwk -1
k=1

This is a convex optimization problem. For any confidence percentage p, there is an
ellipsoid centered at the least squares estimate of the model coefficients corresponding
to a design, such that the true model coefficients are in the ellipsoid with a probability
p. The D-optimal design corresponds to the minimum volume ellipsoid representing
the confidence region for a fixed confidence level [30].

Another scalarization of the design problem is known as the F-optimal design
where the matrix 2-norm (largest singular value) is minimized.

1
mm o (Z wrP(zg) P zk)>

wp >0, k=1,...,N (7.10)



This is a convex optimization problem, and furthermore can be recast as a semidefinite
program (SDP).

max t
w,t

( N
> wi(z) ¢ (z) = 11
k=1

st. 4w, >0, k=1,...,N,
N

(7.11)

The E-optimal design corresponds the confidence ellipsoid with its largest semi-axis
minimized [30].

The last scalarization is known as A-optimal design, wherein the trace of the error
covariance matrix is minimized.

N —1
rrgn Tr <Z wk¢(zk)¢T(Zk)>
k=1
wkZO,k:L...,N, (712)

N
S.t. Zwk -1
k=1

This is also a convex optimization problem, and can also be recast as an SDP.

L
max ZUg
w,u =
( N
wpP(zk)P (z1) € _
s.t. X e
Wy, > 07 k= 17 7N7
N
S
\ k=1

Here e, is the ¢*" standard basis vector in L dimensions, where L is the size of the
surrogate fit basis vectors ¢(z). The A-optimal design minimizes the expected value

of the Euclidean norm of error in the least squares estimate of the model coefficients
[14].

It has been our experience that the results of all three of these scalarizations can
be skewed if the sample is not centered. This can be easily corrected by translating
the sample before converting to the surrogate basis. Let z = % Zivzl z; be the mean
vector of the sample. Then simply replace each vector z;, with z — z in each of the
optimizations.
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As a toy example, take the polytope shown in Figure 7.7. A 1,000-point sample
of the polytope is produced (using the gas dynamics point generation algorithm in
Section 7.2.1). The resulting 15 point design selection is shown for the D-; E-; and
A-optimal design optimizations. There are 6 points that show up in all three designs.
The E- and A-optimal designs are the most similar, sharing 11 points.

The D-optimal design in Figure 7.7 visually seems to be the most spread out,
with none of the points bunched up. However, the D-optimal took over 764 seconds
to select, which was the longest optimization time of the three designs. The A-optimal
design took 12.7 seconds to select and the E-optimal took 9.9 seconds. To further
compare the quality of the designs, Section 7.5 will demonstrate some fitting examples
using different designs and compare the fitting errors.

E-optimal design A-optimal design

Figure 7.7: Selection of 15 design points using the D-, E-; and A-optimal design
optimizations from a 1000 point sample of a 2-dimensional polytope.
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7.4 Surrogate Fitting and Validation

The optimizations in Section 7.3 selects an experiment design {z;}}", in a r-
dimensional polytope from a large sample. The techniques for generating this sample
(Section 7.2.1) provide corresponding points in the n-dimensional hyperrectangle H,
such that for every design z, there is an x;, € H such that z, = STx, where R(S)
is the active subspace. Evaluation of the function of interest, f at the x; vectors of
parameters, yields the output v, = f(xx).

There is now enough information to create a surrogate fit of f. Recall, that ¢ is
the surrogate basis function — the function that maps a point in 7- dimensions to the
vector in the surrogate basis. Then the surrogate fit is the function with coefficients
a that minimize the error on the design.

¢T(Zl) Y1
mgn : a— | |- (7.14)
¢T<Zm) Ym

The choice of norm does affect the fit. The 2-norm chooses coefficients to reduce the
average error on the design points. This is known as the least-squares problem and is
very efficient to solve for, and hence a quick calculation. The infinity-norm chooses
coefficients to reduce the maximum error on the design points. This problem is solved
with a linear program. Linear programs are also considered easy to solve, although
the solution takes longer to compute than the least-squares solution. All examples
throughout the rest of the document will use the 2-norm objective.

The optimization provides a surrogate fit on the r-dimensional subspace. To
convert the fit to one in the full n dimensions, simply compose the fit in » dimensions
with the linear transformation,

fiu(x) = aTp(STx). (7.15)

Validation of fg is then performed in the full n dimensions, and not on the subspace,
as this is where the function will be used.

7.5 Toy Examples

In this section, we explore how various experiment designs affect surrogate fitting
errors. Chapter 8 contains examples which demonstrate both the active subspace
discovery and experiment design and their effect on the surrogate fit. This section
will not explore how the choice of active subspace dimension affects the fit, but will
focus on how changes in the design affect the fitting errors.

Let S be a 30 x 3 matrix with orthonormal columns. The columns of S span
the active subspace of all of the following examples. We assume that this matrix is
known.
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The first example function f; is a quadratic function that depends only on the
active subspace, and includes some noise.

fl(X) = [S%X}TQ [STlx}T +7] (716>

where Q is a 4 x 4 symmetric matrix and 7 is Gaussian noise with zero mean and
variance of 0.01.

Two 3000-point samples were created using the two methods described in Sec-
tion 7.2. From these samples D-, E-, and A-optimal designs were selected using
quadratic basis functions and the optimizations presented in Section 7.3. The D-
optimal designs took an extraordinarily long time to compute. Table 7.1 shows the
computation times.

Table 7.1: Running times to compute optimal designs from 3000-point samples for
quadratic basis. The two sampling methods from Section 7.2 are shown. Designs
were computed with MATLAB on a laptop running Windows Vista x64 with a 2GHz
Intel Core 2 Duo processor.

Sampling Method

1 2
D-optimal | 666.3 min 787.9 min
E-optimal | 7.5 min 8.1 min

A-optimal | 9.2 min 9.2 min

Using these designs, a quadratic surrogate model that depends on the active sub-
space is fitted to the model. The fits were created to minimize the least-squares
objective on the residual error. Error was assessed in the original 30-dimensional
space using 600,000 validation points. Table 7.2 contains the average relative error
over the validation points. As a comparison, an fitting to a random design produced
a fitting error of 0.71%. The D-optimal design does not provide much better fitting
errors than the E- or A-optimal and yet it took almost 100 times longer to compute.
In this example, there isn’t a significant difference between the two sampling methods.

Table 7.2: Average relative fitting errors for surrogates of f; computed using 6 optimal
designs. Errors are assessed in the full 30-dimensional space over 600,000 validation
points.

Sampling Method
1 2
D-optimal | 0.43% 0.45%
E-optimal | 0.44%  0.45%
A-optimal | 0.53%  0.48%

The second example is a function which is not purely quadratic.

fx) = [¢.]" Qg ] +0.1X'SC - diag(x"SS™x)| + 7. (7.17)
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Here, C is an r X r matrix representing coefficients associated with cubic terms. This
form was chosen for notational and computational simplicity. It contains cubic terms
such as x? and x?x; but does not include any of the cubic terms of the form x;x;xy
for distinct ¢, 7, and k. The same active subspace as the previous example is used,
and therefore we can use the same designs. Table 7.3 contains the relative fitting
errors for this function.

In this example, the D-optimal designs did worse than the E-, or A-optimal de-
signs. However, it should be noted that a random design produced a fitting error
of 1.2%. This may be due to the fact that f; is not quadratic, and the design was
specifically created to fit quadratics well. In this sense, the experiment design tech-
nique only works if the function in question if very close to quadratic. Section 7.6.2
will discuss some methods for expanding a design to include more points.

Table 7.3: Average relative fitting errors for surrogates of fo computed using 6 optimal
designs. Errors are assessed in the full 30-dimensional space over 600,000 validation
points.

Sampling Method
1 2
D-optimal | 2.0% 3.4%
E-optimal | 1.1% 2.0%
A-optimal | 1.2% 2.3%

The last example is a quadratic function with noise that does not depend solely
on its active subspace.

fax) = [ ] Qi [¢,] +0.01x"S, QuST x + 7. (7.18)

Here Q; is an r + 1 X r + 1 matrix as before, and Q5 is an n —r X n — r matrix. The
function f3 most strongly depends on the subspace R(S) but it also depends on the
orthogonal subspace R(S,). Table 7.4 contains the relative fitting errors associated
with the various designs. For comparison, a fit made with a random design had a
relative error of 4.8%.

Table 7.4: Average relative fitting errors for surrogates of f3 computed using 6 optimal
designs. Errors are assessed in the full 30-dimensional space over 600,000 validation
points.

Sampling Method
1 2
D-optimal | 3.6% 3.8%
E-optimal | 3.6% 4.0%
A-optimal | 3.6% 3.9%

Based on these three simple examples, it appears that the large amount of time
spent on computing the D-optimal design is not worth the results it produces. Sam-
pling method 2 produced fitting errors that were no better, and often worse than
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that of sampling method 1. As seen in Section 7.2.3, this may be do to the fact
that method 2 might not produce samples that are outside of the polytope P; and
therefore no improvement is made. The next section will discuss some improvements
that could be made upon these methods.

7.6 Method Improvements

7.6.1 Sampling on the Polytope Boundaries

The optimization problems in Section 7.3 that select the experiment design can
be very large and take a long time to solve. Each formulation involves the weighted
sum of N L x L matrices, where N is the number of sample points, and L is the
number of basis functions for a fit on the lower dimension r. For example, say the
sample involves 30,000 points, and the fit is a quadratic in 5 variables. Then each
optimization involves the weighted sum of 30,000 21 x 21 matrices. These large
dimensions affect computation times considerably; however, large sample sizes are
needed to adequately fill the polytope.

It has been our observation that most of the optimizations involving a quadratic
basis result in a design of points on the boundaries of the polytope and a point in
the center of the polytope. It therefore makes sense to only sample the boundaries of
the polytope and the center point. In this case, the sample would not need to be as
large in order to adequately find good design points. The following are two methods
for sampling the boundaries, analogous to the two methods of sampling presented in
Section 7.2.

To gain the center point of the polytope, transform the center point xy of H to the
z-space, via, zy = S'xy. Choose a vector v € R” from a distribution that is uniform
in direction. This is achieved by sampling a Gaussian distribution and normalizing
(66, 73]. A sample point on the boundary zj is achieved by finding the maximum ~
such that zg 4+ yv is in the polytope. This procedure is then repeated, picking a new
direction each time, to produce a sample on the polytope boundary.

When discussing the two original sampling methods, Section 7.2.3 noted that each
sampled a different polytope. Method 1 sampled the intersection of the subspace and
‘H, which was denoted P;. Method 2 sampled the projection of H onto the subspace,
a polytope denoted P,. Sampling the boundaries of these polytopes requires one of
two optimizations. After the random direction v is sampled, a point on the boundary
of P; corresponds to

max -y

v (7.19)
s.t. xg +7ySv € H.
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The boundary point is zg+~*v. This is a very simple optimization, and only requires
some simple vector operations to solve. To find a boundary point of Py requires a
linear program.

max vy
x7fy

x € H, (7.20)
Zo + YV = STx.

This optimization solves for the furthest possible distance traveled along the direction
v such that there is a corresponding x € H. The resulting boundary point is STx*.

As discussed previously, Ps is larger than P; and so it is beneficial to sample its
boundary. However, the boundary points do take slightly more time to compute. A
simple example in two dimensions in shown in Figure 7.8 along with the resulting
D-optimal designs. In the case of designing on P;, a much smaller sample than was
demonstrated in Section 7.2.1 yields the same end design. However, the optimization
takes much less time, due to the decrease in sample size.

Py

Figure 7.8: 500 point samples of the boundaries of P; and P, (and the center points)
and the resulting D-optimal designs.

As an example, take the function f; from equation (7.16). The fitting errors for a
quadratic surrogate created from designs on the boundaries of P; and P, are about
the same as they were before. However, the design optimization time was significantly
decreased. Since the initial samples are all on the polytope boundaries, only 500 are
chosen. Table 7.5 shows the optimization times.
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Table 7.5: Running times to compute optimal designs from 500-point samples for
quadratic basis. The two samples used are on the boundaries of the polytopes P; and
Ps. Designs were computed with MATLAB on a laptop running Windows Vista x64
with a 2GHz Intel Core 2 Duo processor.

Sampling Method
1 2
D-optimal | 306.9 sec 212.4 sec
E-optimal | 1.6 sec 1.7 sec
A-optimal | 7.5 sec 10.1 sec

7.6.2 Expanding a Design

The design optimization problems provide a weight for each point in the polytope
sample. After about 99% of the total weight has been distributed to the primary
design points, the design starts to bunch several points together. This may make
sense in laboratory experiments where repeating an experiment at the same parameter
values may yield different results. However, for the computer experiments used for
surrogate fitting, repeated points will only bias the fit to be better at those locations
in the parameter space. However, it may be necessary to increase the number of
design points if, for example, f is not similar to the form of the surrogate fit. Many
samples may help catch larger trends in the function.

One idea would be to perform designs on both types of Polytopes. Since P; C Ps,
designs on the boundaries of P; and P, will be disjoint (except for the center point).
If the boundaries of P; and P, are far enough apart, a union of the two designs will
provide parameter vectors that are spread out. Figure 7.9 shows an example of this
type of design union.

Another possible way to expand a design would be to use Voronoi decomposition.
Given an already optimized design, the Voronoi decomposition divides the space into
polyhedra, such that there is one design point in each polyhedron, and all points
in the interior of any polyhedron are closer to the enclosed design point than any
other design point. The vertices of the polyhedron provide a good addition to the
design as they are equidistant from the r + 1 closest design points. In this sense, the
Voronoi vertices are not dense with respect to the current design, although they can
be close to each other. The biggest problem with this approach is that the number
of Voronoi vertices grows very rapidly® and can take some time to compute and may
provide more points than desired. Figure 7.10 shows the Voronoi cells for a design in
2- dimensions.

3Number of Voronoi vertices with m design points in  dimensions is in O(m!"/21/[r/2]!) [55].
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Figure 7.9: The union of designs on the boundaries of polytopes P; and P, along
with the center point for a toy problem.

Figure 7.10: Voronoi cells corresponding to a design on a polytope. Polytope is shown
as dashed lines. Circles designate the original points and squares the Voronoi vertices.
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7.6.3 Including Orthogonal-Space Dependence

The technique developed in this chapter creates surrogate models that depend
solely on an active subspace R(S). The assumption is that the number of basis
functions grows unfavorably with the dimension, and hence fitting only on the active
subspace decreases the number of evaluations required substantially. However, the
function f does not necessarily depend solely on the active subspace R(S). The
term “active” simply implies that the majority of the dependence occurs along the
subspace directions. However, there may be some dependence in the orthogonal
subspace R(S,) = N (ST).

To capture some of that dependence without too many more function evaluations
we allow the surrogate fit to include linear terms in the orthogonal directions. If S|
is the n X n — r matrix whose orthonormal columns span the space orthogonal to the
active subspace, then the surrogate model formulation will be

far(x) =a'@(S'x) + b'S" x (7.21)

where a and b are the surrogate coefficients. There are only n — r more coefficients
in this formulation than that of equation (7.15), and therefore it only requires on the
order of n more function evaluations.

Creating an experiment design for this fit is done in two steps. First create a
design as before without any orthogonal component considered. Second, simply add
points to the design that have nonzero orthogonal subspace components. For example,
these added points could come from an n — r point, n-dimensional Latin-hypercube
design. For another example, take the hyperrectangle vertices corresponding to the
orthants containing the columns of S;. We do not suggest optimizing this portion
of the design because presumably the dimension n — r is large enough that it is very
difficult to effectively sample the space.

This concept of allowing the surrogate fit to depend on the space orthogonal to
the active subspace, can be extended to allow any basis whose size grows linearly with
dimension. For example, we can allow both linear and purely quadratic terms (no
cross terms) in the orthogonal directions. This equates to creating a fit of the form

far(x) =a'@d(S'x) +b'S|x +x'S; AS' x (7.22)

where A is a diagonal n — r X n — r matrix.

Chapter 8 provides an example of this technique.
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Chapter 8

Examples Using Active Subspace
Methods

This chapter presents some examples combining the active subspace discovery al-
gorithm of Chapter 6 and the subsequent design and fitting techniques of Chapter 7.
The first couple of examples will explore the effect of choosing different subspace
dimensions and different designs on fitting quadratic surrogate models. The last ex-
ample will using automated active subspace discovery as part of a dataset consistency
measure calculation.

8.1 Methane Combustion

GRI-Mech 3.0 [106] target CH3.Cla is the maximum CH3 concentration in a
shock tube oxidation of methane [18]. Simulation code for this observable has 313
parameters. The domain of our analysis will allow each variable to vary a factor of 2
above and below its nominal value.

Section 6.6.3 briefly examined this observable. Recall that a basic sensitivity
analysis from linear fits of a Hadamard design showed an asymptotic decay of sorted
parameter sensitivities. The GRI-Mech project uses the top 11 ranked parameters
as the active parameters for this observable. For this example, the top 100 ranked
parameters are chosen as the active parameters. The remaining 213 parameters are
set at their nominal values. The rest of the analysis in this section will only allow
these 100 parameters to vary; all subspace discovery analysis, surrogate fitting, and
fit validation will be on the active parameters.
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Let M : R'% — R be the function that takes the log,, of the 100 active parameters
to the log,, of target CH3.Cla. Each evaluation of M takes about 0.26 seconds on
a laptop running Windows Vista x64 with a 2GHz Intel Core 2 Duo processor. A
quadratic surrogate in 100 parameters has 5,151 coefficients. The required 5,151
simulations would take about 22 minutes to run, which isn’t too long. However,
simulation of some of the GRI-Mech targets can take as long as half an hour per run
[41]. Analysis of target CH3.Cla may provide some insight into how surrogate fitting
with active subspace techniques will work with other GRI-Mech targets.

The first step in creating a surrogate model using active subspace techniques is
using the active subspace discovery algorithm (Algorithm 6.1 on page 56). Figure 8.1
shows the singular values of the gradient matrix (computed using numerical gradi-
ents) after 40 iterations of the algorithm. The singular values of the gradient matrix
imply that M depends on a lower dimensional active subspace. The dimension of the
subspace could be taken as low as 1 or as high as 30 or 35.
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Figure 8.1: Singular values of gradient matrix after 40 iterations of the active subspace
discovery algorithm for GRI-Mech 3.0 target CH3.Cla

To examine the effects of using an active subspace, quadratic surrogate models are
created using several active subspace dimensions. Fitting designs were created using
an E-optimal choice from a sample created using sampling Method 2 (see §7.2.1 and
§7.3). The size of each design was double the number of coefficients of a quadratic
in the subspace dimension. Table 8.1 shows the relative fitting error of M for several
subspace dimension choices as well as the number of function evaluations needed to
generate the quadratic. The errors are relative and assessed in the log coordinates on a
40,000-point validation sample in all 100 active parameters. The total evaluations and
CPU time shown reflect both the evaluations used for fitting as well as the amount of
evaluations used for the active subspace discovery, given that the algorithm stopped
after one more iteration beyond that of the dimension of the active subspace (see §6.3).
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The total number of evaluations also takes into account the fact that several points
are reused from the subspace discovery algorithm for fitting. For example, discovering
a 6-dimensional subspace required 7 groups of 101 evaluations, and fitting a quadratic
in 6 dimensions used 49 evaluations (twice the number of coefficients minus 7 points
reused from the subspace discovery) for a total of 756.

Table 8.1: Surrogate fitting errors for GRI-Mech 3.0 target CH3.Cla. Several different
active subspace dimension are shown, as well as a fit in all 100 active variables. Fitting
errors are relative and assessed on the same 40,000-point validation sample of the full
100 dimensions.

Fit Descr. Avg. Err. Max. Err. Total Evals. CPU Time (min)
Full Dimension | 0.07% 0.56% 10,302 44.6
1D Subspace 0.37% 2.9% 206 0.89
2D Subspace 0.66% 6.0% 312 1.35
4D Subspace 0.38% 3.4% 530 2.30
6D Subspace 0.19% 1.7% 756 3.28
10D Subspace 0.20% 1.4% 1,232 5.34
20D Subspace 0.09% 0.74% 2,562 11.1
30D Subspace 0.08% 0.70% 4,092 17.7

From the table we can see that there is not a significant decline in fitting error from
a fit in all 100 dimensions when using a 6- or 10-dimensional subspace. However, there
is an order of magnitude decrease in the number of function evaluations required, and
hence the computation time. Had the target simulation taken much longer than it
did, fitting a surrogate model in 100 variables would be very time consuming.

As noted in Section 7.6.3, it does not require many more function evaluations to
add linear terms in the direction orthogonal to the active subspace. To create these
fits a 200-point Latin hypercube design of the 100-dimensional domain was added
to the experiment design to include points not on the active subspace. Table 8.2
shows the surrogate fitting errors associated with these types of fits. These errors
were assessed on the same 40,000-point validation as before. Furthermore we can
add terms for the “pure” quadratic monomials in the directions orthogonal to the
active subspace, i.e. those of the form z7 and not those of the form z;x;. Again, the
number of these monomials is linear in the number of dimensions. A 400-point Latin
hypercube design was added to the experiment design (200 for the linear terms and
200 for the pure quadratic terms). Table 8.3 shows the surrogate fitting errors when
including both the linear and purely quadratic terms in the orthogonal directions.
In both cases, adding the extra terms for the orthogonal subspace does not lead to
much improvement. This is most likely due to the fact that the active subspaces were
correctly computed, and full quadratic is needed in those directions.
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Table 8.2: Surrogate fitting errors for GRI-Mech 3.0 target CH3.Cla. Several different
active subspace dimension are shown, as well as a fit in all 100 active variables. Each
fit (other than the fit in the full 100 dimensions) is quadratic on the active subspace,
plus includes linear terms for directions orthogonal to the active subspace. Fitting
errors are relative and assessed on the same 40,000-point validation sample of the full
100 dimensions.

Fit Descr. Avg. Err. Max. Err. Total Evals. CPU Time (min)
Full Dimension | 0.07% 0.56% 10,302 44.6
1D Subspace 0.35% 2.2% 404 1.75
2D Subspace 0.32% 2.3% 508 2.20
4D Subspace 0.32% 2.1% 722 3.13
6D Subspace 0.20% 1.3% 944 4.09
10D Subspace 0.18% 1.4% 1,412 6.12
20D Subspace 0.09% 0.72% 2,722 11.8
30D Subspace 0.07% 0.57% 4,232 18.3

Table 8.3: Surrogate fitting errors for GRI-Mech 3.0 target CH3.Cla. Several different
active subspace dimension are shown, as well as a fit in all 100 active variables. Each
fit (other than the fit in the full 100 dimensions) is quadratic on the active subspace,
plus includes linear and purely quadratic terms for directions orthogonal to the active
subspace. Fitting errors are relative and assessed on the same 40,000-point validation
sample of the full 100 dimensions.

Fit Descr. Avg. Err. Max. Err. Total Evals. CPU Time (min)
Full Dimension | 0.07% 0.56% 10,302 44.6
1D Subspace 0.35% 2.3% 602 2.61
2D Subspace 0.32% 2.3% 704 3.05
4D Subspace 0.29% 2.5% 914 3.96
6D Subspace 0.18% 1.0% 1,132 4.91
10D Subspace 0.17% 1.1% 1,592 6.90
20D Subspace 0.09% 0.73% 2,882 12.5
30D Subspace 0.08% 0.72% 4,372 18.9
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8.2 Cellular Calcium Response

The next example returns to the biological signal application introduced in Sec-
tion 6.6.4. The model simulates the calcium response to application of the ligand
Cba in a murine macrophage cell line [62]. Recall that the model involves 8 coupled
ODEs with 34 uncertain parameters and has several features that were previously ex-
amined. For this example, we examine the maximum calcium concentration response
to a 100nM ligand application.

Section 6.6.4 showed the results from the subspace discovery algorithm for this
model. The active subspace is somewhere between 1 and 3 dimensions depend-
ing on choice of threshold. A quick look at the surface of this function along the
1-dimensional active subspace shows that the model is not well approximated by
a quadratic function. However, if the model is well approximated by a piecewise
quadratic, then the Data Collaboration branch and bound techniques can be utilized
for analysis. Therefore, in this section the focus is to create a quadratic surrogate
model over a smaller domain. Nominal values for each parameter are given in the
original work [62] and a 20% uncertainty for each parameter is suggested in [34]. For
the example in this section we focus on a domain centered at the nominal values and
allowing just 2% variation in each parameter.

A quadratic surrogate function was fit on this smaller domain. The fit maps the
log,, of the 34 parameters to maximum calcium concentration (without a logarithmic
transformation). Table 8.4 shows the errors for several surrogate fits, including a few
different active subspace dimensions. Errors for fits using linear and pure quadratic
terms in the directions orthogonal to the active subspace are also shown. The errors
are assessed on a 13,600-point validation set. The errors are relative to the range of
the observable — the difference between the maximum and minimum values of the
observable.

Table 8.4: Fitting errors for the Lemon et. al. [62] model for maximum calcium
concentration due to a 100nM ligand application. Errors are relative to the range of
the function over the parameter domain.

S, Error Total CPU Time
Fit Descr. Terms Avg. Max. Evals. (sec)
Full Dimension — 0.58% 10.7% 1,260 327
1D Subspace None 0.51% 16.3% 74 19.2
2D Subspace None 0.31% 15.5% 114 29.6
3D Subspace None 0.30% 15.0% 156 40.6
1D Subspace Lin. 0.52% 11.9% 140 36.4
2D Subspace Lin. 0.36% 12.6% 178 46.3
3D Subspace Lin. 0.50% 8.58% 218 56.7
1D Subspace Lin.+Pure Quad 0.42% 10.1% 206 53.6
2D Subspace Lin.+Pure Quad 0.51% 8.55% 242 62.9
3D Subspace Lin.+Pure Quad 0.38% 10.7% 280 72.8
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8.3 Consistency of Cellular Calcium Response

Dataset

In [34], Ryan Feeley demonstrated the consistency of a dataset made from several
features of the calcium response model by Lemon et. al. [62] used in the previous
section. The dataset included the rise time, peak offset, and fall time of the calcium
response due to each of six different ligand doses. When computing the consistency
measure, quadratic surrogate models were built for each of the 18 attribute models.
This was done with an iterative fitting algorithm that continually adds points to the
regression until each fit “settles” (see §B.5.2).

The goal of the active subspace method of surrogate fitting is to reduce the amount
of evaluations required. To fairly compare results of a consistency measure computa-
tion when the active subspace method is used for surrogate fitting to the computation
without the active subspace method, the iterative fitting algorithm is not used. In-
stead, each fit is created with a fixed number of evaluations that depends on the
number of dimensions. This calcium response model is generally not well fit by
quadratics, so we examine a smaller example than Feeley discusses. In this way, the
methods can be compared with the difficulties associated with the model playing less
of a role.

The dataset contains four models: the peak offset of the calcium response from
each of the ligand doses 50, 100, 250, and 500nM. The models each have 34 uncertain
parameters. The ranges of the parameters were taken at 2% above and below litera-
ture values. The experiment data was taken from the Alliance for Cellular Signaling
(AfCS) [3, 111] as in [34]. However, it should be noted that this data comes from a
cell type that is different than that for which the model was designed. Therefore, the
results presented here should only be viewed as an example of the techniques and not
as any conclusions about the model or data.

Five iterations of the branch and bound algorithm were used to compute the
consistency measure of this dataset. Surrogate models were generated to reduce
the infinity-norm of the residual error in the experiment designs.! The resulting
bounds on the consistency measure are [—0.0583, 1.40] which took a total of 30.2
hours to compute on a desktop computer running Linux. These bounds do not imply
anything about the consistency of the dataset, since the measure can be either positive
or negative. More branch and bound iterations would be required to resolve the
consistency or inconsistency of the dataset.

The computation was repeated, this time using the active subspace method to
generate the surrogate models. A gradient matrix singular value threshold of 0.05
was used (see Algorithm 6.1). For experiment designs, sampling method 1 was used
to generate a sample on the subspace polytope from which the E-optimal design

'The infinity-norm was minimized since the maximum error is what is added to the experiment
uncertainty for the consistency measure calculation.
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was computed. The resulting bounds on the consistency measure were [0.0948, 2.16]
which took a total of 15.3 hours to compute. In this case, even though the upper
bound on the consistency was larger than before, the lower bound was positive, and
hence the dataset is consistent. The active subspace for each model, in each iteration,
was automatically computed to be 1-dimensional.

The difference in the results suggests the active subspace method works for this
example. The computation using the method took about half as long as the computa-
tion without it, and produced a better lower bound. It did, however, produce a worse
upper bound on the consistency measure. Table 8.5 shows the number of evaluations
used for the consistency measure computation with and without the active subspace
algorithm. Similarly, maximum fitting errors are shown. The computation with the
active subspace algorithm used about half as many evaluations, which explains the
difference in computation time. Note that each computation used the same number
of evaluations for validation since fitting errors are assessed on the full 34 dimensions.
If it were not for the large number of validation points, the time difference between
the two methods would have been larger.

The fitting errors are better using the active subspace method for three of the
four surfaces. In two cases (the 250nM and 500nM ligand doses) the errors are an
order of magnitude better. The large error on the fit for the model with a 100nM
ligand dose is likely the reason that the upper bound on the consistency measure is
larger when the active subspace method is used. More iterations of the branch and
bound algorithm would only improve the fitting errors, and hence the bounds on the
consistency measure.

Table 8.5: Number of evaluations and fitting errors for the consistency of the calcium
response dataset with and without the active subspace method. Totals are across all
5 iterations of the branch and bound algorithm. Fitting errors are absolute, and can
be compared to a maximum value of about 0.11 for each model.

H w /o subspace ‘ w/ subspace

# evals. for subspace discovery 0 1,400
# evals. for fit 252,000 40,860
# evals. for validation 126,000 126,000
Total # of evals 378,000 168,260
Max. fit error (50nM model) 0.151 0.103
Max. fit error (100nM model) 0.121 0.309
Max. fit error (250nM model) 0.121 0.0164
Max. fit error (500nM model) 0.108 0.0121
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Chapter 9

Other Applications for the Data

Collaboration Methodology

The Data Collaboration methodology, as described in Chapter 2, has been used
primarily for checking dataset consistency [32, 33] and making model predictions
[42, 43]. In Chapter 5, a method for finding a representative feasible point is described.
This chapter will described several other tools and techniques for exploring a feasible
set as well as methods for using the model prediction techniques in new ways.

9.1 Sampling the Feasible Set

The feasible set associated with the Data Collaboration setup is often made of
nonlinear constraints in many variables. As such, traditional sampling techniques
such as sampling from uniform or Gaussian distributions in n dimensions do not
work as they do not take into account constraints that are not coordinate aligned.
Even a technique such as rejection sampling can be frivolous in high dimensions (see
§10.1). In this section, we modify the gas dynamics sampling algorithm for polytopes
(Algorithm 7.1 in Section 7.2.1) to sample a set described by nonconvex quadratic
constraints. The Data Collaboration techniques involve fitting model constraints with
quadratic constraints thus creating such a set.

The major difference between the algorithm presented here and the one previously
described for sampling a polytope have to do with the computation of gas particle
reflections off of the set boundaries. Algorithm 9.1 shows the steps in the procedu-
ral form, including the computation required for reflection when the constraints are
nonconvex quadratic.
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Algorithm 9.1 Gas Dynamics Sampling Algorithm for Nonconvex Quadratically
Constrained Sets
Require: x(0) {Starting feasible point}
Require: N {Number of desired samples}
Require: {Z;}™, {Matrices defining constraints [1]" Z;[1] < 0}
1: for k=1to N do

2:  Choose v € R" from a Gaussian distribution A(0, I){ “velocity” }
3 Thiemain < 1 {Remaining “time” to next sample}
4: Xpow < X(k — 1) {Current particle position}
5. cnt <— 0 {Number of reflections for this point}
6:  while T,cpain > 0 do
no AT e minmax T st [ Zi Ly < 0.
8: if T* > Tiemain{Didn’t hit boundary} then
9: X(k) < Xnow + TremainV
10: Tromain < 0
11: else if T* > 0.997T emain{ Near boundary} then
12: x(k) < Xpow + 0.99 T emainV
13: Tremain < 0
14: else if cnt= 6 then
15: x(k) < Xpow + 0.997*v
16: Tremain +—0
17: else
18: Xpow ¢ Xnow + 0.9990*v
19: Tremain < Tremain — 17
20: n [Onxl Inxn} Z; [, ]{Boundary normal vector}
21: V4V — 221—;77{Reﬂect velocity vector}
22: end if
23: cnt ¢—cnt+1
24:  end while
25: end for

26: return {x(k)}\_,
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Several things should be noted in Algorithm 9.1. If the sampled set is convex,
the sample will converge to a uniform sampling of the set as the number of samples
goes to infinity [115]. Without the convexity, the uniformity of the sample is not
necessarily achieved. Furthermore, the variance of the velocity (line 2) and the time
between recorded samples (line 3) can affect the time the algorithm takes to achieve
a satisfactory spread of points. What dictates what variances and times are “too
large” and “too small” depends on the set itself, and at this point we do not have a
good way to determine a good distance for nonconvex sets. However, to combat the
problem of too many reflections, Algorithm 9.1 limits the number of reflections to 6
as before (line 14).

This algorithm can be readily generalized to any set whose boundaries have easily
computed gradients. The gradients are needed to compute reflection angles. As
the Data Collaboration feasible set includes nonconvex quadratic constraints (with
surrogate modeling), the algorithm, as shown, is sufficient.

9.2 A Posteriori Parameter Ranges

The prior information hyperrectangle (H = {x : a; < x; < f3;}) is the set of coor-
dinate aligned bounds on the parameter values, and represents the knowledge of each
parameter in an uncorrelated fashion. Once the parameters are further constrained
by the experimental models, data, and uncertainty, it may be possible to shrink the
bounds on some of the parameters and still maintain the same feasible set. These
new ranges are known as the a posteriori parameter ranges (the term coming from
philosophy [7] and Bayesian statistics [61]).

In the context of Data Collaboration the problem of finding posterior ranges is
posed as the question: What are the smallest coordinate aligned cube that contains
the feasible set? Or more specifically, for a single parameter: What is smallest and
largest values that a parameter can take in the feasible set? The Data Collaboration
methods can answer these questions via model predictions.

For each parameter z;, define a prediction model My;(x) = x;. Solve the model
prediction problem (see §2.3) to obtain the lower bound Lg; and upper bound Ry;.
The interval [Lg;, Ry ;| is the posterior range of z;.

We performed this calculation for the GRI-Mech 3.0 dataset (described in Section
2.6). Figure 9.1 shows the percent reduction in parameter interval length that results
from these calculations. About 20 of the parameters show an interval length reduction.
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Figure 9.1: Percentage reduction in interval length when shrinking the prior hyper-
cube H to the smallest coordinate aligned cube containing the feasible set.

9.3 A Bounding Polytope of the Feasible Set

Polyhedra are geometric solids with flat faces and straight edges [20]. Definitions of
polyhedra vary, but we use the definition of Boyd and Vandenberghe [14] by requiring
such shapes to be convex as well. There are many good reasons to work with them,
not least of which is that the feasible sets of linear programs are polyhedra. Therefore,
it might be beneficial to construct a polyhedra that tightly bounds a feasible set. This
can be easily done using Data Collaboration techniques.

One way to specify a polyhedron is as the intersection of half-planes. Given vectors
a; € R™ and scalars b; (say i = 1,...,m), the resulting polyhedron P is written as
P={xcR":alx<b, fori=1,...,m}. (9.1)
If the polyhedron is bounded, it is called a polytope. Using response predictions
techniques, we can find a polytope that bounds the feasible set.

The posterior hyperrectangle as described in the previous section is a polytope.
Further constraints can be added for arbitrary directions a;. The value of the associ-
ated b; is computed using a response prediction.

L; =minalx, R;=maxax. (9.2)
xXEF x€F

The outer bounds L; and R; are used to provide halfplane bounds on the feasible set.

ax <R (9.3)

—aTX S _Lz
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These types of constraints combined with the posterior (or prior) parameter bounds
form a polytope.

The choice of directions a; is rather arbitrary without more knowledge on the
shape of the feasible set. As more and more half-plane constraints are added, the
polytope improves as an approximation to the feasible set. Specifically, in the limit of
infinite half-plane constraints in all directions, the polytope converges to the smallest
convex set containing the feasible set: the convex hull of the feasible set. Therefore, it
makes sense to constrain the feasible set with as many half-planes as possible, taking
into account the amount of time to perform a prediction (which varies by problem).

One possible choice of directions a; are the principal components of a sample of
feasible points. Such a sample is obtained using the gas dynamics sampling algorithm
(Algorithm 9.1). The principal components of this sample provide a basic shape of
the feasible set. In this case the most important directions are those associated with
the smallest variance in the data as these directions will provide the tightest new
constraints.

9.4 A Bounding Ellipsoid of the Feasible Set

An ellipsoid is a generalization of an ellipse to higher dimensions. In n dimen-
sions, an ellipsoid can be written as the level set of a convex quadratic function in n
dimensions. In this work, we use the term ellipsoid to refer to an ellipsoidal solid, an
ellipse along with its interior. An ellipse £ can be written

£:={xeR":x'Qx+b'x+c <0}, (9.5)

where Q is a n X n positive semidefinite matrix, b is an n x 1 vector, and c is a scalar.

Ellipsoids are nice in that they can be described with one convex quadratic con-
straint. These can be used in quadratic programming (QP). Combined with a convex
objective, the convex constrained quadratic program is in P (the class of problems
solvable in polynomial time) [99], which is much better than the nonconvex quadrat-
ically constrained quadratic problem (see Chapter 3).

A sensible approach to finding a good ellipsoidal approximation to the feasible set
would be to find the minimum volume ellipsoid that contains the feasible set (known
as the Lowner-John ellipsoid [14]). However, unless the feasible set is described by
convex quadratic constraints, the formulation of this problem is not readily solved
[14]. Therefore, we provide another method for finding a covering ellipsoid.

By sampling the feasible set using the method outlined in Section 9.1, it’s possible
to obtain a spread of points that are representative of the shape of the feasible set
(assuming a connected feasible set). Principal component analysis (PCA) of the
sample produces a set of ordered orthogonal basis vectors for the space, such that
the first principal direction accounts for the most variability possible in the sample,
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the direction accounts for the second most variability, and so on. The directions
and variances provide an ellipsoidal shape, and the arithmetic mean of the sampling
provide the ellipsoid’s center.

Let X be the arithmetic mean of the m samples of the feasible set. Subtract off
the mean from the samples and stack the resulting vectors horizontally into an n x m
matrix X. Take the singular value decomposition

X = [U; U] E 8] [gﬂ (9.6)

where ¥ is positive definite and diagonal, [U: U;| and [V: V2] are unitary matrices,
and the zero matrices are of appropriate size. Then the quadratic coefficients of our
bounding ellipse will be contained in the matrix Q = (UlEUI)fl. Since we are
centering our ellipsoid at X, we need only find the constant term ¢ in the quadratic
representation.

The problem is most intuitively formed as an optimization with a set containment
constraint.
¢* :=argminc
¢ (9.7)
st {x : XQx-2XxQx < c} CF.

This problem can be rewritten as an NQCQP,

¢ =max [T | §§ ) [4). (9:5)

of which the outer bound can be solved using the S-procedure as outlined in Sec-
tion 3.1.1.

9.5 Convex Outer Approximation of a Nonconvex

Quadratically Constrained Set

If the feasible set is made of nonconvex quadratic constraints, then we can ap-
proximate it using convex quadratic constraints. Let the feasible set be made of p
constraints, written as

Ly <x'Qux+bix + ¢, < Ry (9.9)

where k = 1,...,p, L and Rj are scalars, and Qg, by, and ¢; are the quadratic,
linear, and constant coefficients, respectively.

The matrices Qy can be decomposed into matrices with only nonnegative or non-
positive eigenvalues using an eigenvalue decomposition. Since each Q is assumed to
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be symmetric we can write the eigenvalue decomposition as

Apos O 0 T
Q= [VposViuee Vo] | 0 Aneg O [Vipos Vineg Vo] (9.10)
0 0 O

where A, is the diagonal matrix of the positive eigenvalues, A, is the diago-
nal matrix of the negative eigenvalues, and Vs, Vyee, and Vi are the correspond-
ing matrices of eigenvectors. By defining the matrices Qg pos 1= Vpos_/XposVlTjOS and
Qi neg := VnegAnegVT the matrix Q can be decomposed as

neg’
Qk - Qk,pos + ka,neg; (911)
where Qj pos is positive semidefinite and Qj neg is negative semidefinite.

For each value of k we solve outer bounds of the following two optimization prob-
lems using the S-procedure.

Yk = max xTkaposx +bix + cpwp = mi]I__l XTkaegX +brx + ¢ (9.12)
xXE xXe
where, again, F is the feasible set.

The convex feasible set approximation is created by using the prior parameter
bound constraints (which are convex) and further constraining the convex and concave
quadratic equations by v and wy, respectively.

X" QpposX + bix + ¢ < Y (9.13)
XTQk,negX + bEX + ¢, Z Wi (914)

These constraints are convex. This feasible set approximation contains the actual
feasible set and hence is a conservative approximation.

9.6 Depth of a Point in a Nonconvex Quadratically

Constrained Set

The depth of a point X in a set is the smallest Euclidean distance from X to a point
on the boundary of the set. This is equivalent to the radius of the largest 2-norm ball
centered at X that is a subset of the set. If the point X is outside of the boundary of
the set, this definition of depth is equivalent to distance as discussed in Section 9.7.
We will assume that the depth property is only defined for elements of the set and
its boundary.

For a point X and a set F such that X € F, let depth(X, F) notate the depth of
X in F. Specifically, it shall be defined as

depth(X, F) :=max r

(9.15)
st. {x: |le—Z|2 <r}CF
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Furthermore, if the set is defined by m nonconvex quadratic constraints, described
by the n + 1 x n + 1 coefficient matrices {Z;}", as before, the depth property can
be written with semidefinite constraints. Using the S-procedure, equation (9.15) is
rewritten as

depth(x, F) = max 7
T T
% ]
s.t. { 2> 0.

A semidefinite program is affine in all of its variables. Therefore the square of the
depth can be solved with the SDP

depth®(X, F) = max R

(o @] -NZi=0,i=1,...,m. (9.16)

s.t { [KTXXT]_[{)zo(l]_AiZiEO,i:L...,m (9.17)
. I\

where R is used to replace r2. However if the number of constraints used to de-
scribe the set is large, there are a lot of semi-definite constraints which implies longer
computation times. For a point in the GRI-Mech 3.0 dataset [106], with total 356
constraints, the computation can take close to 5 minutes. However, this problem can
be written as the minimum of m separate problems as
depth*(X,F) = min max R
ie{l,..m} RA

T 5T R 0 9.18
s.t. [i I}_[Oon]_)\zito ( )

A>0.
Furthermore, if there are constraints that are simply the bounds on individual coor-
dinates o < x; < f3; (e.g. the prior bounds H in the Data Collaboration framework),

then they can be handled simply by an upper bound on R. Let ry., be the minimum
of all B; — ; and all T; — «;, then R < r2

max*

depth?(X, F) = {rlnin }H}}la}\x R
1€{1,....m .
SN 168 - AZi=0 (9.19)
s.t. A>0
<r

2
max"*

The concept of depth is tied to the concept of parameter optimization and find-
ing representative parameter values. The goal of parameter optimization is to find
parameter values that cause the value of models to deviate the least from their re-
spective experimental data. In Chapter 5 we described a method that attempts to
find a feasible point with the minimal number of deviations of the parameters from
their nominal values. Another notion of a representative parameter is a feasible point
that is far from all constraint boundaries. This could be seen as finding the point
with maximal depth. This is the same as allowing X to be an optimization variable in
equation (9.15). However, in this case, the formulation in equation (9.17) is no longer
an SDP. Nonetheless, depth, as presented in this section, can be used to compare two
feasible representative points.
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9.7 Distance of a Point to a Nonconvex Quadrati-

cally Constrained Set

A common definition of the distance between a point and a set is the infimum
of the distance between the point and elements of the set. If the set is closed, the
distance becomes a minimum. By definition any element of the set (or any boundary
point) has a distance of zero to the set.

For a point X and a set F, the distance between X and F is denoted dist(X, F)
and computed with the optimization problem

dist(x, F) = min |x — X||2. (9.20)

If the set F is made of nonconvex quadratic constraints, then the square of the dis-
tance is a NQCQP and can be bounded using the techniques described in Chapter 3.
Namely, the formulation becomes,

dist?(X, F) = mijrrl Ix — |5 = mijrrl XX —2Xx + X' X. (9.21)
PSS bS]

For example, take the GRI-Mech dataset (Section 2.6). The optimized parameter
values from the last two GRI-Mech releases (2.11 and 3.0) are not contained in the
feasible set. The upper and lower bounds on the distance between the GRI-Mech 2.11
nominal vector and the feasible set is [5.03, 5.05]. The bounds on the distance for the
GRI-Mech 3.0 nominal values is [5.92, 6.00], which is a little further away. This is
a little surprising at first because the GRI-Mech 3.0 nominal value was optimized to
minimize the error between the models and data. However, this is possible because
when optimizing for GRI-Mech 3.0, researchers allowed only 31 of the 102 parameters
to deviate from their nominal. One of their goals was to allow only a small number
of parameters to deviate. The distance presented here uses the Euclidean norm and
therefore all parameters may deviate between the nominal to the closest feasible
point. In Section 5.5, this example is presented where the cardinality of the difference
between the nominal and a feasible point is minimized instead of the 2-norm of the
difference.
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Chapter 10

Exploring the Feasible Set

Many properties of high dimensional feasible sets are very difficult to calculate.
Estimations of the volume of a set, even if it is convex, are either poor estimates, or
use inefficient algorithms [11]. Even calculating the volume of a polytope is difficult
[27]. Discovering whether a set is convex or not is difficult, because even noncon-
vex constraints can result in a convex set. Without knowing much about a feasible
set’s properties, it would seem that quantifying the uncertainty in a model predic-
tion might be difficult. However, Data Collaboration methods (surrogate modeling
and constrained optimization) are able to do just that. In this chapter, we explore
several ways to examine the size and shape of a feasible set. Several approximations
were constructed of the feasible set and we explore how the approximations affect
uncertainty propagation.

10.1 Rejection Sampling

Consider a set A that contains the feasible set, and is easy to sample. Sample
points in A and reject any samples that are not in the feasible set. This is called a
rejection sampling of the feasible set. The percentage of samples that are not rejected
is an approximation to the ratio of the feasible set volume to the volume of A. If very
few samples are rejected, we expect A to be a good approximation of the feasible set.

Rejection sampling can be used to examine the various feasible set approxima-
tions presented in Chapter 9. Specifically we compute several approximations for the
GRI-Mech 3.0 feasible set described in Section 2.6. As a basis for comparison, 750
million points were sampled uniformly over the prior bounds hypercube, H. Using the
gas dynamics sampling algorithm described in Section 9.1, 750 million points were
sampled for each of several other feasible set approximations. A toy example in 2
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dimensions is shown for the feasible set and each type of sampled approximation is
shown in Figure 10.1.

The labels correspond to the following sets.

(a) The Feasible Set. In the case of the GRI-Mech 3.0 dataset, this is a set made
of 76 double sided nonconvex constraints and a double sided constraint on each
the 102 parameters.

(b) A Truncated Rotated Hyperrectangle. Outer bounds of the feasible set were
found in the principal component directions and were obtained from a sample
of the feasible set (as in Section 9.4). This rotated hypercube is then further
constrained (truncated) by the prior bounds #, resulting in a bounding polytope
as described in Section 9.3.

(c) An Ellipse. A bounding ellipse was found using the method described in Sec-
tion 9.4.

(d) A Truncated Ellipse. This approximation was constructed by further con-
straining the ellipse in (c¢) by the prior bound H.

(e) A Convex Quadratic Approximation. Using the method in Section 9.5, a
convex outer bound of the feasible set was constructed.

(f) Prior Bounds Hyperrectangle. The prior information on the parameters is
used without constraints from experiment data to construct this approximation.

In each approximation case, of all the sampled points, not a single point was found
to be in the feasible set.

The GRI-Mech 3.0 problem is in 102 dimensions. In high dimensions these ap-
proximations can be quite poor because of the large amount of volume along the
edges of the set. At the end of this chapter, in Section 10.6 we will provide further
evidence that these approximations are poor by using them for Data Collaboration
type questions.

10.2 Furthest Two Points in the Feasible Set

The prior bounds hyperrectangle for the GRI-Mech 3.0 dataset, H, has been
normalized to the hypercube [—1, 1]'92. Two opposite corners in H have a Euclidean
(2-norm) distance of 2¢/102 ~ 20.20 between them. This is the furthest straight
distance possible in H. The smallest coordinate aligned hyperrectangle that contains
the feasible set (as found in Section 9.2) has diagonal length of 19.37. By comparison,
the longest distance between two points in the unit ball ({z : ||z||s < 1}) is 2.
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Figure 10.1: Various approximations to a toy feasible set in 2 dimensions. In each case
the relevant set is shown with a bold outline, the actual feasible set is shaded, and
the prior bounds are shown as a square. Approximation formulations are described
throughout the text. See text for set descriptions. Subfigure (PCA) shows the princi-
pal component analysis of a feasible set sample resulting in the two directions shown.
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Using fmincon, one of MATLAB’s constrained optimization solvers, we were able
to find two points in the GRI-Mech 3.0 feasible set that are a distance of 18.72 apart.
This implies that the feasible set extends into corners of the hypercube, and is much
longer than the unit ball in at least one direction. This would also appear to imply
that the feasible set is similar in size to H. We will show in Section 10.1 that this is
not the case.

10.3 Testing for Convexity

A set K in R" is called convez if x4+ (1—0)y € K for every pair of points x and y
in K and every scalar 6 € [0, 1]. In words, a set is convex if the line segment between
every pair of points in the set is also in the set. In general, the Data Collaboration
feasible set is made of nonconvex constraints, and is therefore likely to be nonconvex
(although this is not necessarily the case).

In Section 10.1, a convex approximation of the GRI-Mech 3.0 feasible set was
shown to be much larger than the set itself. If the feasible set were constructed from
convex constraints this approximation would have been exact, therefore the feasible
set is possibly nonconvex. To explore the degree of nonconvexity of the GRI-Mech 3.0
feasible set, we picked random pairs of points in the set and looked for a point on the
line segment that is not contained in the feasible set. After examining 70,000 pairs of
feasible points, not a single connecting line that left the feasible set was found. Also
the line segment between the two farthest apart feasible points found in Section 10.2
is completely contained in the feasible set. While this search is by no means a proof
of convexity, it does seem to imply some sort of “roundness”.

Rejection sampling showed that a convex superset is much bigger than the feasible
set, yet every pair of points sampled defined line segments contained in the feasible
set. Perhaps the nonconvexities are small ripples along the feasible set boundary.
Yet in high dimensions, most of the volume is near the boundaries. This idea will be
explored further in the next section.

10.4 Average Depth of the Feasible Set

Section 9.6 describes a method for finding the depth of a parameter vector in the
feasible set. Section 9.1 demonstrated a method of sampling the feasible set. Using
these tools, we computed the depth of 50,000 sampled feasible points. The largest
depth found is 0.0021. The sample mean depth is 9.11x10~*. This seems to imply
that most of the feasible points are about half as far from the boundary as the deepest
point found.
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10.5 Comparison of a Feasible Set to the Unit Hy-

persphere and Prior Knowledge Bounds

So far, this chapter has explored several properties of the GRI-Mech 3.0 feasible
set. To further this exploration, we compare the feasible set F to the prior bounds
hypercube H (the unit oo-norm ball for the GRI-Mech 3.0 dataset) and the unit
lo-norm ball, defined as,

B:={xeR" : [x] <1} (10.1)
The results of this exploration are summarized in Table 10.1.

Table 10.1: Property comparison of the GRI-Mech 3.0 feasible set F to the prior
bounds hypercube H and the unit fo-norm ball B. T denotes a value that was com-
puted with MATLAB’s fmincon. * denotes a value that was computed via sampling
of the set.

’ Property ‘ F ‘ H ‘ B
Convex? No? Yes Yes
Convex by sampling test?* Yes Yes Yes
Maximum distance b/t points 18.721 20.20 2
Mean distance 4.97* 8.23*1 1.40 [2]
Standard deviation of distance 0.58* 0.48* 0.07 [2]
Contains origin? No Yes Yes
Contains GRI-Mech 3.0 nominal? No Yes No
Contains GRI-Mech 2.11 nominal? No Yes No
Maximum depth 0.0021* 1 1
Mean depth 9.11 x 1074 | 9.71 x 1073 | 9.71 x 1073
Depth standard deviation 5.73 x 107%* | 9.83 x 1072 | 9.83 x 1072
Volume ? 5.07 x 10%° | 1.46 x 10~*
*. | Rotated Truncated Hyperrectangle 0% 100% 0%
= | Ellipse 0% 0% 5.4 x 10~*%
“ | Truncated Ellipse 0% 100% 4.57 x 1071%
© | Convex Approx 0% 100% 100%
| Prior Bounds, H 0% 100% 0%

Most of the properties of the feasible set are similar to those of the prior knowledge
hyperrectangle H. However, rejection sampling implies that it might be more similar
in size to the unit Euclidean-norm ball, B. While doing this type of exploratory
analysis may seem appealing, for uncertainty quantification and propagation it is
unnecessary. The next section demonstrates this.

1Using techniques from [4], we can hard bound the average distance between two points in H in
the interval [4.12, 8.25]. Exact solutions are known for up to 3-dimensions [90] but have not been
generalized to n dimensions.
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10.6 Predictions on Feasible Set Approximations

The Data Collaboration methods include the ability to predict the value of a model
by looking for its maximum and minimum values over the feasible set of parameters.
The methodology allows us to compute the prediction with the feasible set replaced
by one of the approximations discussed in Chapter 9.

Take for example, the GRI-Mech 3.0 target F5, a laminar flame speed of a
methane-air mixture [106]. As mentioned in Section 4.5, this target was excluded
from the constraints of the feasible set. Instead, a prediction of target F5 is made
using the rest of the GRI-Mech 3.0 dataset. Using the Data Collaboration meth-
ods described in Chapter 2 results in a prediction interval with outer bounds of
[33.65, 35.81] cm/sec, and inner bounds of [34.07, 35.61] cm/sec.

Predictions of target F5 are also made over the feasible set approximations men-
tioned in Chapter 9 and outlined in Section 10.1. Specifically, we calculated the
response prediction using the truncated rotated hyperrectangle, the bounding ellipse,
the truncated bounding ellipse, and the convex quadratic approximations as well as
the prior bounds only. Results are shown in Figure 10.2. The prediction over the
real feasible set gives the tightest prediction bounds. Furthermore the simplest ap-
proximation of the feasible set (the bounding ellipse) provides the largest prediction
interval.

@ |

o (b) )_‘
S —
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—

10" 10° 10" 10° 10

Target F5 Prediction. Flame speed (cm/sec)

Figure 10.2: Prediction of GRI-Mech 3.0 target F5 using the actual feasible set and
various approximations. The width of the box on each bound represents the differ-
ences in inner and outer bound predictions. The various predictions correspond to
the type of constraints in Figure 10.1, namely (a) the actual feasible set, (b) a ro-
tated and truncated hyperrectangle, (c) an ellipse, (d) a truncated ellipse, (e) convex
quadratic approximation, and (f) the prior bound hypercube.

117



Chapter 11

Summary and Conclusions

This dissertation has explored some techniques for quantifying the uncertainty in
collections of experimental data and simulation models. The techniques are mostly
geared toward formulating various objectives as constrained optimization problems
over the set of system parameters. These objectives include consistency of models
and experiment data, prediction of unmeasured observables, and determining a rep-
resentative parameter vector. The contributions provided in this work are expansions
and improvements on previously published work, as well as some new techniques for
surrogate fitting.

Data Collaboration is a framework presented in our previous work that combines
both experiment prediction models and experimental data to constrain a set of un-
certain parameters. Typical means of quantifying uncertainty in parameters lead to
distilling the information gathered from experiments down to easy-to-describe-and-
utilize results. Data Collaboration takes a different approach by using the collective
experiment data (as opposed to results) from several sources to tightly constrain the
parameters. Parameter constraints naturally fit in an optimization context. From this
perspective, the consistency of a collection of data and models is simply a feasibility
test of the constrained set. Prediction of an unmeasured observable is presented as
the maximum and minimum values a model of the observable can take over the set of
feasible parameters. Furthermore, when the models for the observables as functions
of the uncertain parameters have quadratic forms, techniques from convex optimiza-
tion and control theory are used to outer bound the optimization results, thereby
providing a provable conservative bound on the objectives.

The basis of the optimization techniques used are those with nonconvex quadrat-
ically constrained programs. A short review of NQCQP techniques for inner and
outer bound calculations is provided in Chapter 3. The outer bound optimizations —
achieved with the S-procedure and its dual formulation — provide sensitivity infor-
mation via Lagrange multipliers. The Lagrange multipliers are the partial derivatives
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of the outer bound optimal value to the bounds on the constraints. These can then
easily be transformed to get the partial derivatives of the optimal outer bounds to
the experiment and parameter uncertainties. The sensitivities can provide a general
measure of experiment impact, and also help create a linearization for the map from
uncertainty to optimal values.

In many situations it is advantageous to have a vector of parameter values that are
representative of the current knowledge of these parameters. Often this is the vector
of nominal literature values for the parameters. It can also be the result of optimizing
the parameters to improve correlation with experimental data. We furthered this idea
by applying the concepts of compressed sensing to reduce the number of parameters
required to deviate from their nominal values to achieve feasibility. The technique
uses the one-norm as a heuristic replacement for the cardinality function. This can
be rewritten as an NQCQP, and therefore outer bounds are computed quickly and
with associated sensitivities.

To facilitate the generation of quadratic surrogate models for the observable mod-
els we created techniques for searching for an active subspace of the parameters.
For complex simulation models with many parameters and long simulation times,
quadratic surrogate modeling can be the limiting factor. By searching for a hopefully
low-dimensional active subspace we can significantly reduce the amount of simulations
required to build these surrogate models. An active subspace discovery algorithm was
developed that exhibited the ability to compute a low-dimensional active subspace
(given its existence) in a relatively low number of simulations. This technique is
particularly useful when gradient calculations are available with each simulation and
also when several of the observables of interest come from the same simulation.

Once an active subspace is found we have developed a procedure for generating
experiment designs on the subspace that adhere to the original parameter bounds.
These designs choose simulation locations in the parameter space such that they are
spread out along the active subspace bases. We presented two methods for densely
sampling the subspace, and three different optimization problems for selecting the
design from the sample. There are pros and cons to each sampling method with
some improvements made by sampling along the polytope boundaries. The three
optimization problems yielded similar results in fitting errors, but were very different
in computation time — the E-optimal design computation being the fastest. The
optimizations could choose any desired number of design points from the samples;
however, the design points tended to clump together after a certain number were
chosen. Several suggestions are made to expand the design size beyond this number.

Several examples of using these active subspace method for surrogate generation
yielded very positive results. For the GRI-Mech 3.0 target CH3.Cla, the techniques
were able to achieve similar fitting errors to a fit generated over all parameters with
only about 20% of the number of evaluations and computation time. An example
in systems biology proved to benefit even more from the technique. In this case,
by adding linear or pure quadratic terms in the direction orthogonal to the active
subspace, even less fitting error was sometimes achieved for the cost of not many more
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simulations, particularly with the maximum error in this case. The time to compute
the consistency measure was also significantly reduced by using these techniques.

Even with good surrogate models that are fast to evaluate, if their domains are in
high dimensions, the feasible set characteristics are difficult to discover and describe.
The GRI- Mech 3.0 dataset appears to be very small as compared to the prior domain
hypercube, or any of several feasible set approximations. A line segment that is
partially out of the GRI-Mech 3.0 dataset, but has endpoints in the set, could not be
found, implying a relatively convex feasible set. Yet, rejection sampling implied that
the feasible set is much smaller than a convex approximation. Data Collaboration
techniques allow us to make model response predictions on a feasible set without
knowing its shape or complexity. Creating approximations to the feasible set that are
convex and possibly easier to describe (e.g. linear or few constraints) adds little benefit
to the analysis. Response predictions on the feasible set approximations presented
shown in this document are not as precise and informative as a prediction on the
actual feasible set or those using surrogate models.
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Appendix A

Solving the NQCQP Lower Bound
Problems Using SeDuMi

Throughout this paper nonconvex quadratically constrained quadratic programs
are used to solve various problems. Often the lower bound problems derived using the
S-procedure (3.2) or a rank relaxation (3.4) are used because of computational speed
and Lagrange multiplier information as well as the lower bound itself. This appendix
will express the general NQCQP (including equality constraints) as a conic linear
program which many optimization solvers use. Section A.1 derivs the equations, and
Section A.2 provides MATLAB code for use with the SeDuMi optimization software
[109].

A.1 Conic Linear Program Formulation of

NQCQP Lower Bound Problems

The general formulation for the NQCQP including equality constraints is

* — min LTV Z. 11
Pt =min [y ] Zo[x]

{ (L2, [1]<0,i=1,...,m, (A.1)
s.t. T .
(X1 3;[51=0,j=1,....q,

where Z; and 3;, for i =0,...,mand j =1,...,q, are (n + 1) x (n + 1) symmetric
matrices. The equality constraints could be formulated as inequalities by constraining
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the quadratics to be both greater than or equal to or less than or equal to zero. How-
ever, most solvers use more sophisticated techniques for handling equality constraints,
so we use this formulation when equality constraints are involved.

The resulting lower bound from the S-procedure, 1_9:, and the lower bound from
the rank relaxation, Q:, are written as

p; =min Tr [ZoQ)]

Qll = 17 (A2)
s.t. [ZQ]<02':1 m,
Tr[3,Q] =0, j=1,.
p° = max v

—S A>0,v,y
m q _A“S
s.t. Zo — [go"n} +Z>\izi+zl/j3ji0a 49
i=1 j=1

The form of the linear conic program as used by the optimization package SeDuMi
[109] is

p = min c'x
xeRN
Ax=b (A4)
s.t. X =5 0

where A is a M x N matrix, b is a N x 1 matrix, and ¢ is M x 1 matrix. Here the
constraint x >y 0 is a generalized inequality requiring x to be in the cone K [14].
The dual of this problem is

d=max by
yeRM (A.5)
st.c— Ay =, 0

where K* is the dual cone of K. We will now express the rank relaxation problem
(A.2) as the primal linear conic program (A.4) and the S-procedure problem (A.3) as
the dual linear conic program (A.5).

First we rewrite the rank relaxation formulation introducing the slack variables
T € RP.
pr= min Tr[ZyQ]

St Q0,720
Qu =1, (A.6)
s.t. Tr[Z,Q]+7=0,i=1,...,m,
Tr[3,Q] =0, j=1,...,p.
Also, let vec() be the function that maps an (n+1) x (n+1) matrix to an (n+1)?x 1
vector as
Vi

vec ([Vl Vn+1D = : ) (A.7)

Vint1
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Then the trace operations can be rewritten as

Tr [XY] = vec(X)" vec(Y). (A.8)

Now with this notation, the rank relaxation and S-procedure problems are rewrit-
ten in the linear conic program formulation.

i —vec(Zy)" T
_Ime .
—vec(Z,)T
A = —vec(31)" )
Oq><m
—vec(3,)"
L Otk |1 01><(n2+2n) i

c:= LSSZE@J y Xi= [VecTQ)] )

0m><1 A
b:= |04 |, y:= |v],
1 gl

K :={x=[vec(q]:7>0,Q>0}.

These vectors b, ¢, x, and y and matrix A provide the conversion of the lower bound
problems into the linear conic programs as desired. This particular cone is self-dual,
so K* =K.

A.2 MATLAB code for NQCQP outer bounds us-

ing SeDuMi

The following MATLAB function solves the two NQCQP lower bound problems
presented in this document using the freely available optimization package SeDuMi
[109].

Algorithm A.1: MATLAB code for lower bounding of a NQCQP

function [1b1,1b2,Q,mults,info] = nqcqp_lowerbound(Z0,Zineq,Zeq,fid)
%Lower bound on the nonconvex quadratically constrained quadratic
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Jprogram

b
b
b
b
b
b
o
b
b
b
b
b
h
b
b
b
b
b
h
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b

Provides lower bounds of the NQCQP
min_x [1 x’]*Z0x*[1;x]

such that: [1 x’]*Zineq{il}x[1;x], i=1, ,I
[1 x’]1*Zeq{jr*[1;x], j=1,...,p
Specifically it solves the program
1bl = min_Q trace(Z0%*Q)
such that: trace(Zineq{i}*Q)<=0, i=1,...,m
trace(Zeq{j}*Q)=0, j=1,....,q
Qc1,1)=1,

Q is positive semidefinite
and its dual program
1b2 = max_{lambda,nu,gamma} gamma
such that: Z0 - [gamma O; O 0] + sum(lambda_i*Zineq{il}) +
+ sum(nu_j*Zeq{j}) is positive semidefinite
lambda_i>=0, i=1,...,m
using SeDuMi.

Inputs:

Z0: an (n+1)-by-(n+l) symmetric matrix

Zineq: a m-by-1 cell array with each cell containing an
(n+1)-by-(n+1) symmetric matrix

Zeq: [optional] a gq-by-1 cell array with each cell containing an
(n+1)-by-(n+1) symmetric matrix

fid: [optional, default=1] file identifier for SeDuMi progress
output. If fid=1, the progress is printed to the screen.
If fid=0, the progress is supressed. This can also be a
file identifier provided by the fopen command.

Outputs:

1bl: the value of the lower bound from the primal problem

1b2: the value of the lower bound from the dual problem

Q: the optimized primal decision variable, a (n+1)-by-(n+1)
matrix

mults: the optimized multipliers from the dual formulation, a
structure with fields
.ineq: a m-by-1 array (lambdas)
.eq: a g-by-1 array (nus)

info: structure provided by SeDuMi with information on the
optimization. Most notably if info.pinf=1, then the primal
problem is infeasible, a if info.pinf=1, then the dual
problem is infeasible. See the SeDuMi help for more
information.
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ni
no

nargin;
nargout;

Jicheck number of inputs/outputs
error (nargchk(2,4,ni,’ ’struct’));
error (nargoutchk(0,5,no0, ’struct’));

%if no equality constraints provided, make an empty cell array
if ni<3

Zeq = {};

fid = 1;
elseif ni<4

fid = 1;

end

herror check input classes
assert (isnumeric(Z0),’First input must be numeric array’);
assert(iscell(Zineq)&&(isvector(Zineq) || isempty(Zineq)),...
’Second input must be vector cell array’);
assert(iscell(Zeq)&&(isvector(Zeq) || isempty(Zeq)),...
’Third input must be vector cell array’);
assert(isnumeric(fid)&&isscalar(fid)&&any(fid==[0 1 fopen(’all’)]),...
’Fourth input must be O, 1, or a valid file id provided by fopen’)

hget some sizes

n = size(Z0,1)-1;
m = length(Zineq);
q = length(Zeq);

herror check sizes
assert(size(Z0,2)==n+1, ...
’First input needs to be a square symmetric matrix’)
Z0 = 0.5%(Z0+Z0’); %make it symmetric in case of small numeric issues
for i=1:m %repeat check for each inequality constraint
assert(all(size(Zineq{i})==[n+1 n+1]), ...
[’Each cell of second input must be the same size as the’,...
>first input’])
Zineq{i} = 0.5*(Zineq{i}+Zineq{i}’);
end
for j=1:q %repeat check for each equality constraint
assert(all(size(Zeq{j})==[n+1 n+1]),...
[’Each cell of second input must be the same size as the’,...
>first input’])
Zeq{j} = 0.5%(Zeq{j}+Zeq{j}’);
end
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%build sparse matrix
A1 = [-speye(m); spalloc(q+l,m,0)]; %sparse matrix associated with
%linear vector inequalities
A2 = zeros(mt+q+1l,(n+1)72); %sparse matrix associated with
%linear matrix inequalities

for i=1:m
A2(i,:) = -vec(Zineq{i})’; Jvec is a function provided with the
%SeDuMi package
end
for j=1:q

A2(m+j,:) = -vec(Zeq{j})’;
end
A2(end,1) = 1;
A = sparse([Al A2]);

%and vectors

b = spalloc(m+q+1l,1,1);

b(end) = 1;

c = [spalloc(m,1,0); sparse(vec(Z0))];

/icone constraints

K.1 = m; %first m elements of x are nonnegative

K.s = n+l; Jnext (n+1)"2 elements form a (n+1)-by-(n+l) matrix that is
hpositive semidefinite

%set progress output file id parameter
pars.fid = fid;

%sedumi call
[x,y,info] = sedumi(A,b,c,K,pars);

Jhcreate outputs

1bl = c’*x;

1b2 = b’*y;

Q = mat(x(m+l:end)); %mat is a function by the SeDuMi package
mults.ineq = y(1:m);

mults.eq = y(m+(1:q9));
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Appendix B

Data Collaboration Toolbox for

MATLAB

The Data Collaboration toolbox is a free, open-source software package for the
MATLAB programming environment for non-stochastic uncertainty quantification us-
ing predictive models and experiment data. The software is available at http://collab-
sci.sourceforge.net/

The software allows a user to enter experiment data with uncertainty along with
a corresponding parameterized model. These combine to constrain a set of feasible
parameter values that match the data and model. Questions about this feasible set
of parameters, such as whether it is nonempty (consistency) and what the range of
values a given predictive model can take over the set (response prediction), are posed
as constrained optimization problems.

The techniques utilized in Data Collaboration (DC) are those described in several
journal articles.

1. M. Frenklach, A. Packard, and P. Seiler. Prediction uncertainty from models
and data. In Proc. American Control Conference, pages 4135-4140, 2002.

2. M. Frenklach, A. Packard, P. Seiler, and R. Feeley. Collaborative data process-
ing in developing predictive models of complex reaction systems. International
Journal of Chemical Kinetics, 36(1):57-66, 2004.

3. R. Feeley, P. Seiler, A. Packard, and M. Frenklach. Consistency of a reaction
dataset. Journal of Physical Chemistry A, 108(44):9573-9583, October 2004.

4. R. Feeley, M. Frenklach, M. Onsum, T. Russi, A. Arkin, and A. Packard.
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Model discrimination using data collaboration. Journal of Physical Chemistry
A 110(21):6803-6813, March 2006.

5. P. Seiler, M. Frenklach, A. Packard, and R. Feeley. Numerical approaches for
collaborative data processing. Optimization and Engineering, 7(4):459-478,
December 2006.

6. T. Russi, A. Packard, R. Feeley, and M. Frenklach. Sensitivity analysis of un-
certainty in model prediction. Journal of Physical Chemistry A, 112(12):2579—
2588, February 2008.

This document is designed to act both as a manual for the use of the toolbox,
as well as providing some high-level description of the underlying algorithms. Each
section describes either the creation of some objects or an algorithm. If you feel
you would like to jump right in, we suggest you first read the requirements and
downloading/installation instructions in Sections B.1 and B.2. After that skip to the
examples in Section B.11.

B.1 Requirements

e “Any” computer operating system: DC has been tested on machines run-
ning Windows XP, Windows Vista x86 (32-bit), Windows Vista x64 (64-bit),
and Ubuntu. In principle, it should run on any fairly new desktop or laptop
computer that can run MATLAB.

e MATLAB release 2008a or later
e Optimization toolbox for MATLAB

e SeDuMi optimization package: SeDuMi is a free MATLAB toolbox for self-
dual minimization. DC provides version 1.21, but you may use another version
if you like. DC has been tested with SeDuMi versions 1.1 and 1.21.

B.2 Download and Installation

To download the software,

1. Visit the project home page at http://collab-sci.sourceforge.net/
2. Click the “Download Page” link.

3. Click the large green button that says “Download Now!”
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4. Depending on your internet browser’s preferences, you will either be prompted
to choose a location, or the zip-file will be saved to your default download folder.

Once the download is complete, unzip the file to a convenient location (e.g.
your default MATLAB working directory). To unzip a file you need a zip decom-
pression program. For windows, we recommend the free utility, 7zip, available at
http://www.7zip.com/. For linux/unix, there may already be a utility installed called
gzip.

Inside the main folder are several subdirectories and a few files. One of these files
is named “DCsetup.m,” a MATLAB script for setting path directories and importing
the main package. From the MATLAB command prompt run the script:

>> DCsetup

This will add the necessary directories to the current MATLAB path. It will also
import the +DClab package. This setup script should be executed from the main DC
directory each time you start MATLAB if you wish to use the DC toolbox. This
script can be executed from a startup file.

All of the main DC methods and objects have the prefix DClab., but this import
will make it such that using this prefix will be unnecessary. If you wish to use DC
objects and methods inside of a function or custom class, you either need to include
the DClab. prefix, or use the command

import DClab.x*

at the top of each file. This command is in the “DCsetup” file, but that only will
import the package for the base workspace. For more information, see MATLAB
documentation on packages. Throughout this documentation, we will not use the
prefix for the sake of simplicity.

To test the directory setup, run the test script from the MATLAB command
prompt

>> dctest

This will take a minute or two. One issue you may run into the first time you run
the package is that the SeDuMi mex-files may need to be recompiled. This is only
necessary one time.

If the test script gives an error regarding SeDuMi, change the current directory in
MATLAB to the “SeDuMi_1_21" directory in the DC toolbox main directory. From
the command prompt type
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>> mex —-setup

and select a c-compiler of your choice. For 32-bit operating systems, MATLAB ships
with the free compiler lcc. If no compiler is shown, you may need to get a c-compiler.
Please consult the MATLAB documentation for supported c-compilers. Once the
compiler is chosen, type the following at the command prompt

>> install_sedumi

This will take a few minutes. Once complete, change back to the main DC directory
and re-run dctest. Note: if the test script worked the first time, you should not have
to reinstall sedumi.

B.3 Version 2.0

The software has changed significantly from the previous release (1.0) to this
version (2.0). Most notably almost all of the object names has changed. Section B.12
provides a table to help you convert your own code to the names.

There are many changes to the underlying methods, and some ways that you can
interact with the software (e.g. the ability to define multiple features from a single
simulation file). All these are described in this document.

B.4 Dataset Formulation

The Data Collaboration Dataset is a collection of parameterized models, asso-
ciated experiment observations, and constraints on the individual parameters. Let
Y, be some scalar observable. Model M, predicts the value of the observable as a
function of n unknown parameters. Each parameter x; has a set of prior knowledge
bounds «; and (; such that a; < z; < ;. Also associated with each observable is
an experimental measurement d. with lower and upper bound uncertainty [, and wu,
such that the value of the observable y,. is bounded as I, < y. — d. < u.. All this
information collected together for m observables (e = 1,...,m) is known as a dataset.

The following few sections describe how to build up these objects in the DC
software.

B.4.1 Listing of FreeParameters

The FreeParameter class describes objects associated with the model parameters.
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>> fp = FreeParameter (NAME,RANGE) ;

creates a FreeParameter object. NAME is a char array denoted the parameter’s name
(each parameter should have a unique name) and RANGE is a 1x2 numeric array de-
noted the lower and upper limits of the parameters value.

>> fp = FreeParameter (NAME,NOMINAL,UNCERTAINTY);

creates a FreeParameter object, using a nominal value with uncertainty. NOMINAL is
a scalar value. UNCERTAINTY can be a scalar such that the parameter is in the range
NOMINAL+/-UNCERTAINTY, or it can be a 1x2 numeric array so that the parameter is
in the range [NOMINAL+UNCERTAINTY (1), NOMINAL+UNCERTAINTY(2)]. Uncertainty
can also be specified relatively or with log transformations. The behavior of these
types of uncertainty specification are not as stable, however. If you are interested,
read the command line help for the FreeParameter object.

The FreeParameter objects can be stacked into vertical arrays. If you would like to
create the FreeParameters using a for-loop, you can pre-allocate empty FreeParameter
arrays. For example,

>> fps = FreeParameters(5);

initializes a 5x1 FreeParameter object array. This can then be filled using one of the
above syntaxes. For example,

>> fps(1) = FreeParameter(’paraml’,[3 10]);

B.4.2 ResponseObservations

The observation of some scalar value of interest (the observable) related to an
experimental response is formulated as a ResponseObservation object.

>> ro = ResponseObservation(VALUE,UNCERTAINTY);

VALUE is a numeric scalar representing the measured observation. UNCERTAINTY can
either be a scalar or a 1x2 double. If it is a scalar, then the assertion is that the observ-
able y is constrained as | y - VALUE | < UNCERTAINTY. If UNCERTAINTY is a 1x2 dou-
ble then the assertion is that UNCERTAINTY(1) < y - VALUE < UNCERTAINTY(2).
UNCERTAINTY can also be denoted as relative or with log transformations, but as with
the FreeParameter object, we suggest you use the above syntax.
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B.4.3 ResponseModels

A response model is an algebraic function or simulation code that maps a vector
of fixed parameter values to the scalar observable of the simulation response. For
example, if the model simulates some response over time, the scalar observable may
be the maximum value, or the rise-time to the peak value. Each model represents a
different observable. The model does not necessarily depend on all FreeParameters,
but it does depend on a subset of them.

There are two main types of ResponseModel objects that can be created. The
first is an algebraic model; specifically, it is an affine or quadratic function of the
parameters. The second is a general simulation model. Their creation is outlined in
the next two sections.

B.4.3.1 Linear or Quadratic Models

>> rm = ResponseModel (COEFFS,MODELDOMAIN) ;

creates an algebraic ResponseModel object.

MODELDOMAIN is an Nx1 struct array with two fields, name and range. N is
the number of parameters that this model depends on. For the i*" element of
MODELDOMAIN, .name is a char array, that matches the name of one of the FreeParam-
eter objects and .range is the range of this parameter over which the model is valid.
The range must be a superset of the range define in the corresponding FreeParameter
object. The MODELDOMAIN may only contain parameters described in the FreeParame-
ter objects. The order does not need to correspond to the order of the FreeParameter
array in any way. The order of parameters in MODELDOMAIN is the order in which the
ResponseModel expects parameters for calculation.

If the ResponseModel is affine, COEFFS will be an (N+1)x1 numeric array, such
that the model corresponds to the form

y = COEFFS’*[1;x];

where x is a Nx1 vector of parameters in the same order as MODELDOMAIN.

If the ResponseModel is quadratic, COEFFS will be an (N+1)x(/N+1) symmetric
numeric array, such that the model corresponds to the form

y = [1 x’]1*COEFFS*[1;x];

where x is a Nx1 vector of parameters in the same order as MODELDOMAIN. This is the
same as
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y = COEFFS(1,1) + 2*COEFFS(1,2:end)*x + x’*COEFFS(2:end,2:end)*x;

The ResponseModel can also be specified with output uncertainty /error as

>> rm = ResponseModel (COEFFS,MODELDOMAIN,QUTPUTUNC) ;

If the algebraic form is a surrogate fit, then OUTPUTUNC may be the fitting error.
For example, this would be the peak fitting error over the model domain when the
algebraic model is a low-order approximation to a more detailed model. OUTPUTUNC
should be a scalar if the uncertainty in the model output is symmetric. If it is
asymmetric this should be a 1x2 vector, with OUTPUTUNC(1) <= eta(x) - M(x) <=
QUTPUTUNC(2), where M(x) is the algebraic model and eta(x) is the true model.

B.4.3.2 Models Using Simulation m-files

rm = ResponseModel (MODELHANDLE) ;

creates a response model given the function handle MODELHANDLE. It is also possible
to create a ResponseModel object with some additional inputs.

rm = ResponseModel (MODELHANDLE, ADDLINPUT1, ... ,ADDLINPUT2) ;

The function that is pointed to by MODELHANDLE has a special form. The easiest
way to learn this form is to use the template file “dcModel.m” found in the “fileTem-
plates” subdirectory of the main DC directory. If MODELHANDLE is @myModel, then the
first line of “myModel.m” is

function out = myModel(flag,paramMatrix,varargin)

or something similar. This function not only needs to return evaluations of a set of pa-
rameter values, but also return information about the function. This first input, flag,
will be a char array denoting the information requested by the toolbox’s methods.
The following list summarizes possible inputs for flag, and what the corresponding
output needs to be.

’simulate’ (Required) The input paramMatrix will be an NxL matrix (N is the
number of parameters for the model and L the number of points) where each
column represents one parameter vector. The output should be a 1xL array of
values.
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’getModelDomain’ (Required) This should return a Nx1 structure with fields .name
and .range corresponding to the parameters used by the model in the order it
expects them. See the description above for the case when the ResponseModel
is created with an algebraic form.

’isSavedEnabled’ (Optional, default=false) This should return either true or false.
If true, evaluations of this model are saved in the “savedEvaluations” subdirec-
tory of the main DC directory.

’isMultipleResponsesEnabled’ (Optional, default=false) This should return ei-
ther true or false. If true, then this single file returns multiple responses (or
features) for each simulation. If there are p responses then the output in the
’simulate’ case should have dimension pxL. Additionally, a response list must
be defined as in the next flag. We very highly recommend that this feature only
be used when ’isSavedEnabled’ is set to true.

’getResponselist’ (Required if >isMultipleReponsesEnabled’ is true) This case
returns a px1 cell array chars. Each entry corresponds to the one-word name
of one of the features. This should be in the same order as returned by the
’simulate’ case.

’getName’ (Optional, default=filename) If the model can be different depend-
ing on the additional inputs then this lets you define a character array
(string) that will be used to name files when saving points. Note: if
’isMultipleResponseEnabled’ is true this should NOT reflect a specific fea-
ture. Feature names are handled automatically. This name can depend on the
other input arguments to this function as they are passed in when getting this
string.

There are a few other possible flags, that are optional, and described in the tem-
plate file. You do not need to provide output for the optional flags, the toolbox
will catch any errors when requesting this information, and assume defaults. The
additional inputs are passed in to the function each time, so they may be used to
determine the model domain structure, or name (for example).

When multiple features is enabled, each feature gets its own ResponseModel ob-
ject, even though they share an m-file. In this case, the first additional input will
be the char array specifying the feature. For example, imagine a model simulated
by “car.m” based on various driving and road conditions. It has two features we're
interested in, *top_speed’ and ’mileage’. Then the two response models would be
created via

>> rml = ResponseModel (Qcar, ’top_speed’);

>> rm2 = ResponseModel(@car,’mileage’);
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How the m-file simulates the model is entirely up to you. It can run basic MAT-
LAB code. It can call other files. If you have the means for MATLAB to call another
language (e.g. C-code via MATLAB’s mex interface), the simulation can be in that
other language. You can even use it to parallelize the simulation at the various param-
eter vectors. So all this m-file is, is a MATLAB wrapper file for whatever simulation
code you would like to use.

B.4.4 DCDataset

The last few steps in creating a dataset, is to pair up the ResponseObservation
objects with their corresponding ResponseModel objects and putting everything to-
gether with the FreeParameters.

First, for each observable, create a ModelAndObservationPair object.

>> mop = ModelAndObservationPair (RO,RM,NAME) ;

where RO is a ResponseObservation object, RM is a ResponseModel object, and NAME is
a char array. These objects should be vertically concatenated into a Model AndObser-
vationPair array. If these objects are being created in a for-loop, you can pre-allocate
the array using the syntax

>> mops = ModelAndObservationPair (m);

which will create an mx1 array.

Once an mx1 ModelAndObservationPair array mops and a nx1 FreeParameter
array fps have been created, a DCDataset object can be formed.

>> dset = DCDataset (mops,fps);

This object is the basis for all further analysis.

To create a dataset with no model/experiment data, simply create an empty
ModelAndObservationPair by using the constructor with no inputs.

>> dset = DCDataset(ModelAndObservationPair,fps);

B.5 Surrogate Model Formulation

During the calculation of the consistency measure and response prediction (see
§B.6) and parameter optimization (see §B.7), for each ResponseModel that is not
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quadratic (or affine) the DC toolbox generates a quadratic surrogate model. This
happens automatically. The subdivision of the prior knowledge parameter domain
will be discussed in Section B.8. This section discusses how a quadratic is fit for each
ResponseModel on each subdomain.

Surrogate models and all fitting information is stored in a PolyDataset object,
which inherits from the DCDataset class.

B.5.1 Active Parameters and Parameter Transformations

Before the surrogate fit is made, some evaluations of the ResponseModel are made
to help determine “active” parameters. These are the parameters which are most
essential to the change in the ResponseModel’s output. Those parameters that are
considered not active, are set at their nominal values and then ignored (the surrogate
fit will not depend on them). This can reduce fitting time, as less evaluations are
needed to make a fit, but will potentially add fitting error.

Also to improve fit accuracy, the quadratic surrogate may have a logarithmic
dependence on some of its parameters, meaning the surrogate depends on the log;,
of some parameters. Which parameters are chosen to be log can be determined
automatically.

B.5.2 Iterative Fitting Algorithm for Surrogate Convergence

On the current subdomain, a quadratic might fit quite poorly. The fit will even-
tually be improved through a branch and bound algorithm. However, straight assess-
ment of the fitting error will not gage whether this fit is the best possible quadratic fit.
The iterative fitting algorithm continues to add samples to the regression, until the
quadratic fit stops changing. When the surrogate has “settled,” errors are assessed.

Two quadratic forms Q; and )> are compared over the domain H by evaluating
the normalized deviation between the functions

Q1(x) — Qa2(x) dx

H
/H Q2(x) dx

If the deviation has not met a tolerance, then more points are added to the regression
to create a new fit.

deviation =
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B.5.3 Evaluation Storage for Rapid Restarts

When the ’isSavedEnabled’ flag of an m-file based ResponseModel is set to true,
then evaluations of that model are stored in the “savedEvaluations” subdirectory of
the main DC directory. When a single m-file produces multiple responses, then all
responses are saved, even if only one of them is the current response being fitted.

Suppose that an m-file produces multiple responses and evaluations are flagged
for saving. When the surrogate model is generated for the ResponseModel associated
with one of the responses, all responses are saved to the hard disk. Subsequently, when
the ResponseModel for another response is generated, the points are loaded from the
disk, thereby reducing, and possibly eliminating the need for further evaluation of
that m-file.

If the computation is restarted, any saved evaluations can be reused for fitting.
Thus reducing the computation for creating surrogate fits from scratch. This also
provides a pseudo-backup for power outages and system crashes that occur during
long computations.

WARNING: If at any point, the simulation files are changed, you need to make
sure to clear all saved files. This can be done by either deleting the files in the
“savedEvaluations” subdirectory (and NOT the “savedEvaluationsDir.m”) or by us-
ing a method:

>> deleteSavedEvaluations(dset); Y%clears evaluations
%for a DCDataset
>> deleteSavedEvaluations(rm) ; Y%clears evaluations

hfor a single ResponseModel

B.5.4 Fitting Error Approximation

Once a quadratic surrogate has been generated, the maximum fitting error over the
domain is estimated. This is done with a combination of determining the error of the
fit points and validation points and via local searches with fmincon. The maximum
error found from these three methods is then added to the ResponseObservation error
to get the total error for a Model AndObservationPair.
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B.6 Response Prediction and Consistency Mea-

sure Calculations

Once a DCDataset has been created a consistency analysis can be performed by
creating ConsistencyTest object.

>> ctestObj = ConsistencyTest (dset);

This calculates the relative consistency measure, Cp

Cp :=max v

st le<1_’7)+le,ﬁt SME(X)_de Sue(l_’Y)_’_ue,ﬁt) 6217'--7m
Tl xeH

where I, l. g, U, and u. g, are the lower and upper experiment and surrogate fitting
errors, d. is the ModelObservation value, M, is a ResponseModel, and H is the
bounds defined by the FreeParameter object. We stress that this is the relative
consistency measure, because it was defined in an absolute sense in some of our
published work. If the consistency measure is positive, the dataset is said to be
consistent, if the consistency is negative it is inconsistent. Further, the consistency
measure is the percentage that all experiment uncertainty must be reduced in order
to achieve consistency.

Likewise, if a DCDataset is constructed, we can make predictions of the range of
values that an additional ResponseModel can take over the set of constrained feasible
parameters. This is posed as the creation of a ResponsePrediction object.

>> predObj = ResponsePrediction(rm0,dset);

Creating this object solves two optimization problems

Lo :=min Mj(x)

; le+lest < Me(X) —de < Ue 4+ Uesit, e=1,...,m
o xeH

Ry :=max My(x)

{le"_leﬁt§M6<X>_de§ue+ueﬁta6217'--7m
s.t. . ’
xeH

where M is the function corresponding to the predicted ResponseModel.

Both the consistency and predictions can be customized using a DCOptions object

(see §B.10).
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>> ctestObj = ConsistencyTest (dset,opts);

>> predObj = ResponsePrediction(rm0O,dset,opts);

In each calculation, quadratic surrogate models are fitted where required, and the
problem is formulated as a nonconvex quadratically constrained quadratic program
(NQCQP). Techniques for solving the NQCQP provide both outer and inner bounds
on the solutions.

B.6.1 NQCQP Formulation & Bounding

After surrogate fitting, the problems are formulated as Nonconvex Quadratically
Constrained Quadratic Programs. Outer bounds (upper bound on a maximization
and a lower bound on a minimization) are solved for using what is known as the S-
procedure. This formulates the problem as a semidefinite program which is solved
with the SeDuMi optimization package.

Inner bounds (lower bound on a maximization and an upper bound on a mini-
mization) are solved using a call to fmincon. Once an optimal parameter vector is
found for the quadratic surrogates, the original model is evaluated to create a true
inner bound.

B.6.2 Certification of Results

Once computation of the ConsistencyTest object or the ResponsePrediction ob-
ject is complete, the objects contain a large amount of information regarding the
calculation. This includes, but is not limited to,

e All branching locations for the branch and bound algorithm (see §B.8)

e All surrogate fits at each iteration of the branch and bound algorithm, with
fitting errors, and number of function evaluations

e Bounds on the objective for each subdomain during the branching

e Sensitivities of the optimal value to experiment and parameter uncertainty (see
§B.6.2.1).

The report method will generate a report on the calculations in HTML format
(which can be viewed with a web-browser) in the current directory.

>> report(ctestObj);

>> report (pred0bj) ;
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The bounds on the consistency measure are retrieved via

>> LB = ctestObj.LB; %lower bound on measure

>> UB

ctest0bj.UB; Yupper bound on measure

The bounds on the response prediction interval are retrieved in a similar fashion.

>> LBo = predObj.LBo; %outer bound on minimum
>> LBi = predObj.LBi; %inner bound on minimum
>> UBi = predObj.UBi; %inner bound on maximum
>> UBo = predObj.UBo; %outer bound on maximum

Furthermore, the parameter vectors that give the inner bounds are available.

>> LBx = predObj.LBx;

>> UBx

predObj.UBx;

B.6.2.1 Sensitivities

Outer bound computations automatically produce Lagrange multipliers. These
are extracted from the object by

>> ctestMults = ctestObj.upperBndMults;

>> predMults = pred0Obj.outerBndMults;

The prediction multipliers are in a structure with two fields .lower for the
minimization problem and .upper for the maximization problem. ctestMults,
predMults.lower, and predMults.upper are each a struct object with four fields:
.paraml, .paramu, .expl, and .expu representing the multipliers for the lower and
upper bound constraints for the parameter and experiments.

The objects can also convert the Lagrange multipliers to be sensitivities. These
are the partial derivatives of the optimal outer bound objective with respect to the
uncertainty bounds.
>> ctestSens = ctestObj.upperBndSens;

>> predSens = predObj.outerBndSens;

These are struct objects with the same form as the multiplier structs.
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B.7 Parameter Optimization

Parameter optimization is a process of selecting a vector of parameters that mini-
mizes some objective. The DC toolbox has a parameter optimization algorithm using
the NQCQP techniques.

>> paramOptimObj = ParameterOptimization(dset);

Attempts to find the vector of parameter values x that solves the problem

m
. 2
min 2 We(Me(x) — d.)
where w, are weights that are by default set to 1/u,.. This does so in the same general
method as consistency and prediction. It creates polynomial fits where required,
constructs an NQCQP, and computes upper and lower bounds on the objective. These
bounds are retrieved via

>> LB

paramOptimObj.costLB;

>> UB

paramOptimObj.costUB;

The optimal parameter vector is retrieved via

>> x = paramUptimObj.bestx;

A DCOptions can be provided to set various options.

>> paramOptimObj = ParameterOptimization(dset,opts);

It is also possible to minimize the 1-norm or the infinity-norm instead of the 2-norm.
This is done with

>> paramOptimObj = ParameterOptimization(dset,opts,norm);

where norm is either ’one’, two’, or ’inf’.

Furthermore, you can specify the weights w, as a mx1 vector (m being the number
of ModelAndObservationPairs in the DCDataset).

>> paramOptimObj = ParameterOptimization(dset,opts,norm,weights);
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B.8 Automatic Branch and Bound Algorithm

A branch and bound algorithm is provided for the computation of the Respon-
sePrediction, ConsistencyTest, and ParameterOptimization objects. By default, the
computations do not perform any branching, but by setting ’maxBranchBoundIter’
option in the DCOptions object to 2 or greater (see §B.10), the branch and bound
algorithm will performed automatically. The goal is to improve the surrogate fits by
examining smaller subdomains (making the surrogate a piecewise quadratic) and to
reduce the gap between inner and outer bounds.

Even when quadratic surrogates are already created, the branch and bound al-
gorithm can improve the gap between inner and bounds that is due to the convex
relation made the outer bounds.

B.8.1 Piecewise Surrogate Model Binary Tree

The branch and bound algorithm divides the domain into subdomains, and keeps
track of each of the relevant subproblems in a binary tree data structure. This
structure is contained by the PiecewiseSurrogateModelTree object. The user generally
will not see, nor deal with this object, but it is available in the ResponsePrediction,
and ConsistencyTest objects.

Each node of the tree represents a subdomain of the prior knowledge parameter
domain. The children of a node represent the partition of the node into subdomains.
Each division is along a single parameter. Each node includes surrogate fits and
optimization bounds. For a minimization, the optimal value is the minimum of the
optimal values over each of the leaves of the tree.

The tree structure provides a history of the algorithms behavior. It tracks where
splits are made, the intermediate surrogate fits, and the optimal values.

B.9 Warm Starting Using Previously Calculated

Piecewise Surrogates

Suppose that you run a consistency analysis, and results show that the consistency
measure is bounded in the interval [—0.23, 0.3]. More iterations of the branch and
bound algorithm should be able to resolve this gap. However, we have potentially
spent lots of time generating piecewise surrogate models for each of the ResponseMod-
els in the DCDataset. However, we do not have to completely restart the algorithm.
The ConsistencyTest constructor can take a ConsistencyTest object as one of its
inputs to warm start the branch and bound iteration.
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>> ctestObj = ConsistencyTest(dset);
>> opt = DCOptions(’maxBranchBoundIter’,2);
>> ctestObjNew = ConsistencyTest(ctest0bj,opt);
This can also be done with the ResponsePrediction objects and ParameterOp-

timization objects. Furthermore, the ResponsePrediction constructor can be warm
started with a ConsistencyTest object.

>> ctestObj = ConsistencyTest(dset); %first verify consistency

>> predObj = ResponsePrediction(rmO,ctest0bj);

B.10 Fine Tuning Via User Options

There are many options that a user can set when creating a ConsistencyTest, Re-
sponsePrediction, or ParameterOptimization object. These are set using the DCOp-
tions object.

>> opts = DCOptions;

This creates a DCOptions object with all options set to their default. If no DCOptions
object is provided to the algorithm, this is the default that is generated internally.

Options are set in one of two ways. The first is to list them during creation as
property /value pairs.

>> opts = DCOptions(PROPERTY1,VALUE1,PROPERTY2,VALUE2,...)

The second way is to use dot-referencing to change the defaults or current options
in an already created object. For example, say we wanted to turn off the >display’
option.
>> opts = DCOptions;

>> opts.display = ’none’;

The following is a list of all options the user can set, including their possible values
and meaning. First a simple option for the display level.
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’display’ (default=’iter’). Can be ’off’, ’final’, 'notify’, ’iter’, ’all’, or "ALL’.
Defines the amount of information printed to the screen during the algorithms.

The following properties affect the optimization algorithms.

’omitInnerBound’ (default=false) Can be true or false. If true, inner bounds are
not calculated. However, if ’maxBranchBoundIter’>1, then inner bounds are
calculated once for the branch and bound algorithm.

’omitOuterBound’ (default=false) Can be true or false. If true, outer bounds are
not calculated.

’maxBranchBoundIter’ (default=1) Can be any positive integer. Maximum number
of iterations of the branch and bound algorithm. If reached before tolerances
are met, the algorithm exits. The first iteration equates to the first calculation
before any branching. The second iteration is the calculations after the first
branch.

’branchBoundTermTol’ (default=0.02) Can be any positive number. The branch
and bound algorithm will stop if the gap between inner and outer bounds is
smaller than this number.

‘nRestart’ (default=2) Can be any positive integer. The number of times the inner
bound optimizations are restarted with a new seed. The result returned is the
optimum over all restarts.

’tolFun’ (default=1e-5) Can be any positive number. This is the function tolerance
used by the inner bound calculations (passed to fmincon).

tolCon’ (default=1e-5) Can be any positive number. This is the constraint toler-
ance used by the inner bound calculations (passed to fmincon).

’sedumiParEps’ (default=1e-9) Can be any positive number. This is the optimiza-
tion tolerance used by outer bound calculations (passed to SeDuMi).

constraints’ (default=[1 0 0 0]) A 1x4 array of 1’s and 0’s. Defines which trans-
formations to perform the optimization on. The first column is linXlinY, the
second is logXlinY, the third is linXlogY, and the fourth column is logXlogY,
where X is the parameters and Y is the model outputs. 1 means include the
indicated transformation in the optimization, 0 means exclude them. See the
’surfaceTransformation’ option.

The following properties affect how surrogate fits are made.

’fitNorm’ (default=2) Can be 2 or inf (the values, not the strings). This is the
norm of residual fitting error that is to be minimized by the fit. Ultimately,
the infinity-norm error is what is added to experiment uncertainties in the
optimization. However, the infinity-norm problem takes longer to solve, and for
large problems can run into memory issues.
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’findI0Transforms’ (default=true) Can be true or false. If true, uses some function
evaluations to determine which parameters should have a log,, transformation
for the best surrogate fit. Similarly, determines if the output should have a log,,
transformation.

’activeParamSelCutOff’ (default=0.05) Can be any positive number. A tolerance
used for truncating the active parameter list. Setting this value to zero will
insure all model parameters are used in the corresponding surrogate model.
100*activeParamSelCut Off roughly corresponds to the percent error introduced
by eliminating nonactive parameters. We suggest never exceeding 0.2.

'nPntsPerCoeff4ActiveParamSel’ (default=25) Can be any positive integer. Cor-
responds to the number of function evaluations per coefficients in the surrogate
fit that are computed to determine active parameters.

’surfaceFittingMode’ (default=’iterative’) Can be ’iterative’ or
>oneShot’. If ’iterative’, then surrogates are fitted using the iterative
fitting algorithm (see §B.5.2). If >oneShot’, then surrogates are fit only once
per iteration of the branch and bound algorithm.

‘plotFitProgress’ (default=’o0ff’) Can be ’off’ or ’on’. If on, and
’surfaceFittingMode’ is set to ’iterative’, then the difference metric
between successive surrogate fits during the iterative fitting algorithm is plot-
ted.

'minFitIter’ (default=3) Can be any positive integer less than or equal to the
'maxFitIter’ option. The minimum number of iterations of the iterative fitting
algorithm to perform if ’surfaceFittingMode’ is set to ’iterative’.

'maxFitIter’ (default=7) Can be any positive integer greater than or equal to the
’minFitIter’ option. The maximum number of iterations of the iterative fit-
ting algorithm to perform if >surfaceFittingMode’ is set to ’iterative’.

’nSuccessfulFitIter’ (default=2) Can be any positive integer. The number of
times successive iterations a fit must meet the *fitConvergenceTol’ on the
error convergence, before it is considered a good fit (if > surfaceFittingMode’
is set to ’iterative’).

’fitConvergenceTol’ (default=0.05) Can be any positive number. The tolerance
that the metric between successive surrogate fits must meet to be considered
“successful” (if >surfaceFittingMode’ is set to ’iterative’).

‘maxPntsd4Fit’ (default=Inf) Can be any positive integer. The maximum number
of points that can be used for a surrogate fit.

’nPntsPerCoeff40neShot’ (default=20) Can be any positive integer. ~ When
’surfaceFittingMode’ is set to ’oneShot’, this option determines the number
of evaluations to use per coefficients in the surrogate to create the surrogate fit.
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’subspaceDiscovery’ (default=’off’) Can be ’off’ or ’on’. When ’on’ and
when ’surfaceFittingMode’ is set to ’oneShot’, the surrogate fitting algo-
rithm attempts to find a lower dimensional active subspace upon which the
model depends.

’subspaceThreshold’ (default=0.1) Can be any positive number. When
’subspaceDiscovery’ is set to ’on’, this option determines the cutoff of
the singular values of a gradient matrix of the ResponseModel, thus determin-
ing the dimension of the active subspace. The cutoff is the first singular value
o; that satisfies opt.subspaceThreshold*o; > ;.

’derivRange’ (default=0.01) Can be any positive number. When ’subspaceDiscovery’
is set to ’on’, this option determines the spread of evaluations used to approx-
imate gradients of the ResponseModel. If the parameter domain is normalized
to be [—1, 1]", then opt.derivRange is the radius of the circle in these coor-
dinates that contains all points used to estimate a gradient. Larger values may
be required for ResponseModels with lots of noise.

’surfaceTransformation’ (default={’1inX1inY’}) This is a cell array of strings
listing the different transformations to be used when making a fit. This must
be a ’superset’ of the ’constraints’ option. Valid values are any cell array
containing one or more of the following: >1inX1inY’, *logX1linY’, ’1inXlogY’,
and ’logXlogY’.

‘useAl1Pnts4Fit’ (default=true) Can be true or false. After loading saved evalu-
ations, the fitting algorithm will use all points already available to create the
fit if this option is set to true. If set to false, the algorithm will only use the
amount it would have computed had there been no saved points.

'nLocalValidationSearches’ (default=3) Can be any nonnegative integer. When
validating a surrogate fit, the algorithm uses fmincon to search for the loca-
tion of the worst error. This option determines the number of restarts of this
procedure.

‘nPntsPerCoeff4Validation’ (default=250) Can be any nonnegative integer.
When validating a surrogate fit, the algorithm evaluates the ResponseModel
and the surrogate at a set of validation points to look for average and worst
case errors. This option determines the number of evaluations per coefficient
in the surrogate for this validation.

B.11 Examples

The toolbox comes with several built-in examples. These are very useful for
demonstration of the setup and basic operations associated with the toolbox. They
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can be found in the “examples” subdirectory of the main DC toolbox directory. The
following is a list and brief description of each example. We recommend that you look
at the m-file code for each example to see what it is doing and to read the comments
before running the example. It may also be useful to run the examples one cell at a
time using MATLAB’s “code cell” features.

Each example requires that the proper directories are added to the path via the
DCsetup script.

General Demos: In the “generalDemos” subdirectory of the “examples” direc-
tory, there are 3 examples. The three demo files — “demol _linearModels.m”,
“demo2_quadraticModels.m”, and “demo3_generalModel.m” — demonstrate
creating some toy DCDatasets using each of the three types of ResponseModel,
linear, quadratic, and general. These demos do nothing more than create the
DCDataset object.

GRI-Mech 3.0: In the “GRI” subdirectory of the “examples” directory is a demo
relating the GRI-Mech 3.0 dataset. This is a dataset of 77 experimental ob-
servables, with data and pre-created quadratic surrogate models. There are 102
parameters in the system. The file “gri_mech_demo.m” includes a demonstra-
tion of consistency testing, sensitivity analysis, and prediction with this system.
Since all model are already quadratic, the analysis is relatively quick; however,
it still takes a few minutes due to the large size of the system.

Simple nonlinear dynamic system: In the “Prajna” subdirectory of the “exam-
ples” directory is a modified example presented by Stephen Prajna at the 2003
IEEE Conference on Decision and Control. This example has a nice HT'ML file
in the “html” subdirectory of the “Prajna” directory called “runPrajnaExam-
ple.html” that can be viewed in a web browser. The HTML file shows the
output and comments from the file “runPrajnaExample.m.” This example
demonstrates a consistency check on the dataset, and uses multiple features
for nonquadratic models as well as evaluation saving.

Mass-Spring-Damper System: In the “massSpringDamper” subdirectory of the
“examples” directory is an example involving the displacement of a mass at-
tached to a spring and damper when a step input force is applied. The example
does not have quadratic models. There are 3 features examined, and the model
evaluations are saved on the hard disk. We suggest looking not only at the exam-
ple m-file "runMSDexample.m,” but also the model file “msdLinearModel.m.”

B.12 Conversion From Version 1.0

Conversion from version 1.0 to version 2.0 is pretty simple, albeit, possibly tedious.
The main thing you need to worry about is to make sure to run DCsetup at the
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beginning of each MATLAB session, and to make sure that if any DC objects are
created inside a function to include the command import DClab.*. Lastly, Table B.1
shows the object equivalence from version 1.0 to version 2.0.

Table B.1: Object conversion table, showing the names of equivalent objects from
versions 1.0 and 2.0 of the Data Collaboration toolbox.

’ Version 1.0 \ Version 2.0 ‘
ParameterAssertion FreeParameter
Experiment Assertion ResponseObservation
ModelAssertion ResponseModel
DatasetUnit ModelAndObservationPair
ConsistTest ConsistencyTest
Prediction ResponsePrediction
ParameterOptimization | ParameterOptimization
DCOptions DCOptions

All other objects are internal, and the user will most likely not interact with
directly.

B.13 Troubleshooting, Help, and Feature requests

There are several common mistakes that are made when using the Data Collabo-
ration toolbox that can lead to errors or incorrect results. They include

e If your models are flagged for saving evaluations, make sure that all old evalu-
ations are cleared when you make changes to the model file.

e Check the units on the parameters in your models and in your FreeParameter
objects. The analysis assumes that the FreeParameters are defined in the same
units as the ResponseModels (including transformations). The analysis also
assumes the output of the models is in the same units as the experiment data
and uncertainty with the default behavior. It is possible for the data and
uncertainty to defined in terms of the log of the ResponseModel output (see the
ResponseObservation command line help).

e Each FreeParameter should have a unique name, that is case-dependent.

e The FreeParameter array that is given to the DCDataset constructor should
include all FreeParameters listed by the MODELDOMAIN structures of the Respon-
seModels.
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Each of the objects and their methods have command line help. This can be
accessed by typing help followed by a space and the function name. For example to
read about the DCOptions object and all its properties, type

>> help DCOptions

If you have any more questions, come across any bugs, have suggestions, or want
to suggest features, please visit http://collab-sci.sourceforge.net/ and click on the
“Tracker” link.
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