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Abstract

Higgs to charm at ATLAS from today to tomorrow

by

Xiong Junwen

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Heather Gray, Chair

The Higgs boson, the mass mediator in the Standard Model (SM) of particle physics, was
discovered at the Large Hadron Collider (LHC) in 2012. Since then, measuring the decays
of the Higgs boson to fermions and validating the SM prediction have been one of the main
physics goals of the LHC. The Higgs boson to bottom quark decay (H → bb) has been
observed by the ATLAS collaboration during the LHC second data run (Run 2). Similarly,
upper limits have been set on the probability of the Higgs boson decaying to charm quarks
(H → cc) using ATLAS Run 2 data.

This thesis presents the latest ATLAS combined measurement of the Higgs boson decays to
bottom and charm quarks using Higgs produced in association with vector bosons (V H →
bb, cc). Novel machine learning techniques are used to improve signal purity. The most
stringent upper limits are set on µV H(cc) and κc to date. The observed (expected) µV H(cc)

upper limit is set to 11.3 (10.4) times the SM at the 95% confidence level (CL). The observed
(expected) κc upper limit at the 95% CL is |κc| < 4.2 (4.1). The expected µV H(cc) upper
limit is 3 times smaller compared to the previous analysis. In addition, the measurement
sets a stringent constraint on the ratio between the charm and the bottom Yukawa coupling
modifiers (κc/κb) as well. The observed (expected) κc/κb upper limit at the 95% CL is
|κc/κb| < 3.6 (3.5).

Improving flavor tagging performance can further improve the V H(→ cc) sensitivity. Includ-
ing electrons and muons from b-jet and c-jet decays can improve the current flavor tagging
performance by around 20%. Furthermore, the current H → cc sensitivity is limited by
the available data statistics. To improve the sensitivity in the future, increasing the dataset
is the key. At the HL-LHC, the ATLAS detector will collect 3000 fb−1 of data over 10
years, almost 20 times more data than the latest Run 2 analysis. However, to cope with
the increased data rate and radiation damage, various radiation hardness tests are needed
for the innermost layer of the HL-LHC ATLAS detector to inform the detector design and
operation. This thesis also presents the first X-ray irradiation campaign at the Berkeley Lab
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on testing the prototype inner tracker readout chip, ITkPixV1. The X-ray dose rates are
carefully calibrated and the measured ITkPixV1 radiation damage agrees well with the ex-
pectation, paving way for future X-ray radiation testing on site for inner tracker production
and operation.
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Preface
The work presented in the thesis was completed within the ATLAS collaboration. The thesis
aims to outline the background and key points of all projects, with my own contributions
explained in detail.

Search for Higgs boson decays to charm quarks I was one of the main analyzers
and internal note writers for the latest ATLAS Run 2 V H(→ bb, cc) analysis. The analysis
results are recently published [1]. The analysis is discussed in Chapter 4. The published
plots are labeled “ATLAS Preliminary”. Other plots are labeled “ATLAS Work in Progress”
as the plots are not approved for public distribution. My main contributions focus on the
V H(→ cc) phase space and are listed below:

• Validated the nominal and alternative Monte Carlo samples of the leading background
processes, Z+jets, by checking its yields and shapes.

• Derived the uncertainties over Z+jets acceptance ratios from all nominal variations and
alternative samples. Co-developed the uncertainty calculation framework in Python
adaptable for other samples such as top and diboson backgrounds.

• Derived the uncertainties of Z+jets shapes using CARL, a machine learning reweight-
ing algorithm. First tested the CARL shape uncertainties in the profile likelihood fit,
and established the work flow for other CARL shape derivations.

• Incorporated all Z+jets uncertainties in the profile likelihood fit. Investigated all
Z+jets nuisance parameter pulls and constraints to validate the fit performance. And,
updated the fit framework, such as nuisance parameter correlation, merging or splitting
fit regions, and changing fit variables, to better constrain all the uncertainties.

• Developed the κ interpretation framework and likelihood scan framework for final
result interpretations. Validated the unblinded V H(→ bb, cc) results for the V H(→ cc)
2-lepton phase space in addition to the main published results.

Radiation tolerance testing of ITkPixV1 I was the main person establishing the
Berkeley Lab X-ray radiation testing facility and conducted the first month-long radiation
campaign of the ITkPixV1 at Berkeley Lab. The results are summarized in Chapter 5.
ITkPixV2 has been carefully tested and approved for production. My main contributions to
testing ITkPixV1 are listed below:

• Set up the motion stage and the diode fixture for the X-ray calibration. Built the
calibration control software for the xy stage, diode readout, and X-ray machine.

• Conducted 12 hour-long calibration measurements for detailing the X-ray dose rates
in 2D planes at various z positions and X-ray tube currents. Validated that the X-ray
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dose rates decrease with decreasing currents and the beam size increases further from
the tube. And, confirmed the ideal dose rate and position for ITkPixV1 irradiation.

• Set up the ITkPixV1 irradiation box with stabilized Peltier cooling, X-ray, chip, and
environment monitoring. Conducted the first month-long X-ray irradiation campaign
of ITkPixV1 in Berkeley and characterized the chip threshold and ring oscillator per-
formance before and after 415-Mrad irradiation. Confirmed that the ring oscillator
radiation damage is as expected.

Soft-electron tagger for the flavor-tagging algorithm I was the main person incor-
porating the soft-electron information into the current flavor-tagging algorithm DL1d. DL1d
uses deep neural networks (DNN) to differentiate heavy-flavor jets. The results are sum-
marized in Section 3.4. The soft-electron variables are currently being considered for the
latest ATLAS flavor tagging algorithm, GN1. My main contributions to developing the
soft-electron tagger are listed below:

• Developed and optimized the soft-electron selection criteria and electron variables for
the flavor-agging algorithm using the official Monte Carlo samples for DL1 trainings.
Confirmed that the latest DNN electron identification algorithm can effectively select
soft electrons.

• Trained DL1re and DL1de and demonstrated 30% improvements for light-jet rejection
compared to baseline DL1r and DL1d. Tested various settings for hyperparameters
using Optuna and confirmed that the default setting is optimal.
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Chapter 1

Introduction

The history of mankind is about exploration. From the Stone Age, to Confucius, Renais-
sance, and Industrial Revolution, the intricacy of philosophy, art, and technology is de-
veloped and explored to an unprecedented scale. At large scales, we can now explore the
history of universe from billions of years ago. At small scales, high-energy colliders enable
us to probe a distance less than 10−18 m. Ever since Rutherford discovered the proton, a
particle smaller than an atom, the quest to explore the elementary building blocks began.
Today, after decades of studies, we understand that protons are made of quarks. Similar to
the periodic table of elements in chemistry, the 26 known elementary particles are organized
in the Standard Model of particle physics.

The Standard Model of particle physics has been developed by both experimental evi-
dence and theoretical postulates. The framework successfully explains the interactions be-
tween all elementary particles except gravity. The discovery of the Higgs boson in 2012
at the ATLAS and CMS experiments at the Large Hadron Collider (LHC) was one of the
strongest proofs of its validity. Ever since the discovery, there have been a plethora of studies
on the newly discovered Higgs boson. All further confirm the Standard Model predictions of
the Higgs decays, productions, and other properties. However, we know the story does not
end with the current Standard Model of particle physics. Evidence from cosmology points
to matter components beyond the known elementary particles. And, Higgs boson, the only
scalar particle in the Standard Model and the mass mediator, might be a portal to any new
physics currently hidden from sight.

While most Higgs decay channels have been measured, the Higgs boson couplings to
lighter quarks are difficult to probe in the LHC due to the busy hadronic environment
in proton-proton collisions and the small coupling constants to light masses. This thesis
presents the latest ATLAS Higgs to charm search using the Run 2 dataset recorded from
2015 to 2018. The expected V H(→ cc) signal strength upper limit is improved by a factor
of three compared to the previous analysis, thanks to novel machine learning tools [1, 2].
The analysis also includes the Higgs to bottom phase space, setting a stringent upper limit
on the ratio between the charm and the bottom Yukawa couplings.

The excitement of particle physics lies in discovering new physics beyond the current



CHAPTER 1. INTRODUCTION 2

Standard Model. This may be achieved by accessing higher energies or better precision.
While machine learning has been widely used in ATLAS measurements to improve the signal
sensitivity, pushing to even higher precision requires more data. The high-luminosity LHC
(HL-LHC) aims to deliver 20 times more data than Run 2 from 2029 to 2040. However, the
increased luminosity at the HL-LHC means even busier background environment and high
radiation damage for the ATLAS detector. The innermost layer of the ATLAS detector thus
needs substantial upgrades. This thesis also presents results in characterizing the ATLAS
high-luminosity LHC inner-tracker readout chip radiation hardness.

The thesis is structured as follows. Chapter 2 provides a brief overview of the Standard
Model of particle physics and the Higgs phenomenology at the LHC. Chapter 3 introduces the
Run 2 ATLAS detector and object reconstruction. Chapter 4 discusses the V H(→ bb, cc)
analysis in detail. Chapter 5 gives an overview of the ATLAS high luminosity upgrades,
discusses the basic silicon detector properties relevant to the inner tracker upgrade, and
describes the first X-ray radiation campaign on the inner tracker readout chip at Berkeley.
Chapter 6 gives a brief summary and an outlook for the thesis.
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Chapter 2

Theoretical background

The Standard Model of particle physics (SM) was first proposed in the 1970s to explain
various phenomena discovered about elementary particles [3]. Since then, the SM has been
studied and developed by many particle physics theorists and experimentalists. In this thesis,
the SM is the theoretical basis in which results from the Large Hadron Collider (LHC) and the
ATLAS experiment can be motivated and interpreted. Section 2.1 discusses the Standard
Model theories. Section 2.2 introduces the relevant phenomenology for the LHC and the
Higgs boson.

While the SM is hugely successful in explaining various phenomena, in particular the
Higgs physics, there are many open questions to be resolved. The energy scale Λ at which
new physics occurs may be well above the energy scales that the LHC or future colliders can
probe. Looking for hints of beyond the SM (BSM) physics in all possible corners might be
the main focus of particle physics for generations to come.

2.1 The Standard Model of particle physics
The Standard Model of particle physics describes the elementary particles and their inter-
actions. The interactions can be summarized in the SM Lagrangian, as discussed in Section
2.1.1. The SM describes three of the four fundamental forces: electromagnetism, strong
interactions, and weak interactions [4, 5, 6]. Electromagnetism and weak interactions are
unified as electroweak (EW) interactions by the Glashow-Salam-Weinberg (GSW) model [7].
However, so far, the SM cannot describe the fourth fundamental force, gravity.

The fundamental interactions in the SM are described by Lorentz invariant quantum field
theory (QFT). QFT describes quantum mechanics in the relativistic regime. All elementary
particles are treated as fields in QFT. In addition, the SM respects local gauge symmetries.
That is, the SM Lagrangian is invariant under local gauge transformations. The symmetry
is local, as it is space-time dependent. The SM gauge symmetry is:

SU(3)C × SU(2)L × U(1)Y (2.1)
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SU(3), SU(2), and U(1) are all Lie groups with specific Lie algebra and generators of the
respective group [8]. In addition to the local symmetries in Equation 2.1, the SM also
respects some global symmetries such as charge conservation [4]. Here, charge refers to the
electric charge of particles.

Among the three fundamental forces, the strong interaction is governed by quantum
chromodynamics (QCD) and respects the SU(3) color symmetry. The weak interaction
respects the SU(2) left symmetry, as the weak interaction only involves left-handed particles.
Electromagnetism is described by quantum electrodynamics (QED) and obeys the U(1) QED
symmetry. As mentioned above, electromagnetism and weak interactions are unified. The
unified electroweak interactions respect the SU(2)L × U(1)Y symmetry. Here, Y stands for
hypercharge. More details about QCD, electroweak interactions, and gauge symmetries are
discussed in Section 2.1.1. In addition to local gauge symmetries, the masses of elementary
particles are generated by electroweak symmetry breaking or the Brout-Englert-Higgs (BEH)
mechanism [9]. The BEH mechanism is discussed in Section 2.1.2.

Interaction strengths The three fundamental interactions described in the SM are char-
acterized by different coupling strengths. The fine structure constant α is the coupling
strength of QED.

α(me) =
e2

4π
≈ 1/137 (2.2)

All SM formulas in the thesis use the natural unit: h̄ = c = 1. Here, c is the speed of light, h̄
is the reduced Planck constant, e = 0.303 is the electric charge, and me is the electron mass.
The coupling strengths are evaluated at specific energies. The strong interaction coupling
strengths are αs and gs. The coupling strength αs follows the convention in the fine structure
constant and has a factor of 4π compared to gs.

αs(m
2
Z) =

g2s
4π

≈ 0.118 (2.3)

where mZ is the Z-boson mass. The weak interaction coupling strengths are αW and g.

αW =
g2

4π
≈ 1/30 (2.4)

The QED and the strong interaction coupling strengths α and αs are evaluated at q =
me and q2 = m2

Z , where q is the force carrier momentum. This is due to the running
of coupling constants. That is, the interaction strength depends on the scale at which it
is evaluated. More details are discussed in Section 2.1.1. At the energy scales discussed
above, the strong-interaction strength is the largest among the three interactions. The
weak interaction coupling strength is larger than the electromagnetic interaction. However,
electroweak interactions are suppressed by 1/v2, where v is the vacuum expectation value
around 246 GeV. At a low-energy scale around 100 GeV, the weak interactions are negligible.



CHAPTER 2. THEORETICAL BACKGROUND 5

Elementary particles All SM elementary particles are listed in Figure 2.1. There are
three types of particles: matter particles, vector bosons, and scalar boson.

• Matter particles: The matter particles are fermions with spin 1/2. In the SM La-
grangian, they are represented as Dirac spinors, which are 4-component wave functions
and satisfy the Dirac equation. There are three generations of matter particles, with
the first generation being the lightest particles and the third generation the heaviest.
Within the matter particles, there are two types:

– Quarks: Quarks have color charge and interact through strong interactions in
addition to electroweak interactions. The color charge for strong interactions are
equivalent to the electric charge in electromagnetism. The up, charm, and top
quarks can be grouped as the up-type quarks. The electric charge of the up-type
quarks is 2/3 and that of the down-type quarks is -1/3.

– Leptons: The leptons are colorless and interact only through electroweak inter-
actions. Neutrinos are chargeless, while electrons, muons, and tau-leptons have a
-1 electric charge. From neutrino oscillation experiments, neutrinos are known to
have small mass. The current electron anti-neutrino mass limit is set at 0.8 eV,
orders of magnitude smaller than the known electron mass [10]. There are three
neutrino flavors: electron, muon, and tau flavor neutrinos.

• Vector bosons: The force carriers for the three forces described in the SM are vector
bosons with spin 1. As the forces respect the SM gauge symmetry, the vector bosons
are also called gauge bosons. Gluons are the force mediator of QCD. Photons are the
force mediator of QED. W bosons are the force mediator of weak interactions, which
is chiral and violates the parity. Together, photons, W and Z bosons are the force
mediators of electroweak interactions. Gluons and photons are massless. W and Z
bosons are massive. Gluons, photons, and Z bosons have zero charge. W bosons have
±1 electric charge, W+ and W−. More details about vector boson interactions are
discussed in Section 2.1.1.

• Scalar boson: There is only one scalar, i.e. spin-0, boson in the SM, the Higgs boson.
The Higgs boson is generated from the BEH mechanism. The Higgs boson breaks the
electroweak symmetry SU(2)L × U(1)Y to U(1)QED. This generates mass for the W±

and Z bosons and keeps the photons massless. More details of the interactions between
the Higgs boson, vector bosons, and matter particles are discussed in Section 2.1.2.

In addition to particles, there are antiparticles. Particles and antiparticles have the same
properties such as mass and spin. However, when particles have charge, the antiparticles
have the opposite charge as the particles. In the SM Lagrangian, particles undergo charge
conjugation to become their antiparticles. The photon, the Z boson, and the Higgs boson
are their own antiparticles. Whether neutrinos are their own antiparticles is currently inves-
tigated by many neutrinoless double beta decay (0νββ) experiments [11]. The anti-gluons
have the anti-color charge of gluons. More details are discussed in Section 2.1.1.1.
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In the SM, the weak interaction has chirality. The chiral states are the eigenstates of the
γ5 matrix. The γ5 matrix is defined by four 4× 4 Dirac matrices, where γ5 = iγ0γ1γ2γ3. A
particle can be decomposed into its left-handed and right-handed chiral components. The
chiral states of a fermion field ψ can be written in terms of the left-handed and right-handed
projection operators: PR = 1/2(1 + γ5) and PL = 1/2(1− γ5).

ψ = PLψ + PRψ = ψL + ψR (2.5)

Here, ψL and ψR are the left- and right-handed components of ψ. At high energies, the chiral
eigenstates are approximately the same as the helicity eigenstates. The spin is parallel to
the momentum for right-handed particles and anti-parallel for left-handed particles. In weak
interactions, W bosons interact only with left-handed particles and right-handed antiparticles.
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Figure 2.1: All SM particles [12]. All matter particles are listed in squares in the left three
columns. The electric charges of the particles are shown in green bars at the top right corners
of the squares. The color charges of the particles are shown in pink bars. The spin of the
particles are shown in orange bars at the bottom right corners of the squares. The mass
of the particles are written at the top left corners of the squares. Quarks are shown in the
first two rows and leptons in the last two rows. The four known force carriers and the Higgs
boson are listed in squares next to the matter particles with different color backgrounds.
The hypothetical graviton, the force carrier of gravity, is also listed next to all known SM
particles.

2.1.1 The Standard Model Lagrangian
The SM Lagrangian in Equation 2.6 captures the SM elementary particle interactions under
the SU(3)C × SU(2)L × U(1)Y symmetry, QCD and electroweak interactions. When cal-
culating the interaction cross sections, the interaction rates from initial-state particles i to
final-state particles f are captured in the matrix element, −iMfi. The matrix element can be
read directly from the Lagrangian using Feynman rules. Table 2.1 shows the representations
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of all fermions in the SM local gauge symmetries and their quantum numbers.

LSM =− 1

4

8∑
a=1

Ga
µνG

µν
a − 1

4
BµνB

µν − 1

4

8∑
a=1

W a
µνW

µν
a

−
∑

i=1,2,3

∑
f=qL,uR,dR,lL,eR

f iiγ
µDµfi

+ (Dµϕ)
†(Dµϕ)− V (ϕ)

−
∑
i,j

(
(yu)ijqLiϕ̃uRj + (yd)ijqLiϕdRj + (ye)ijlLiϕeRj + h.c.

)
(2.6)

In the equation above, the particles are represented by fields and Dirac spinors:

qLi, qLi, uRi, uRi, dRi, dRi, lLi, lLi, eRi, eRi (2.7)

When particles interact, the incoming particle to an interaction vertex is represented by a
spinor f . And, i runs through the three generations of fermions. The outgoing particle from
the vertex is represented by an adjoint spinor f = f †γ0. γ0 is one of the four 4 × 4 Dirac
matrices. All particle fields are divided into left-handed and right-handed particles. The
left-handed particles are grouped in isospin doublets as shown in Table 2.1. So far, right-
handed neutrinos have not been observed and are thus not included in the SM Lagrangian
[13]. In the quark sector, up-type and down-type quarks have different Yukawa matrices, yu
and yd, as discussed in Section 2.1.2.

The force carriers are represented by the fields:

Ga
ν , W a

µ , Bµ, ϕ, ϕ̃ (2.8)

Here, ∂µ is the four-derivative and Ga
ν is the gluon field. And, W a

µ and Bµ are the SU(2)L ×
U(1)Y gauge bosons. The subscript µ of Ga

µ, W a
µ , and Bµ refers to the components of the

four-potential. How W a
µ and Bµ are mapped to the physical W bosons, Z bosons, and

photons is discussed in Section 2.1.1.2. Moreover, ϕ and ϕ̃ are the scalar Higgs fields. And,
ϕ̃ is the conjugate Higgs field: ϕ̃ = iσ2ϕ∗, where σ2 is one of the three 2× 2 Pauli matrices.
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Particle SU(3) rep-
resentation

SU(2)L representa-
tion

SU(2)L I3 U(1) Y Q

qLi =

(
uLi
dLi

)
3

2 1/2 1/6 2/3
-1/2 −1/3

uRi 1 0 2/3 2/3
dRi 1 0 −1/3 1/3

lLi =

(
νeLi
eLi

)
1 2 1/2 −1/2 0

−1/2 −1/2 −1
eRi 1 0 −1 −1

Table 2.1: Quark and lepton SU(3) and SU(2) representations and quantum numbers. 3, 2,
and 1 represent SU(3) triplet, SU(2) doublet, and SU(3) or SU(2) singlet. I3 is the third
component of SU(3) isospin. U(1) Y is the U(1) hypercharge. Q is the electric charge. i
refers to the three generations of fermions.

2.1.1.1 Quantum chromodynamics (QCD)

The strong interaction is described by quantum chromodynamics (QCD). As discussed above,
gluons are the force carriers of the strong interaction. The underlying local gauge symmetry
of QCD is the SU(3) color symmetry. The eight generators of the SU(3) symmetry, T a,
are defined by the eight 3 × 3 Gell-Mann matrices, λa. T a = 1/2λa. The eight generators
correspond to eight gluon fields.

The QCD Lagrangian is defined as:

LQCD = −1

4

8∑
a=1

Ga
µνG

µν
a −

∑
f=t,b,c,s,u,d

(qiγµDµq −mqqq) (2.9)

Here, the field strength and covariant derivative are defined by:

Ga
µν = ∂µG

a
ν − ∂νG

a
µ + gsf

abcGb
µG

c
ν (2.10)

Dµ = ∂µ − igsG
a
µT

a (2.11)
As discussed before, gs is the strong coupling constant and Ga

µ is the gluon field. Moreover,
fabc is the gauge group structure constant, defined as [T a, T b] = ifabcT c.

The gauge-invariant kinetic interaction between the gluons and the fermion matter is
described by the covariant derivative in Equation 2.11. The SU(3) color symmetry is also
non-Abelian, meaning that the group generators do not commute with each other. The
non-Abelian gauge theory is also called the Yang-Mills theory. The gluon self-interaction is
described by the field strength tensor term, Ga

µνG
µν
a , in Equation 2.9.
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The SU(3) color states have three degrees of freedom, labeled red, green, and blue,
represented by three orthogonal 3×1 vectors. The quarks carry one of the three colors. The
gluons are an octet of the color states. Except quarks and gluons, other SM particles do not
have colors or experience strong interactions.

As shown in Table 2.1, leptons are colorless SU(3) singlets, whereas quarks are color
triplets under the SU(3) fundamental representation. The QCD exhibits color confinement,
meaning that the individual quarks or gluons cannot be observed directly and only hadronic
colorless singlet states can be observed.

Renormalization The interaction cross sections determined in experiments are calculated
from the SM Lagrangian using Feynman diagrams. Feynman diagrams expand the matrix
elements into a perturbation series. For each tree-level leading-order (LO) Feynman diagram,
there is an infinite set of higher-order loop corrections. Renormalization absorbs the infinite
set of corrections into the coupling constants at an arbitrary renormalization scale µr. The
renormalization scale is the physical scale where the quantities are renormalized and needs
to be considered when assessing the theoretical uncertainties as discussed in Section 4.4.

After renormalization, the coupling constants are momentum-dependent as shown in
Equations 2.2-2.3. This is called the running of the coupling constants.

In the case of QCD, αs decreases significantly with increasing momentum. At 1 GeV, αs is
of O(1). The quarks are bound into hadrons and perturbation theory cannot be used. Above
100 GeV, αs is sufficiently small; quarks can be treated as free particles and perturbation
theory can be used. This phenomenon is called asymptotic freedom.

2.1.1.2 Electroweak interactions

W a
µν and Bµν are the field strength tensors of electroweak interactions. Similar to QCD, the

SU(2)×U(1) electroweak interactions are non-Abelian and include self-interactions between
the gauge bosons described by the field strength tensors:

W a
µν = ∂µW

a
ν − ∂νW

a
µ + gϵabcW b

µW
c
ν (2.12)

Bµν = ∂µBν − ∂νBµ (2.13)
The SU(2) generators T a are defined in terms of the three 2× 2 Pauli matrices, T a = 1/2σa.
The Levi-Civita symbol, ϵabc, is the gauge group structure constant, [σa, σb] = 2iϵabcσc. The
three generators correspond to three W a

ν fields.
The interactions between the W bosons and the fermions are chiral. The interactions

between the left-handed and right-handed leptons and quarks are defined as:

−
∑
i

(
lLiiγ

µDµlLi + eRiiγ
µDµeRi + qLiiγ

µDµqLi + uRiiγ
µDµuRi + dRiiγ

µDµdRi

)
(2.14)

DµfLi =
(
∂µ − igW a

µT
a − ig′Y Bµ

)
fLi (2.15)
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DµfRi = (∂µ − ig′Y Bµ) fRi (2.16)
where g is the SU(2)L coupling constant and g′ is the U(1)Y coupling constant. The elec-
troweak coupling g, g′, and e are related as follows:

g =
e

sin θw
= 0.64 g′ =

e

cos θw
= 0.34 tan θw = g′/g (2.17)

where θW is the weak mixing angle and Y is the hypercharge. The electric charge is related
to the hypercharge as following:

Q = I3 + Y (2.18)
where I3 is the third component of the SU(2) weak isospin. All quark and lepton charge and
weak isospin are summarized in Table 2.1. All right-handed quarks and leptons are SU(2)L
weak isospin singlets. On the other hand, left-handed quarks and leptons are defined as weak
isospin doublets. The left-handed top and bottom particles differ by one electric charge but
have the same hypercharge. Right-handed neutrinos have not been observed and are not
included in the SM [13].

Physical bosons The physical W± bosons can be obtained from the gauge eigenstates as:

W±
µ =

1√
2
(W 1

µ ∓ iW 2
µ) (2.19)

The third component of the W a
µ field, W 3

µ , is neutral and mixes with the Bµ field. The
physical neutral Z bosons and photons can be obtained from the gauge eigenstates as:(

Aµ

Zµ

)
=

(
cos θW sin θW
− sin θW cos θW

)(
Bµ

W 3
µ

)
(2.20)

where the weak mixing angle θW is the rotation angle in switching the basis. The mass
eigenstates arise from the BEH mechanism discussed in Section 2.1.2.

CKM matrix While the strength of weak interactions is the same for all leptons (lepton
universality), W bosons preferentially decay to ud and cs [14]. And, the quark flavor changes
through interactions with the W bosons. CKM (Cabibbo–Kobayashi–Maskawa) matrix
contains the weak interaction flavor changing strengths. The CKM matrix is embedded in
Equation 2.15, the electroweak interactions between gauge bosons and left-handed quarks.
In the equation, uL and dL quarks are in the flavor basis. The quarks can be rotated to
the mass basis by: uL → (UuL

)ijuLi and dL → (UdL)ijdLi. The CKM matrix is defined as:
VCKM = U †

uL
UdL . The diagonal entries of the CKM matrix tend to be around 1. Unlike W

bosons, the Z boson and photon interactions are not affected by the CKM matrix and do
not change quark flavors. Similarly, quark flavors are conserved in QCD and QED as well.

Weak interactions are chiral and do not conserve parity. Parity operators invert the
spatial coordinates of particles. Parity is conserved in QED and QCD. Overall, the quark
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sector of weak interactions does not conserve CP-symmetry, which means that the interaction
rates are different under charge conjugation and parity operators. CP violation from the
CKM matrix is one of the few known CP-violating effects in the SM that could accommodate
the matter-antimatter asymmetry. However, it is not enough to explain the observed matter-
antimatter asymmetry [15].

2.1.2 The BEH mechanism
The BEH mechanism introduces a scalar Higgs boson into the SM, breaks the EW symmetry,
and thus generates masses for particles. The Higgs Lagrangian is defined by [4, 6]:

LHiggs = (Dµϕ)
†(Dµϕ)− V (ϕ) (2.21)

V (ϕ) = −µ2ϕ†ϕ+ λ(ϕ†ϕ)2 (2.22)
where the covariant derivative Dµ is the same as in Equations 2.15. And, µ and λ are free
parameters controlling the Higgs potential. In addition, the Yukawa coupling between the
Higgs field and the quark sector follows:

LY ukawa,quark =
∑
i,j

(
(yu)ijqLiϕ̃uRj + (yd)ijqLiϕdRj

)
+ h.c. (2.23)

where h.c. stands for the Hermitian conjugate. The Higgs conjugate field: ϕ̃ = iσ2ϕ∗. The
Yukawa coupling between the Higgs field and the lepton section is described as:

LY ukawa,lepton =
∑
i,j

(ye)ijlLiϕeRj + h.c. (2.24)

While the interactions between the Higgs boson and the massive vector bosons are em-
bedded in the covariant derivative, the Yukawa couplings between the Higgs boson and the
fermions are appended to the SM Lagrangian in an ad hoc fashion.

Electroweak symmetry breaking The BEH mechanism breaks the electroweak symme-
try SU(2)L × U(1)Y to U(1)QED by introducing a Higgs doublet ϕ:

ϕ =

(
ϕ+

ϕ0

)
=

1√
2

(
ϕ1 + iϕ2

ϕ3 + iϕ4

)
(2.25)

Like other weak isospin doublets, the electric charges of the upper and lower components
differ by one. For µ2 > 0 and λ > 0, the Higgs potential V (ϕ), illustrated in Figure 2.2, has
an infinite set of minima at:

ϕ†ϕ =
1

2

(
ϕ2
1 + ϕ2

2 + ϕ2
3 + ϕ2

4

)
=
v2

2
=
µ2

2λ
(2.26)
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where v is the vacuum expectation value of the Higgs field. The Higgs field can be expanded
around one specific minima in the unitary gauge and thus break the electroweak symmetry
as:

ϕ =
1√
2

(
0

v + h(x)

)
(2.27)

where h(x) is the massive scalar Higgs boson and x is the spacetime coordinate. With the
expression in Equation 2.27, the covariant derivative term in Equation 2.21 describes the
interaction between the three gauge bosons and the Higgs boson. The masses of the gauge
bosons are determined as:

mW =
1

2
gv, mZ =

1

2
v
√
g2 + g′2 =

mW

cos θW
, mA = 0 (2.28)

The mass of photon, mA, is zero. The masses of the Higgs boson is:

mh =
√
2λv (2.29)

The couplings between the Higgs boson and the massive gauge bosons are shown in Figure
2.3. The Higgs boson does not directly couple to any massless particles. It can interact with
massless particles through loops of massive particles such as the top quark or the W boson.
The Higgs potential term also allows the Higgs trilinear and quartic self-interactions.

Figure 2.2: Illustration of the Mexican-hat shaped Higgs potential with an infinite set of
minima [16].
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W+

W−

h

m2
W /v

Z

Z

h

m2
Z/v

Figure 2.3: The couplings between the Higgs boson and the massive gauge bosons.

Higgs-to-fermion Yukawa couplings The couplings Higgs-to-fermions are illustrated
in Equations 2.23-2.24. For leptons, the Yukawa coupling matrix, (ye)ij, can be diagonalized
without affecting any other parts of the Lagrangian, such as kinematic interactions. The
diagonalized Yukawa matrix is expressed in terms of lepton masses: (ye)i =

√
2(me)i/v.

For quarks, two Yukawa matrices, (yu)ij and (yd)ij, can be diagonalized. The diagonalized
mass matrices have: (yu)i =

√
2(mu)i/v and (yd)i =

√
2(md)i/v. The quark mass basis

interacts with the W bosons differently through the CKM matrix, as discussed in Section
2.1.1. In summary, the Higgs couplings to fermions are shown in Figure 2.4. As the right-
handed neutrinos are not found or included in the SM, the neutrino mass may or may not
be generated by the BEH mechanism. One postulate of generating the neutrino mass from
Higgs is the seesaw mechanism [4].
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Figure 2.4: Couplings between the Higgs boson and fermions.

2.1.3 Free parameters in the SM
In summary, the SM Lagrangian in Equation 2.6 has 23 free parameters. Many measurable
quantities are interrelated, giving strong experimental tests to the validity of the SM. All
latest experimental measurements of the free parameters are summarized by the Particle
Data Group [17].

• Yukawa couplings: 9 Yukawa couplings, (ye)i, (yu)i, and (yd)i, between the Higgs
boson and the fermions. In the SM, the Yukawa coupling strengths are determined by
the fermion mass and the Higgs vacuum expectation value. Yukawa couplings can be
measured through Higgs productions and decays. In this thesis, both the Higgs-charm
and Higgs-bottom couplings, yc and yb, are measured.

• Higgs potential: 2 parameters of the Higgs potential, µ and λ. Or equivalently, the
Higgs mass mh and the vacuum expectation value v, with mh = 125.11 ± 0.11 GeV
[18] and v ≈ 246 GeV [17].

• Coupling constants: 3 coupling constants, gs, g, and g′ for strong and electroweak
interactions. Or equivalently, α, αs, and αW in Equations 2.2-2.4. The masses of the W
and Z bosons are related to the vacuum expecation value v and the coupling strengths
g and g′.

• CKM matrix and PMNS matrix: 8 mixing angles between the CKM matrix and
the PMNS matrix. The 3 × 3 CKM matrix can be parameterized by 4 parameters.
Given the focus of this thesis, the PMNS matrix is not discussed. Similar to the CKM
matrix, the PMNS matrix is the rotation matrix between the mass eigenbasis and the
flavor eigenbasis of the three neutrino flavors [4].
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• Strong CP phase: θQCD. The strong CP phase θQCD is related to the strong CP
problem and governs the negligible CP violation in QCD.

2.2 LHC phenomenology and Higgs physics
The previous section provides an overview of the SM and describes the fundamental forces.
High-energy colliders can generate heavy particles such as the Higgs boson and are an op-
timal platform to test the theoretical predictions. In this section, Section 2.2.1 discusses
the phenomenology behind proton-proton collisions at the LHC. Section 2.2.2 introduces
Higgs physics at the LHC. And, Section 2.2.3 quickly discusses the event generation steps in
ATLAS.

2.2.1 LHC phenomenology
As discussed above, due to asymptotic freedom, at high energies, quarks can be viewed as
free particles. The LHC collides protons at high energies. The valence quarks (u, u, d)
and sea quarks inside protons collide with each other as point-like partons. Thus, the cross
sections of high energy proton-proton collisions can be summarized as [19]:

σpp→f (s, µ
2
r, µ

2
f ) =

∑
i,j

∫ 1

0

dx1

∫ 1

0

dx2 fi(x1, µ
2
f ) fj(x2, µ

2
f ) σ̂ij→f (ŝ, µ

2
r, µ

2
f ) (2.30)

where s is the is the total center-of-mass energy of the colliding protons. The renormalization
scale µr is discussed in Section 2.1 and µf is the factorization scale. The functions fi(x1, µ2

f )
and fj(x2, µ

2
f ) are parton distribution functions (PDFs) of the colliding partons including

gluons, up and down quarks, etc. The PDFs are integrated over the momentum fractions x1
and x2. For the valence up and down quarks inside protons:∫ 1

0

uV (x) dx = 2,

∫ 1

0

dV (x) dx = 1 (2.31)

The second part of Equation 2.30, σ̂ij→f , is the cross section of the hard-scattering event
from initial partons i and j to the final state f . And, ŝ is the center-of-mass energy of the
colliding partons.

Equation 2.30 is enabled by factorization. Factorization means that calculations follow:
σ = f ⊗ H, where f is the universal non-perturbative PDFs and H is the short-distance
perturbative hard scattering. The physical scale at which factorization holds is the factor-
ization scale µf . Both the PDFs and the hard scatter cross section depend on the µf choice.
Similar to the renormalization scale, the factorization scale affects the final observables and
should be considered as a theoretical uncertainty.

PDFs can be extracted from various high-energy experiments [17, 20]. Different exper-
iments, such as LHC, Tevatron, and HERA, offer PDF measurements at different phase
space. An example of the PDFs is shown in Figure 2.5. The PDFs are also dependent on
the choice of αs.
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Figure 2.5: PDFs evaluated at µr = µf = µ = 10GeV2 (left) and 100GeV2 (right) [21].
The gluon PDFs dominate at low momentum. And, uV (x) ≈ 2dV (x). The PDFs can be
evaluated at a large range of energy levels. At higher energies, protons tend to have higher
fraction of low momentum quarks [4].

2.2.2 Higgs productions and decays
The Higgs boson is the mass mediator of the SM theory, as discussed in Section 2.1. It is
the only scalar gauge boson, meaning spin = 0. It arises not from local gauge symmetries
but from electroweak symmetry breaking.

The Higgs boson is related to various important questions in particle physics [22]. To
name a few: the vacuum stability of the universe [23], the baryogenesis phase transition [24],
and the dark sector [25].

The LHC offers exciting opportunities to understand the role of the Higg bosons in our
universe. In this section, the production and decay channels of the Higgs boson at the LHC
are discussed. Knowing the Higgs production cross section σ(pp→ H) and the Higgs decay
branching ratio BR(H → X), the cross section for any given process σ(pp → H → X) can
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be calculated as:

σ(pp→ H → X) = σ(pp→ H)× BR(H → X) = σ(pp→ H)× ΓX
H

Γtotal
H

(2.32)

where Γtotal
H is the total decay width of the Higgs boson and ΓX

H is the partial decay width to
the final state X. The branching ratio BR(H → X) is thus the probability of Higgs decaying
to the final state X.

Production channels at the LHC Main production channels with the largest cross
sections are shown in Figure 2.6: gluon-gluon fusion (ggF), vector-boson fusion (VBF),
associated production with a vector boson (VH or Higgstrahlung), associated production
with a pair of top or bottom quarks (ttH, bbH), and lastly associated production with a
single top quark (tH). Their Feynman diagrams are shown in Figure 2.7.

The most common production channel is ggF as the gluon PDF contribution is large at
low momentum in the LHC, as shown in Figure 2.5. The Higgs boson does not interact
directly with massless gauge bosons, so the ggF contribution is at the loop level. The main
contribution to the loop is the top quark, as the top Yukawa coupling is the largest due to
the large top mass ytop = mtop/v ∼ 1. The second largest production channel is VBF. Two
vector bosons radiated by two quarks fuse to create a Higgs boson. The VBF events can be
identified by two high-energy forward jets [26].

The Higgstrahlung channel is a relatively small production channel compared to ggF and
VBF. However, leptons from vector-boson decays help trigger Higgstrahlung events and thus
suppress large QCD backgrounds in the V H(→ bb, cc) analysis. The VH channel is currently
the most sensitive channel for probing the Higgs-charm coupling. The ttH channel allows
the Higgs-top Yukawa coupling to be directly probed [27].
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Figure 2.6: Main Higgs production cross sections (left) and decay branching ratios (right)
with respect to mH [28]. The production cross sections are calculated at the center of
mass energy = 13 TeV. The production cross sections increase with collision energies. The
branching ratios are independent of the collision energies. On the left plot, pp → H refers
to ggF and pp→ qqH refers to VBF.
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Figure 2.7: Example Feynman diagrams for ggF (top left), VBF (top right), VH (bottom
left), ttH, and bbH (bottom right).
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Higgs decay channels The most common decay channels are shown in Figure 2.6. The
Higgs coupling strength to massive fermions is proportional to the fermion mass, while the
Higgs coupling strength to massive bosons is proportional to the boson mass squared. The
decay widths are proportional to the matrix element squared |Mfi|2. Therefore, the Higgs
branching ratio BR is proportional to the fermion mass squared.

Given the Higgs mass around 125 GeV, the Higgs decay to tt is not allowed kinematically.
The Higgs-top coupling can be directly probed in the ttH production channel. The bottom
quark (b-quark) is the heaviest quark to which the Higgs boson can decay. Therefore, the
H → bb decay channel is the most common decay channel (BR ∼ 58%). In comparison, the
BR of Higgs to charm is approximately 3%.

The Higgs decay to a pair of massive gauge bosons is not allowed kinematically as well.
One of the gauge bosons must be off-shell (not on the resonant mass shell). The branching
ratios for the Higgs decays to massive vector bosons are suppressed because of the off-shell
mass. In addition, similar to the ggF production channel, the Higgs boson can also decay
to massless bosons indirectly through loops of massive particles. Beyond the SM, the Higgs
boson can decay to any lighter BSM particles such as various dark-matter candidates as well.

Experimental status of the Higgs physics The Higgs boson was discovered at the
LHC during Run 1 in 2012 by the ATLAS and CMS experiments [29, 30]. Since then, many
important Higgs properties have been measured and show good agreement with the SM
predictions [31, 32]. Noticeably,

• Higgs spin, CP, mass, and width: The Higgs boson has no spin, in agreement with
the SM. The charge conjugation and parity properties are consistent with it being CP-
even. As discussed in Section 2.1, the Higgs mass is a free parameter in the SM. The
current most precise Higgs mass measurement is from ATLAS [18]:

mh = 125.11± 0.11GeV (2.33)

The latest CMS Higgs mass measurement agrees with the ATLAS result and shows:
mh = 125.38 ± 0.14GeV [33]. Both CMS and ATLAS use the H → γγ and H →
ZZ∗ → 4l decay channels to measure the Higgs mass because the final decay products
can be precisely reconstructed and thus give good mass resolutions.
The total decay width of the Higgs boson, Γtotal

H , can be calculated from all the SM
Higgs decays. The theoretical prediction is about 4.09 MeV [28]. The Higgs total width
cannot be directly measured through the Higgs mass resonant line shape at the LHC
due to its small value [34, 35]. The current most sensitive measurement is performed
by comparing the on-shell Higgs production with the off-shell Higgs production in the
ZZ decay channel. The on-shell Higgs production is dependent on the Higgs width
Γtotal
H while the off-shell is not. The Higgs width can be extracted through the ratio.

Currently, the most precise measurement constrains the total width to be less than 5.3
MeV at 95% confidence level [36, 37].
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• Coupling to bosons and fermions: To understand the Higgs couplings to bosons
and fermions, measurements are performed for individual production and decay chan-
nels, as shown in Figure 2.8. The leading Higgs production and decay channels are
precisely measured.
Furthermore, the couplings between the Higgs boson and particles are assessed us-
ing the κ modifiers [38]. The κ modifiers modify the Higgs couplings to a parti-
cle p without affecting the kinematic distribution and assess the agreement between
the measurements and the SM predictions. For example: σWH/σ

SM
WH = κ2W and

ΓWW ∗/ΓSM
WW ∗ = κ2W . When the measurement agrees with the SM, κ should be around

unity. The V H(→ bb, cc) results in Chapter 4 are also interpreted in the κ framework.
The Higgs-charm and Higgs-bottom SM Yukawa coupling strengths (yc and yb) are
modified as κcyc and κbyb. More details about the signal strength parameterizations
in terms of κc and κb are discussed in Section 4.6.3.
The measurements of the κ modifiers are shown in Figure 2.9. All κ modifiers are
presented with positive signs as only the sign difference between κF and κV is physical
and the fermion κ modifiers (κF ) and the vector boson κ modifiers (κV ) have been
shown to have the same sign [31]. The latest constraint from ATLAS on κc is not
listed in the plot. The previous ATLAS observed 95% confidence level (CL) upper
limit is: |κc| < 8.5 [2]. The CMS κc constraint is more precise at 1.1 < |κc| < 5.5
[39]. Chapter 4 discusses the final ATLAS Run 2 V H(→ bb, cc) analysis, which sets
the most stringent limit on κc to date. The observed (expected) κc upper limit at the
95% CL is |κc| < 4.2 (4.1).
In addition, the differential cross sections of the Higgs production and decay channels
are measured in the simplified-template-cross-section (STXS) framework [28]. Differ-
ential cross sections mean that cross sections are extracted in different bins of kinematic
distributions instead of inclusively. There are also direct invisible Higgs decay searches
[40]. Lastly, the projected HL-LHC precisions for the κ modifiers are around a few %
compared to around 10% as shown in Figure 2.9 [41].

• Self-coupling: Measuring the Higgs self-coupling is important, as it can directly
determine the Higgs potential shape λ as discussed in Equation 2.21. The Higgs self-
coupling is directly probed by measuring the cross section of producing two Higgs
(di-Higgs). The di-Higgs measurements can be performed in various decay channels
such as HH → bbττ , HH → bbbb, and HH → bbγγ. The latest µHH upper limit is
2.9 times the SM prediction at 95% confidence level [42]. At the end of HL-LHC, the
combined ATLAS and CMS projected significance of di-Higgs is 4σ [41].

• Effective field theory (EFT): Lastly, EFT is an effective tool to look for new
physics, at the energy scale Λ, above the current energy scale reachable at the LHC.
Operators at higher-dimension d, O(d)

i , can be appended to the dimension-4 SM La-
grangian with 1/Λd−4 suppression [43]. Constraints can be set for the Wilson coeffi-
cients of the higher-dimension operators. All SM operators are of dimension 4 as the
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known dimension of space-time is four. This approach is called the SM effective field
theory (SMEFT). Most SMEFT operators are dimension-6 operators [44]. The Higgs
cross section measurements can be interpreted with BSM cross section terms from
SMEFT operators and constrain the SMEFT Wilson coefficients and thus the scale of
new physics [43]. However, SMEFT interpretation might introduce additional shape
effects to the fit compared to the default SM results.

Figure 2.8: Higgs production rate (left) and decay rate (right) measurements in different
channels [31]. The bottom panels show the ratio between the measurements and the SM
predictions, σi/σSM

i and BRi/BR
SM
i . The bottom panels are split to two parts in both

plots. The right axes are for the right sides of the panels. The tH production channel 95%
confidence level upper limit is 15 times the SM prediction. The tH and ttH measurements
are negatively correlated due to overlapping signal regions. The total uncertainties and
the systematic uncertainties are shown in error bars and blocks with diagonal lines. Most
channels are limited by systematic uncertainties. Most measurements are roughly aligned
with the SM predictions.
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Figure 2.9: Higgs κ modifiers [31]. The bottom panel is the upper limits on undetected
non-SM Higgs decays BRu or invisible Higgs decays BRinv. All κ modifiers center around
1, showing the robustness of the SM. The Higgs couplings to lighter particles such as the
s-quark are difficult to measure at the LHC due to the small branching ratios. The Higgs-
charm coupling is not listed on this plot but is discussed in detail in Chapter 4. Lastly, the
Higgs couplings to gluons and photons are at the loop level as discussed above. The κZγ ,
κγ, and κg modifiers are functions of the other modifiers [38].
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BSM: enhanced Higgs couplings While the Higgs couplings to bosons and fermions
have been carefully studied, the Higgs couplings to first generation and second generation
down-type quarks, u, d, and c, have not been discovered. Many BSM theories predict
enhanced couplings to these quarks [45, 46, 47, 48, 49]. The couplings might also be reduced
in other BSM theories [50]. The potential BSM enhancements strongly motivate setting more
stringent upper limits on Higgs-to-charm, which is the main focus of this thesis. Potential
BSM enhancements could occur in two different scenarios: new physics at the TeV scale and
a second Higgs doublet ϕ′ .

The new physics impact on the light quark Yukawa couplings, yq, can be interpreted
in the EFT scenario, yq ∼ O(f v2

Λ2 ) [45, 46]. The parameter v is the vacuum expectation
value, Λ is the new physics scale, and f is the Wilson coefficient of the new physics. Here,
light quarks refer to all quarks lighter than the b-quark, including the u, d, s, and c-quarks.
Setting Λ ∼ 1.5 TeV and f ∼ O(1), the light quark couplings would be comparable to the SM
b-quark coupling, yq ∼ O(ySMb ). This EFT scenario is general and has not been excluded.
However, measurements of the charm Yukawa coupling, such as the V H(→ bb, cc) analysis,
can exclude this postulate by showing that yc is smaller than ySMb .

Adding a second Higgs doublet ϕ′ could also enhance the light quark couplings [47, 48,
49]. For example, the quark mass matrices can have the formM =M (0)+M (1), whereM (0) is
generated by the SM Higgs ϕ defined in Equation 2.27 and M (1) is generated by the second
Higgs field ϕ

′ . The matrix M (1) can be written in forms where only first two generation
masses are affected, matching experimental constraints. The Higgs-charm couplings can be
enhanced up to a factor of three [48].

2.2.3 Simulation of events
Simulating events is an important step in comparing the SM predictions to the experimental
measurements. Event simulations apply relevant theories discussed above and the idea of
factorization. Simulation events serve many purposes, such as evaluating theoretical predic-
tions, calibrating detectors, and optimizing analysis frameworks. Given the complexity of
the theory predictions, simulations are generated using Monte Carlo (MC) techniques. A
large number of random events are generated from the probability density functions [51].
The methodology of event simulation is discussed below, while the specific event simulation
settings used in the analysis are discussed in Section 4.4.

A schematic of event generation is shown in Figure 2.10. MC events roughly follow the
five steps before being used in analyses [52]:

• Hard scattering: The cross section computations following Equation 2.30 using the
parton density functions. The matrix elements are calculated from the SM Lagrangians
using Feynman rules.

• Parton shower: The gluons and quarks from the high-energy hard scattering then
radiate to produce additional gluons and quarks. This process is known as the parton
shower and can be calculated using perturbative QCD.
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• Hadronization: Lower energy gluons and quarks then hadronize into bound states
at around 1 GeV. As discussed in Section 2.1, perturbation theories are no longer valid
in this region. Predictions are made using phenomenological models. In addition, non-
perturbative simulations also include the underlying events. The underlying events
are a collection of soft interactions from the remaining partons in proton collisions.
Furthermore, the initial state radiation (ISR) and the final state radiation (FSR) are
also simulated in the hadronization process, as shown in Figure 2.10 [19]. ISR and
FSR are emissions from incoming and outgoing partons.

• Pileup: The pileup is additional pp collisions other than the collision of interest.
Pileup events are simulated using a data-driven method [53].

• Detector simulation and reconstruction: Lastly, before data simulation compar-
ison, the generated events are passed through detector simulation packages such as
GEANT4 and AtlFast [54, 55]. The packages simulate ATLAS detector geometry, ma-
terial, and response. The interactions between the truth-level particles from the Monte
Carlo generators and the detector materials are simulated. Afterwards, the detector
energy deposits from the truth particles are digitized and read out. The simulations
are then reconstructed using the same reconstruction methods as the data.

There are many Monte Carlo generators available for simulating the hard scattering and
the hadronization. The typical generators include: sherpa [56], powheg [57], pythia
[58], herwig [59], and madgraph [60]. Event generators such as sherpa and pythia are
general-purpose and can cover from hard scattering, parton shower, to hadronization. Unlike
sherpa, pythia can also be used with other generators such as powheg and generate only
parts of the process such as parton shower. madgraph can only generate hard scattering
processes and is often used as an alternative generator to assess modeling uncertainties.
All generators simulate processes at different orders of the perturbation theory. The leading
order (LO) expansion considers only tree-level Feynman diagrams. Higher-order calculations
include loop corrections and are more accurate. More details of the event generators and
simulated events used in the V H(→ bb, cc) analysis are discussed in Section 4.4.
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Figure 2.10: The event generation schematic [19].
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Chapter 3

Experimental setup

This chapter aims to give an overview of the experimental setup for the V H(→ bb, cc)
analysis. First, Section 3.1 introduces the Large Hadron Collider (LHC). Then, Section 3.2
discusses the ATLAS detectors used for data collection. Lastly, Section 3.3 introduces how
particles detected by the ATLAS detector are reconstructed for data analysis. Given the
importance of identifying heavy-flavor jets for the analysis, Section 3.4 discusses in more
detail how machine learning is used to tag jet flavors. The V H(→ bb, cc) analysis uses LHC
Run 2 data collected with the ATLAS detector. Therefore, the following discussion focuses
on the detector performance in Run 2.

3.1 Large Hadron Collider
The Large Hadron Collider (LHC) is the world’s largest particle accelerator [61]. The cir-
cumference of the LHC is 27 km. The LHC is located at CERN, the European Organization
for Nuclear Research, at the border of France and Switzerland, near Geneva [62]. The LHC
collides protons or ions. The LHC had three data collection runs, as summarized in Table
3.1. Additional data runs are planned for the HL-LHC from the 2030s. In this section, more
details of the LHC operation, performance, and experiments are discussed.
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Runs Year
√
s (TeV) Total integrated lumi-

nosity recorded (fb-1)
Run 1 2010 – 2012 7, 8 28
Run 2 2015 – 2018 13 156
Run 3 2022 – 2025 13.6 101

Table 3.1: Proton collision runs of the LHC. In the third column, the parameter
√
s is the

collision energy. The last column lists the total integrated luminosities recorded by ATLAS
[63, 64, 65]. During LHC Run 1, the Higgs boson was discovered [29, 30]. LHC Run 3 is
currently ongoing and more data is expected.

LHC operation The LHC accelerator complex is shown in Figure 3.1. The accelera-
tion proceeds in stages. The injection chain starts at Linac4, Proton Synchrotron Booster
(PSB), Proton Synchrotron (PS), and finally goes to Super Proton Synchrotron (SPS) before
entering the main LHC tunnel [61].

The accelerating facilities uses radio-frequency (RF) cavities to accelerate the beam to
450 GeV after SPS before the main LHC tunnel. In the LHC tunnel, 16 RF cavities accelerate
each colliding beam from 450 GeV to 6.5 TeV.

In addition to acceleration, the LHC uses 1232 dipole magnets to bend the beams to
circulate inside the ring. The peak beam energy and the LHC circumference are limited
by the peak dipole field of 8.3 T [66]. Quadrupole magnets are used to focus the beam to
µm transverse emittance. Higher-order corrector magnets are placed along the tunnel to
fine-tune the beams.
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Figure 3.1: The LHC accelerator complex [67].

LHC performance The LHC collides proton bunches with up to 1011 protons head on
every 25 ns (fcol = 40 MHz). There are several important LHC performance parameters for
the LHC experiments. First, the collision energy is usually denoted by

√
s, the center-of-mass

energy. The parameter s is a Lorentz invariant quantity defined as:

s = (p1 + p2)
2 (3.1)

where p1 and p2 are the 4-momenta of the colliding protons.
Second, the instantaneous and integrated luminosities. The number of observed events

for a specific process is calculated as:

N = σ

∫
L(t)dt (3.2)

where σ is the cross section of the process at the LHC energy and L(t) is the instantaneous
luminosity. The integrated luminosity is the instantaneous luminosity integrated over time.



CHAPTER 3. EXPERIMENTAL SETUP 31

The instantaneous luminosity L can be estimated based on some beam parameters:

L =
N2

b nbfrev
4ϵnβ∗ (3.3)

Here, Nb is the number of particles per bunch, nb is the number of bunches per beam,
and frev is the revolution frequency. The parameter ϵn is the normalized transverse beam
emittance, which measures the beam spread in the transverse direction, perpendicular to
the beam direction. The parameter β∗ is the β function value at the collision point. Similar
to the emittance, the β function describes the beam envelop variation along the beam axis
[68]. Some LHC beam parameters are listed in Table 3.2. The instantaneous and integrated
luminosities are measured in ATLAS by dedicated detectors [68]. At LHC Run 2, ATLAS
recorded 139 fb−1 of data at a peak luminosity of 21 × 1033 cm−2s−1 and

√
s = 13 TeV as

shown in Figure 3.2 [64]. The unit conversion is: 1 fb = 10−43 cm2. The Run 2 luminosity
uncertainties are sub-percent [68].

Parameter Value
Number of bunches per proton beam (nb) 2808
Number of protons per bunch (Nb) 1.2× 1011

Bunch Spacing (ns) 25

Table 3.2: Key beam parameters of the LHC [62].
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Figure 3.2: Integrated luminosity (left) and peak luminosity (right) recorded by the ATLAS
detector during Run 2 [64].

In addition to
√
s and L(t), another important LHC performance parameter is the pileup,

µ. The pileup µ is the mean number of additional inelastic interactions per bunch crossing.
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Equation 3.4 defines µ in terms of the luminosity. High pileup increases background noise
for signals and stresses the detector system. High pileup is a side effect of high luminosity.
It is thus important to mitigate high pileup in the high luminosity environment.

µ =
Lσinel
frevnb

(3.4)

Here, σinel is the cross section of inelastic pp collision. There is in-time and out-of-time
pileup. In-time pileup is additional pp collisions in the same bunch-crossing as the collision
of interest. Out-of-time pileup results from additional pp collisions in neighboring bunch
crossings of the collision of interest [53]. Figure 3.3 shows the luminosity as a function of µ.
The average of µ, ⟨µ⟩, is approximately 33 during Run 2.
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Figure 3.3: Recorded luminosity as a function of the mean number of interactions per cross-
ing, µ, during Run 2 [64].

LHC experiments There are 4 main experiments along the LHC tunnel as shown in
Figure 3.1. Both CMS [69] and ATLAS [70] are high-luminosity experiments focusing on
proton-proton collision physics. Details of the ATLAS detector are discussed in Section 3.2.

LHCb uses a forward detector to study B hadrons and look for CP violation that hints
at new physics in rare heavy-flavor decays [71]. In Run 1 and 2, LHCb collects data with a
luminosity around 1032 cm−1s−1 [72].

Lastly, in addition to proton-proton collisions, the LHC can also collide heavy ions. Both
ATLAS and CMS record heavy-ion data in addition to proton-proton collisions. Meanwhile,
ALICE is a dedicated heavy-ion experiment [73]. ALICE studies quark-gluon plasma and
strongly interacting QCD matter. In addition to the four large experiments, there are also
smaller experiments located at the LHC such as FASER [74].
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3.2 ATLAS detector
To achieve various physics goals and study Higgs physics at the LHC, the ATLAS detector
[70] is designed to have:

• fast and radiation-hard electronics and sensor elements

• high detector granularity to resolve overlapping objects

• large coverage in pseudorapidity and full azimuthal angle

In addition, as shown in Figure 3.4, the ATLAS detector is designed to include several
sub-detectors to achieve good particle identification. Specifically:

• Magnet system: deflect charged particle tracks in the detectors and allow good mo-
mentum resolution.

• Inner detector (ID): charged-particle momentum resolution and high reconstruction
efficiency; close to the interaction region to resolve secondary vertices;

• Calorimetry: electron and photon identification in the electromagnetic calorimeter
(ECAL); full-coverage hadronic calorimeter (HCAL) for jet and missing transverse
energy (MET) measurements;

• Muon spectrometer (MS): muon identification and momentum resolution; determine
charge of high pT muons;

• Trigger and DAQ: efficient triggering on low pT objects with sufficient background
rejections;

The tracking momentum resolution and calorimeter energy resolution of the ATLAS sub-
detectors are important measures of the detector performance. The ATLAS sub-detector
resolution goals are listed in Table 3.3. The performance goals are carefully studied in
simulations and set by considering both the physics motivation and the detector constraints.

The discussion in this section focuses on the Run 2 ATLAS detector. After Run 2, the
ATLAS detector has gone through several phase I upgrades to prepare for Run 3 [75]. After
Run 3, ATLAS phase II upgrades for the high luminosity LHC (HL-LHC) are planned to be
installed. More details about phase II upgrades are discussed in Chapter 5.
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Figure 3.4: The full ATLAS detector [70].

Detector component Required resolution η coverage
Measurement Trigger

ID σpT /pT = 0.05%⊕ 1% ± 2.5
ECAL σE/E = 10%/

√
E ⊕ 0.7% ± 3.2 ± 2.5

HCAL
barrel and end-cap σE/E = 50%/

√
E ⊕ 3% ± 3.2 ± 3.2

forward σE/E = 100%/
√
E ⊕ 10% 3.2 < η < 4.9 3.2 < η < 4.9

MS σpT /pT = 10% at pT = 1 TeV ± 2.7 ± 2.4

Table 3.3: ATLAS sub-detector momentum and energy resolution goals [70]. The symbol ⊕
represents addition in quadrature. The units of E and pT are in GeV.
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3.2.1 Detector coordinate and particle kinematics
The ATLAS detector is forward-backward symmetric with respect to the interaction point.
The magnet system has an eight-fold azimuthal symmetry around the calorimeters. The
detector coordinate system is shown in Figure 3.5.

The coordinate system is right-handed, with the x-axis pointing to the center of the LHC
tunnel, y-axis pointing upwards, and z-axis pointing along the beam line. Following the
spherical coordinate convention, θ measures from the z-axis and ϕ measures from the x-axis
in the transverse plane.

The coordinate system is important to physics measurements as the event kinematics are
described in terms of the coordinates. The incoming beam travels along the z-axis. Therefore,
the transverse momenta pT should sum up to zero due to conservation of momentum, i.e.:∑

pT =
∑

|p| sin(θ) = 0 (3.5)

Similar to the transverse momentum, the transverse energy ET is defined as [76]:

ET =
E

cosh(η) (3.6)

Here, η is defined in Equation 3.8 and E is the energy. While the transverse momenta sum
to zero, particles are often boosted in the longitudinal direction along the beam. Rapidity
y is used to describe angles in the θ direction, as the difference in y, ∆y, is invariant under
boosts along the z-axis. The rapidity y is defined as:

y =
1

2
ln
(
E + pz
E − pz

)
. (3.7)

When particles have high energies, the particle mass is negligible compared to the particle
energy. And, the rapidity can be approximated by the pseudo-rapidity η:

η = − ln
(
tan θ

2

)
. (3.8)

And, the angular separation between two objects are defined as:

∆R12 =
√
∆ϕ2

12 +∆η212, (3.9)

where ∆ϕ12 and ∆η12 are the ϕ and η differences between two objects. The invariant mass
of a system of particles (i) is defined using the four-momentum pµ [4]:

pµpµ =

(
N∑
i=1

Ei

)2

−

(
N∑
i=1

pi

)2

(3.10)
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Figure 3.5: The ATLAS coordinate system [77].

3.2.2 Magnet system
The ATLAS magnet system consists of one solenoid and three toroids (one barrel and two
end-caps), as shown in Figure 3.6. Given the Lorentz force, the charged particle deflection
is different for positively and negatively charged particles, allowing for positive and negative
charge reconstruction. The magnetic fields are also required to measure the momentum.
Specifically,

• The solenoid provides a 2 T axial magnetic field for the ID, deflecting charged particle
tracks in the ϕ direction.

• The barrel and end-cap toroids produce 0.5 T and 1 T fields for the MS, deflecting
muon tracks in the η direction.
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Figure 3.6: The ATLAS magnet system. The toroid coils and solenoid windings are shown
in pink. The magnetized tile calorimeters are also displayed [70].

3.2.3 Inner detector
The ATLAS inner detector (ID) is the innermost layer of the ATLAS sub-detectors. The ID
schematic is shown in Figure 3.7. The inner detector consists of three sub-systems, the pixel
detector (including the Insertable B-Layer, IBL), the silicon strip tracker (SCT), and the
transition radiation tracker (TRT). The ID covers the pseudorapidity range of |η| < 2.5 and
the radius from 3 cm to 1 m [78]. Both the pixel detector and the SCT use silicon sensors.
Charged particles transverse the sensors, ionize the silicon sensors, and create current pulses
in the sensor readout. The silicon detector is an important focus of Chapter 5. More details
about the silicon detector mechanism are discussed in Section 5.2. The ID is planned to be
upgraded for the HL-LHC and the HL-LHC ID upgrades are discussed in Section 5.1.

At the inner detector, charged particle tracks are deflected due to the solenoidal field.
The inner detector records hits when charged particles transverse. Hits are ionization signals
above certain thresholds. The hits can be reconstructed as tracks and the particle charge
and momentum can be inferred. More details of track reconstruction are discussed in Section
3.3.1.
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Figure 3.7: The ATLAS inner detector from the z-axis (left) and along the z-axis (right) [78]
[79].

Pixel detector The pixel detector consists of three barrel layers and three endcap layers
perpendicular to the beam axis on each end of the detector. As shown in Figure 3.7, the
three barrel layers spans the radii from 51 mm to 123 mm. The Insertable B-Layer (IBL)
was installed at r = 33 mm after Run 1.

The pixel detector has high granularity (92 million readout channels). The pixel layers
are segmented in ϕ and z (R) in the barrel (endcap). The sensor has a thickness of 250 µm.
The IBL pixel pitch is 50 × 250 µm. The spatial resolution of the IBL is about 10 µm in Rϕ
and 67 µm in z (R) for the barrel (endcap) [80]. The outer layers have a pixel pitch of 50
× 400 µm. The pixel detector high granularity and hit resolution are essential for tracking
efficiency, measuring primary and secondary vertices, determining impact parameters, and
flavor tagging.

Silicon strip tracker (SCT) The SCT detector covers the radial range from 299 mm to
514 mm. It uses the same silicon sensor mechanism as the pixel detector [81]. The main
difference is that the SCT has less granularity in the z direction. The SCT detector has 4
barrel layers and 9 endcap disks on each side. In each barrel layer, two strip sensors are glued
back-to-back but at 40 mrad stereo angle. This forms a 2-dimension space point and gives
more hit information in the z-direction. Similarly, in the endcap region, the 40 mrad stereo
angle gives more granular information in the radial direction. The strip pitch is 80 µm. The
hit resolution of the SCT is 17 µm in Rϕ and 580 µm in z (R) in the barrel (endcap).
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Transition radiation tracker (TRT) The outermost layer of the inner detector is the
TRT. The TRT detector is a gaseous straw-tube tracker. It consists of 300 thousand drift
tubes with a diameter of 4 mm. The tubes are filled with a gas mixture of 70% Xe. Due
to a gas leak in Run 1, some parts are refilled with an argon based gas mixture [82]. Inside
each tube, there is a tungsten wire. When charged particles transverse the TRT, it ionizes
the gas and creates a current.

In addition to recording charged particle tracks, the TRT can also contribute to particle
identification. The space between the straws is filled with polymers. When charged particles
transverse a material boundary, transition radiation is generated. This effect depends on the
relativistic factor γ = E/m and is the strongest for electrons [83].

The TRT covers the radius from 554 mm to 1082 mm and η < 2. The maximum straw
length is 150 cm. The Rϕ (Zϕ) resolution of the barrel (endcap) is 130 µm. There is no z
(R) resolution in the barrel (endcap). In the barrel region, the TRT tubes are split in halves
at z = 0. Particles typically generate more than 30 hits across the TRT.

Tracking momentum resolution The particle momentum resolution is related to the
track position resolution. In the limit of a large number of track hits (N), the tracking
momentum resolution can be approximated as [84]:

σpT
pT

≈
√

720

N + 4

( σxpT
0.3BL2

)
(3.11)

where σx is the intrinsic resolution of the measurements, B is the magnetic field, and L is
the distance between the first measurement and the N th measurement in the bend plane.
The momentum resolution scales linearly with pT as the high-momentum tracks bend less
in B fields. Similarly, the higher the B field is and the larger the tracker, the better the
momentum resolution. Setting B = 2 T, N = 13, σx = 30 µm, and L = 1 m, the momentum
resolution for a 100 GeV particle is approximately 3%, close to the performance goal listed
in Table 3.3.

3.2.4 Calorimetry
The ATLAS electromagnetic (EM) and hadronic calorimeters are layers immediately after
the inner detector. The calorimeters measure the energy of neutral and charged particles
and contain most electromagnetic and hadronic showers. The calorimeter signals are fast
and can be used for triggering. More details of triggering are discussed in Section 3.2.6.

The calorimeter schematic is shown in Figure 3.8. The electromagnetic calorimeters con-
sist of barrel (EMB) and endcap (EMEC) components. The hadronic calorimeters are com-
posed of the tile calorimeter and the liquid argon (LAr) hadronic endcap calorimeter (HEC).
The LAr forward calorimeter (FCal) consists of three layers. The first layer is designed for
electromagnetic calorimetry and the second and third layers for hadronic calorimetry [85].
The material, η coverage, granularity, and thickness of the detectors are listed in Table 3.4.
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Figure 3.8: The ATLAS calorimeter system [70].

Detector Absorber-active material η coverage thickness
LAr EMB lead-LAr |η| < 1.475 > 22X0

LAr EMEC lead-LAr 1.375 < |η| < 3.2 > 24X0

Tile barrel steel-scintillator |η| < 1.0 ∼ 10λ
Tile extended barrel steel-scintillator 0.8 < |η| < 1.7 ∼ 10λ

LAr HEC copper-LAr 1.5 < |η| < 3.2 ∼ 12λ
LAr FCal copper/tungsten-LAr 3.1 < |η| < 4.9 ∼ 10λ

Table 3.4: Main parameters of the ATLAS calorimeter [70, 86, 85].
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EM and hadronic calorimeters All ATLAS calorimeters are sampling calorimeters
rather than homogeneous calorimeters where the entire detector volume can produce sig-
nals [17]. The sampling calorimeters interleave absorber layers with active layers. The
electromagnetic or hadronic shower develops in dense absorber layers. Charged particles
from the shower generate ionization signals in the liquid argon. In the case of scintillators,
ionizing particles from the shower induce scintillation light.

The electromagnetic calorimeters (ECALs) are designed to measure the electron and
photon energy deposits through electromagnetic interactions. The hadronic calorimeters
(HCALs) measure the energies of fragmenting quarks and gluons (jets) through hadronic
interactions. More details about the electron, photon, and jet reconstruction are discussed
in Section 3.3. While electrons, photons, and jets generate calorimeter signals, particles such
as neutrinos do not. They are reconstructed as the missing transverse energy (MET). More
details are discussed in Section 3.3.3.

In ECALs, high energy electrons (photons) lose energy by bremsstrahlung (pair pro-
duction). Bremsstrahlung refers to that electrons emit photons when interacting with the
absorber atomic nuclei. The shower development is governed by the radiation length of the
material, X0. The radiation length is defined as the mean distance over which the electron
loses all but 1/e (37%) of its energy by bremsstrahlung,

E = E0e
−x/X0 . (3.12)

Therefore, lead, used by the ATLAS LAr EMB and EMEC components, is a good ab-
sorber material for electromagnetic calorimetry due to its high atomic number and short
radiation length. Most electromagnetic showers can be contained within 22X0. Higher
energy particles tend to travel further in the calorimeters.

For HCALs, most hadronic showers interact with the calorimeter material by strong
interactions. Instead of X0, the length scale of hadronic shower is described by the nuclear
interaction length, λ0, the mean distance travelled by a hadronic particle before undergoing
an inelastic nuclear interaction. λ0 is usually an order of magnitude larger than X0, setting
a larger HCAL volume than ECAL [87]. In ATLAS, the ECAL covers the radius from 1.15
m to 2.25 m and the HCAL covers from 2.28 m to 4.25 m [70, 88]. The ATLAS tile barrel
detector is 5.6 m long in the z direction and the extended barrels are 2.6 m long each.

In addition, HCAL tends to have worse energy resolution as shown in Table 3.3. A
substantial fraction of nuclear interactions may release energies that cannot be detected,
such as the binding energy of nucleons. Thus, the detected energy may fluctuate from
event-to-event.

The FCal consists of both electromagnetic and hadronic calorimetry, covering 3.1 < |η| <
4.9. FCal is important for measuring forward jets and improving MET reconstruction. All
ATLAS calorimeters have fine granularity in the ϕ and η directions, which gives good position
resolutions of shower clusters. The LAr EMB component has ∆η ≈ 0.003 to 0.05 and ∆ϕ ≈
0.025. By comparison, segmentation in the radial direction is coarse. For example, the LAr
EMB component is only segmented into three layers in the radial direction.
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Calorimeter energy resolution The calorimeter energy resolution can be parametrized
as [17]:

σE
E

=
a√
E

⊕ b

E
⊕ c. (3.13)

The stochastic term a represents intrinsic shower fluctuations and dead materials in front
of the calorimeters. For sampling calorimeters, a is proportional to

√
t/f , with t being the

sampling plate thickness and f the sampling fraction. The energy resolution of the sampling
EM calorimeter is typically around 10%, higher than the homogeneous EM calorimeter of a
few %. Therefore, the thinner the sampling plate and the larger the sampling fraction, the
better the energy resolution.

The term b is due to electronic noise in readout. This source can be reduced by cali-
bration and is negligible in ATLAS calorimeters. The constant term c represents detector
non-uniformity, calibration uncertainties, and radiation damage. The measured calorimeter
resolution is close to the performance goal in Table 3.3.

3.2.5 Muon spectrometer
The outermost layer of the ATLAS detector is the muon spectrometer (MS). Unlike elec-
trons, photons, and jets, muons lose energy in the detector mainly by ionization interactions.
Therefore, muons transverse the calorimeters with few interactions and are measured through
ID and MS tracks. The MS measures the muon tracks deflected by the toroidal field. The
ATLAS muon spectrometer serves two main purposes: precision measurement of muon tracks
and triggering on muon tracks.

The schematic of the muon spectrometer is shown in Figure 3.9. The main parameters of
the MS are shown in Table 3.5. The tracking chambers consist of the Monitored Drift Tube
(MDT) chambers and the Cathode-Strip Chambers (CSC). The trigger chambers consist
of the Resistive Plate Chambers (RPC) and the Thin Gap Chambers (TGC). As shown in
Figure 3.9, the muon barrel system is located on and between toroid coils, while the endcap
system is located in front and behind the endcap toroid coils. The ATLAS muon systems
have about 1 million readout channels.
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Figure 3.9: The ATLAS muon spectrometer with magnets (left) and from the side (right)
[70]. The MDT barrel chambers are shown in green and the endcap chambers in cyan. The
RPC, TGC, and CSC systems are marked by their names as well.

Detector Purpose Location η coverage σ(z/R) σ(Rϕ) timing
MDT Tracking barrel, endcap |η| < 2.7 35 µm(z) - -
CSC Tracking endcap 2 < |η| < 2.7 40 µm(R) 5 mm 7 ns
RPC Trigger barrel |η| < 1.05 10 mm (z) 10 mm 1.5 ns
TGC Trigger endcap 1.05 | < η| < 2.4 2-6 mm 3-7 mm 4 ns

Table 3.5: ATLAS muon spectrometer main parameters [70].
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Precision tracking chambers Monitored Drift Tube chambers (MDT) are used in both
the endcap and barrel regions for precision tracking. Similar to the inner detector TRT,
MDTs use aluminum drift tubes with a 30 mm diameter and a central wire. The tubes are
filled with a gas mixture of argon and CO2. Muons ionize the gas and generate currents
when passing through. In the MDT barrel and endcap, drift tubes are oriented along ϕ.
Tube lengths range from 1 m to 6 m [89].

As shown in Figure 3.9, the MDT barrel and endcap chambers are placed at various
radial and z positions, around 4 ≲ R ≲ 10 m and 7 ≲ |z| ≲ 21 m. Each chamber has 3-8
drift tube layers. In the innermost layer of the endcap region, the CSC system is used instead
of the MDTs. At large η and close to the interaction point, high event rates are expected.
Unlike MDT, CSC places the anode wires in a plane orthogonal to the strip cathodes. This
system with multiple anode wires is also called a multiwire proportional chamber. Similar
to MDT, the CSC chambers are filled with a gas mixture with 80% argon. Muons transverse
the detector and generate ionization signals.

The wires are oriented radially at the endcap, while the strip cathodes are either parallel
or perpendicular to the wires. MDTs do not have good resolution in the ϕ direction due to the
long tube lengths. Compared to MDTs, CSCs can achieve spatial resolution in both R and
ϕ directions and better timing resolution. At high η, CSCs can handle higher background
rates.

Trigger chambers In addition to precision tracking, Resistive Plate Chambers (RPC)
and Thin Gap Chambers (TGC) are installed parallel to MDT in the barrel and endcap
regions as shown in Figure 3.9. In addition to triggering on muons, the trigger chamber
can offer auxiliary information about the muon momentum and coordinates and identify
bunch-crossing at the LHC.

RPCs uses a gas gap (2 mm) between two parallel resistive plates. The ionization
tracks generate avalanches between the plates. The avalanches of ionization signals are
then recorded by the readout strip on the back of the resistive plates [90]. As shown in Fig-
ure 3.9, there are three RPC stations. Each station has two perpendicular detector layers,
each measuring η and ϕ coordinates.

In the endcap regions, Thin Gap Chambers (TGC) are used. Similar to the CSC, multi-
wire proportional chambers are used. The wires are placed parallel to the azimuthal direc-
tions as the MDT wires, measuring the radial, bending coordinates. The strips are oriented
perpendicular in the radial directions, giving azimuthal coordinates. Compared to CSC,
TGCs have a shorter wire-to-cathode distance, allowing shorter drift time and better timing
resolution for triggering.

3.2.6 Trigger and DAQ
The ATLAS trigger and data acquisition system (TDAQ) is shown in Figure 3.10. The
triggering system decides whether or not to keep an event from a given bunch-crossing for
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future studies. The DAQ system stores the data temporarily while the trigger decision is
being made and transfers accepted events to storage. Given the high instantaneous luminos-
ity, collision rate, and pileup as discussed in Section 3.1, a high selectivity in triggering and
signal purity is as important as the triggering efficiency. The ATLAS Run 2 trigger system
is composed of two levels:

• Level-1 trigger (L1): hardware-based with custom-made electronics; reduces event
rates from the LHC collision rate of 40 MHz to about 100 kHz

• High level trigger (HLT): software-based with commercially available hardware; reduces
event rates from L1 100 kHz to 1.5 kHz with a data rate of roughly 2 GB/s [70].

In DAQ, once an event is accepted by L1, the sub-detector front-end electronics (FE)
transfer the data to the Readout Drivers (ROD). The data collection network eventually
passes events to HLT and sends HLT-accepted events to the permanent storage at CERN.
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Figure 3.10: The ATLAS TDAQ diagram in Run 2 [91]. Note that while Fast TracKer
(FTK) is included in the schematic, it was not used by the HLT during Run 2 [92].

Level-1 trigger The L1 trigger consists of four components: the calorimeter trigger
(L1Calo), the muon trigger (L1Muon), the topological trigger (L1Topo), and the Central
Trigger Processor (CTP), as shown in Figure 3.10.

The L1Calo trigger takes trigger towers from the calorimeters discussed in Section 3.2.4
and identifies high ET (defined in Equation 3.8) electron, photon, hadronically-decayed tau
leptons, and jet candidates [93]. The trigger tower is of the size: ∆η × ∆ϕ = 0.1 × 0.1,
summed over finer calorimeter cells. It can also identify large missing transverse energies
(the proxy for neutrinos). More detailed offline object reconstruction used for physics analysis
is discussed in Section 3.3.

The L1Muon trigger receives hits with bunch-crossing information from RPC and TGC
as discussed in Section 3.2.5. L1Muon selects muon candidates by requiring coincidence of
hits and tracks that can extrapolate to the interaction point. The dimensions of muon RoIs
(Regions-of-Interests) have similar granularity as the L1Calo trigger towers.
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Lastly, L1Calo and L1Muon trigger information about muons, electrons, photons, MET,
tau, and jets is passed to both the CTP and L1Topo. L1Topo combines calorimeter and
muon L1 triggers and allows selection over complex physics quantities 3.10. CTP eventually
combines all L1Calo, L1Muon and L1Topo trigger information, makes the L1 trigger decision,
and sends the decision to detector front-ends for readout [94]. The L1 latency time is about
2 µs. In addition, CTP also uses information from the ATLAS forward detectors such as
LUCID [94].

High level trigger In addition to making L1 trigger decisions, the L1 triggers identify
and send RoIs to the High level trigger (HLT). The HLT then uses full detector granularity
at the RoIs to make the final trigger decision. The HLT processing time can take up to 2 s
[95].

3.3 Object reconstruction
As seen in the previous section, the ATLAS detector aims to detect various physics objects
such as electrons, photons, muons, hadronic taus, missing transverse energy (MET), and jets,
illustrated in Figure 3.11. Sophisticated algorithms are used to reconstruct and calibrate
those physics objects from the detector signals. Signals from different detectors are often
combined in the reconstruction. For example, charged particles such as muons might leave
signals in both the ID and the muon spectrometer. In this section, all reconstructed physics
objects are discussed with an emphasis on the objects that are used by the V H(→ bb, cc)
analysis in Chapter 4.

The section is structured as follows: Section 3.3.1 discusses the inner detector track
reconstruction and primary vertex reconstruction and Sections 3.3.2 to 3.3.3 on electron and
photon, muon, jet, MET, and tau reconstruction.
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Figure 3.11: ATLAS detectors and physics objects [96].

3.3.1 Tracks and primary vertex
When charged particles transverse the inner detector (ID), the ionization signal is recon-
structed as clusters. The clusters are connected to form tracks for charged particles. The
tracking information is an extremely important input for all physics object reconstruction
including the vertex, electrons, photons, muons, jets, flavor tagging, etc.

Tracks The track reconstruction in ATLAS Run 2 follows roughly 4 steps [97]:

• Form space points from clusters: first, clusters are formed by finding signals
on neighboring cells in the pixel and strip detector (SCT). From the clusters, three-
dimensional space points are created. Each cluster equates one space point in the pixel
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detector. For the SCT, clusters on both sides of a strip layer are combined to form
three dimensional space points.

• Find space-point-seeded tracks: track finding starts with space-point triplets
(seeds). A number of criteria such as impact parameter and momentum requirements
are placed on the seeds. These criteria maximize the fractions of seeds that result in
good-quality tracks. Seeds passing the selection are then sent to a Kalman filter to
complete the track candidate within the silicon detector.

• Resolve ambiguities: completed track candidates are then sent to the ambiguity
solver. The ambiguity solver uses a scoring system favoring candidates that are likely
the trajectory of a charged particle. For example, it penalizes tracks with holes (missing
clusters along the track). It also limits the number of shared clusters between tracks.
Shared clusters are different from merged clusters, where multiple charged particles
deposit charge signals. Shared clusters tend to be from incorrect assignments. More
criteria are set on the track candidates such as track pT and and impact parameters.

• TRT extension: finally, successful track candidates within the coverage of TRT
(|η| < 2) are extended into the TRT. The TRT extension can improve momentum
resolution due to its large radius measurements.

The reconstructed tracks are parameterized by 5 parameters as shown in Figure 3.12 and
Table 3.6.

Parameter Definition
q/p the ratio of the charge of the reconstructed track divided by the magni-

tude of its momentum;
ϕ the azimuthal angle of the track’s momentum in the transverse plane,

measured from [π, −π]
θ the polar angle of the track’s momentum with respect to the z-axis,

measured from [0, 2π]
d0 the transverse impact parameter, defined as the distance measured from

the point of the closest approach on the track to the beam line in the
transverse plane

z0 the longitudinal impact parameter, analogous to d0, defined as the dis-
tance measured from the point of the closest approach on the track to
the beam spot in the longitudinal plane

Table 3.6: ATLAS track parameters [98, 97, 99].
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Figure 3.12: ATLAS reconstructed track parameters with a perigee representation [100].

Primary vertices The primary vertex (PV) tries to identify the location of the hard
scatter in an event. The PV reconstruction is closely related to the track reconstruction.

The PV reconstruction starts from a subset of reconstructed tracks discussed above with
tighter requirements such as the number of hits, impact parameter, and transverse momen-
tum [101]. From those tracks, the PV is reconstructed in two steps:

• Select the seed position of the first vertex: the seed position in the transverse
plane is determined from the center of the luminous region. The luminous region can
be determined online during data taking through inner detector tracks at the high level
trigger (HLT). The z-coordinate is determined from the z-coordinates of the tracks at
their points of closest approach to the beam-spot center.

• Iterative PV fit: the fitting algorithm proceeds iteratively, each time down-weighting
less compatible tracks and recomputing the vertex position. Tracks incompatible with
the vertex by the 7σ are disassociated from the vertex.

Remaining tracks are used to find the next primary vertex candidate until no tracks are
left in the event. All vertices with at least two associated tracks are retained as valid primary
vertex candidates. In addition, during the fitting process, tracks outside the beam spot are
removed due to their low compatibility with PV candidates. The reconstructed primary
vertex with the largest

∑
p2T of tracks is defined as the hard-scatter PV.

The PV reconstruction process described does not require prior beam spot knowledge.
Such PV candidates can be used to reconstruct the beam spot offline during the Tier-0
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calibration and data preparation after events are accepted by the HLT and before events
are distributed to higher tier computing facilities [102]. The measured beam spot sizes from
Run 2 are shown in Figure 3.13.
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Figure 3.13: The size of the LHC beam spot measured in the x-axis (left) and the z-axis
(right) in ATLAS during Run 2 [103].

3.3.2 Electrons, photons, muons, and hadronic tau-leptons
As discussed previously, the ATLAS electromagnetic calorimeter (ECAL), including the
EMB, EMEC and the first layer of FCal, and muon spectrometer aim to detect electrons,
photons and muons. For electrons and muons, the inner detector tracks described in the
previous section are also important reconstruction ingredients. In this thesis, electrons and
muons are of particular importance for the V H(→ bb, cc) analysis in Chapter 4. This section
focuses on discussing the electron and muon reconstruction and briefly discusses the photon
reconstruction.

In addition to electrons and muons, τ -leptons can also be reconstructed from the ATLAS
detectors. Leptonically decayed τ -leptons are hard to distinguish from prompt electrons or
muons. This section only discusses hadronic τ reconstruction. Hadronic τ -leptons are used
in the V H(→ bb, cc) analysis for event categorizations.

Electrons and photons For many physics analyses, the electrons from prompt particle
decays are the signals of interest. In the V H(→ bb, cc) analysis, for example, electrons from
prompt W and Z boson decays are used to reconstruct the vector bosons. This section
focuses on the reconstruction of prompt electrons. In the next section, non-prompt electrons
(soft) from the decays of heavy flavor jets are also discussed as they are useful for identifying
the flavor of the jets.

For reconstructing the prompt electron, there are four main components [104]:
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• Reconstruction: The electron reconstruction matches the inner detector track with
the ECAL energy cluster. The ECAL clusters are reconstructed using a sliding-window
algorithm [105]. Localized energy clusters are found by sliding a window of fixed
∆η × ∆ϕ across the ECAL towers. The tracks used in the electron reconstruction
are reconstructed as described in the previous section but with a subsequent Gaussian
sum filter (GSF) fitting procedure to recover ID electron bremsstrahlung [104, 106]. Fi-
nally, the cluster is matched to the electron track candidate by requiring small angular
separation between the track and the cluster. For example, |ηcluster − ηtrack| < 0.05.

• Identification: The electron identification uses a likelihood-based (LH) method.
The probability density functions (pdfs) of discriminating parameters for the signal
(prompt) and background electrons are used to compose likelihoods. The signal and
background likelihoods form a discriminant. Loose, medium, and tight working points
are chosen by cutting on the discriminant while maintaining 93%, 88%, 80% of signal
efficiency respectively.

• Isolation: After reconstructing and identifying electron candidates, further isolation
selection criteria can be set. The isolation criteria utilize the fact that prompt electrons
tend to have little activity in the vicinity. That is, there are few particles near prompt
electrons. The isolation criteria are usually defined in terms of upper cuts on Eisol

T,cone

(cluster energy near the signal within a cone of ∆R) and pisoT (track energy near the
signal). Electron candidates with higher Eisol

T,cone or pisoT above certain thresholds tend
to be less isolated.

• Calibration: Finally, before the electron candidates can be used in physics analysis,
energy corrections are applied to both the energy scale (E) and the energy resolution
(σE) by comparing the simulation with the data using Z → ee decays [107]. The
electron identification efficiencies are also compared between the data and the Monte
Carlo (MC) simulation for J/ψ → ee and Z → ee. The overall data-MC scale factor
uncertainties are up to 5%.

The photon reconstruction, identification, isolation, and calibration are similar to the
electron case. In reconstruction, unconverted photons do not have tracks in the inner de-
tector (ID). The photon identification is cut-based instead of likelihood-based. The photon
calibration uses Z → µµγ.

Muons Similar to the electron reconstruction, muon reconstruction follows four steps:
reconstruction, identification, isolation, and calibration [108].

• Reconstruction: Tracks from the muon spectrometer (MS) are first reconstructed
by fitting together hits from different layers in a combinatorial search. Then, the MS
tracks are combined with the ID tracks (Section 3.3.1). The muon reconstruction is
primarily based on ID and MS tracks. Information from calorimeter energy deposits
is used, for example, when muons have large energy losses in the calorimeters.
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• Identification: Similar to prompt electron identification, the goal is to select prompt
muons, for example, from W and Z boson decays. The identification sets various
requirements on discriminating variables such as the χ2 of the combined track fit.
Different working points at different signal efficiencies are set.

• Isolation: The muon isolation is also based on two isolation variables: pvarcone30T

(track momentum sum near the muon) and Etopocone20
T (transverse energy around the

muon). For pvarcone30T , the track momentum is summed over a cone of variable sizes
depending on pµT , ∆R < min(10 GeV/pµT , 0.3). For E

topocone20
T , the transverse energy is

summed over topological cell clusters in a cone around the muon. The topo-clusters are
different from the fixed-size sliding-window algorithm [109]. The topological clustering
algorithm clusters neighboring cells as long as the signal is significant compared to the
noise.

• Calibration: The final calibration on the muon pT and momentum resolution σ(pT )
compares data and simulation of J/Ψ → µµ and Z → µµ decays. The muon identifi-
cation efficiencies are also measured by comparing the J/ψ → µµ and Z → µµ data
and the Monte Carlo (MC) simulation. The data-MC scale factor uncertainties are
sub-%.

Hadronic tau-leptons τ -leptons are the heaviest leptons with a mass of 1.78 GeV [110,
111]. With a lifetime of 2.9×10−13 s, a 40 GeV τ -lepton can travel about 2 mm in the detector
before decaying. The τ -leptons decay both leptonically and hadronically (65% of the time).
τ -leptons are called leptonic or hadronic based on their decay modes. The leptonic τ -leptons
decay to eνν or µνν, where the electrons and muons tend to be efficiently reconstructed [14].
It is hard to distinguish prompt electrons and muons from leptonic τ . Leptonic τ -leptons
are usually used in analyses as electrons or muons.

On the other hand, the hadronic τ decays contain either one or three charged pions (72%
or 22%). In addition, neutral pions might also be produced. The hadronic τ candidates are
reconstructed explicitly using jets and tracks. The jet reconstruction is discussed in detail
in Section 3.3.3.

The identification of hadronic τ uses a Recurrent Neural Network (RNN) trained on
γ∗ → ττ . The inputs to the RNN are differentiating kinematic variables such as the shower
depth. Based on the RNN outputs, loose, medium and tight working points are defined. The
RNN algorithm achieves good performance in identifying hadronic τ -leptons and rejecting
QCD jets.

3.3.3 Jets and MET
In addition to the electron, photon, and muon reconstruction described in the previous
section, ATLAS also reconstructs jets and missing transverse energy (MET). MET is used
as a proxy for neutrinos as neutrinos cannot be directly detected in the ATLAS detectors.
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Jet reconstruction Jets are collimated sprays of charged and neutral hadrons. Quarks
and gluons from the high-energy interactions fragment and hadronize to jets [112]. In the
case of V H(→ bb, cc), b and c quarks are observed in the detector as jets. Jets are important
physics objects for the analysis.

For jet reconstruction, two algorithms are used in sequence: first, the particle flow
(PFlow) algorithm; then, the anti-kt algorithm. The PFlow algorithm manages track-cluster
energy subtraction and produces inputs for the anti-kt algorithm, which performs the final
jet clustering.

The PFlow algorithm uses the ID tracks and calorimeter topo-clusters. The ID tracks
are discussed in Section 3.3.1. The topo-clusters are introduced in Section 3.3.2. Compared
to the fixed-size sliding-window algorithm, the topo-clusters are more suitable for hadronic
final state reconstruction such as jets. The PFlow algorithm first matches tracks to clusters
and modifies the cluster energy based on track momentum and expected cluster energy [113].

The ensemble of tracks and topo-clusters from the PFlow algorithm is then used in the
anti-kt algorithm to reconstruct jets. The anti-kt algorithm defines two distances [114]:

dij = min(p−2
T i , p

−2
Tj )

∆2
ij

R2
(3.14)

diB = p−2
T i (3.15)

where pT i and pTj are the transverse momenta of the objects i and j. The objects can be
any input objects to the anti-kt algorithm or combined objects from the anti-kt algorithm.
And, ∆2

ij = (yi − yj)
2 + (ϕi − ϕj)

2. Here, y is the rapidity defined in Equation 3.7 and ϕ
is the azimuthal angle. R is the radius parameter that roughly defines the maximum size
of the jet. And, diB stands for the distance between object i and the beam. The algorithm
groups objects as follows: for two objects, if dij < diB, combine object i and j; otherwise,
define i as a jet and remove it from the object collection. The procedure is repeated until no
objects are left.

The reconstructed jets from the anti-kT algorithm are illustrated in Figure 3.14. The anti-
kT algorithm is infrared and collinear (IRC) safe, i.e., the set of hard jets remains unchanged
by collinear splitting or soft emission [112]. In addition, the hard jet cone boundaries are
not perturbed by soft jets, as shown in the figure. In the V H(→ bb, cc) analysis, the radius
parameter R is chosen as 0.4 and 1.0, corresponding to the small-R jets and the large-R jets.
In the case of V H(→ bb, cc), large-R jets are used to approximate Higgs bosons with large
transverse momenta in the boosted Higgs-to-bottom decays. This is because small-R jets
tend to merge as one large-R jet in the boosted phase space [115].
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Figure 3.14: Jets reconstructed from the anti-kT algorithm [114].

Jet calibration Jet calibration contains two main parts, the jet energy scale (JES) cali-
bration and the jet energy resolution (JER) calibration. The JES calibration aims to restore
the electromagnetic (EM) scale jet energy to the truth jet particle-level energy scale. As dis-
cussed in Section 3.2.4, fractions of the non-EM energy might be undetected in the calorime-
ter. The JES calibration follows several steps that are applied to the four-momentum of the
jets [116]. The first three steps are only applied to simulation using truth information, while
the last step is applied to data to match data with simulation. The JES calibration steps
are summarized as follows:

• Pileup correction: The pileup corrections remove excess jet energy due to additional
proton-proton interactions with the same (in-time) or nearby (out-of-time) bunch cross-
ings. The correction uses the jet area and transverse momentum of the event, the num-
ber of primary vertices (Npv) and the mean number of interactions per bunch crossing
(µ) defined in Equation 3.4.

• Absolute simulation based calibration: The jet energy response R is defined as
the mean of a Gaussian fit to the Ereco/Etrue distribution. R is calculated in energy
and η bins. At this step, the jet calibration factor is taken as the inverse of R. This
factor corrects the jet energy to the truth particle level.

• Global sequential (GS) calibration: After the previous step, the JES is still depen-
dent on the flavor and energy of the jet constituent particles. GS calibration uses six
observables, such as the energy fraction measured in each layer, to reduce dependence
of the jet response on each observable while conserving the overall energy scale.

• Residual calibration: Lastly, a final correction is applied to data to account for im-
perfect descriptions of the detector response. The correction is performed by balancing
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the jet momentum with reference objects in events such as Z+jets. The response to
the forward jets are also corrected using central jets in η.

In addition to calibrating the JES, measuring the JER is also important. The jet energy
resolution (σpT ) parameterization is the same as in Equation 3.13. The readout noise term in
σpT scales as N/pT . The JER measurement is simple compared to the JES calibration that
involves multiple steps applied to both the simulation and the data. The JER measurement
is extracted from the Gaussian fit of the dijet momentum balance.

The final correction on data for the residual JES calibration is shown in Figure 3.15. The
final correction is approximately 3% at low pT and decreases at higher pT . Figure 3.15 also
presents the final JER measurements.

Both JES and JER have a large number of systematics. The main contribution is from
the in situ residual calibration in the case of JES and the in situ dijet calibration for JER
as shown in Figure 3.16. The total uncertainty on JES is about 5% at low pT . The JES un-
certainties also include the flavor dependence including the flavor response and composition
uncertainties for quark- versus gluon-initiated jets. For heavy-flavor jets, the flavor uncer-
tainty focuses on light-flavor versus heavy-flavor jets. More details about the light-flavor and
heavy-flavor jets are discussed in Section 3.4. The JES and JER calibration described above
are mainly used for the small-R jets. For large-R jets, the jet energy and mass calibration
follow similar simulation-based procedures [117]. More details about the jet uncertainties
included in the V H(→ bb, cc) analysis are discussed in Section 4.2.
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Figure 3.15: The final JES correction (left) and JER measurements (right) [116]. On the left,
the y-axis is the ratio of jet response in data to MC. The data points are from calibrations
performed in γ + jet, Z+jet where Z bosons decay to ee or µµ, and multi-jet. The purple
error bands are the total uncertainties from the final residual calibration on data. The
statistical component in pink band is too small to be visible in most regions. The data point
total uncertainties and statistical uncertainties are shown in outer and inner horizontal ticks.
On the right, the measurements for JER are from dijet events. The y-axis is the relative jet
energy resolution. The dijet data points and their total uncertainties are shown in black dots.
The total relative jet energy resolution and its uncertainties, matched to the data points,
are shown in the purple band. The pink band illustrates the noise component contribution.

Figure 3.16: The JES uncertainty (left) and the JER uncertainty (right) [116].
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Suppression of background jets In addition to the energy calibration procedures de-
scribed above, two approaches are used to suppress background jets, Jet Vertex Tagger
(JVT) and jet cleaning selection criteria. Compared to the signal jets from the hard scatter
of interest, background jets are from pileup or other processes.

In the case of JVT, the goal is to reject pileup jets using two discriminating variables,
corrJVF and RpT . corrJVF is the based on the jet-vertex-fraction and corrected for the total
number of pileup tracks. RpT is the ratio between track transverse momentum from the
hard-scatter vertex (defined in Section 3.3.1) to all associated tracks in the jet. A k-nearest
neighbor (kNN) algorithm is used to estimate the likelihood, named JVT, for a jet to be from
hard scatter in the 2-dimensional plane of corrJVF and RpT . The probability is calculated
as the ratio of the number of hard-scatter jets divided by the number of hard-scatter plus
pileup jets found in a local neighborhood around the point. Working points with different
hard-scatter jet efficiencies can be set by cutting on JVT [118].

JVT is based on tracking information and thus can only be used at |η| < 2.5 in the
coverage of the inner detector. To reject pileup jets in the forward region (2.5 < |η| < 4.5),
the forward JVT (fJVT) uses the normalized projection of the missing transverse momentum
on the forward jet transverse momentum direction. Pileup forward jets tend to have larger
fJVT [119].

Lastly, the jet cleaning selection criteria aim to remove three additional sources of back-
ground jets [120]:

• Beam induced backgrounds (BIB): due to proton losses upstream of the inter-
action point. The losses induce secondary cascades that lead to high energy muons
identified as fake jets.

• Cosmic-ray showers: high energy muons from the cosmic rays reaching the ATLAS
detector.

• Calorimeter noise: most permanent or sporadic noises are rejected by data quality
inspection. For example, the large-scale coherent noise from the LAr calorimeter high
voltage system can be flagged and vetoed by a quality factor that reflects if the pulse
shapes look like argon ionization pulse shapes [121]. However, a small fraction of noise
remains and needs additional rejection criteria.

To reject these background jets, tight and loose jet cleaning cuts are set on various
parameters based on the LAr calorimeter pulse shape in each cell, energy deposit fractions
in each layer, track momentum fraction, etc. The complete cut settings are discussed in
detail in [120]. The selection criteria ensure high jet efficiencies while removing fake jets.

Missing transverse energy All reconstructed objects discussed above, the electrons,
photons, muons, jets, and τ -leptons, are particles that can leave signals, as shown in Figure
3.11. However, particles, such as neutrinos and some dark matter candidates beyond the
Standard Model (BSM), do not leave any signals. These particles are quantified using the
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missing transverse energy, Emiss
T or MET. As discussed in Equation 3.5, the transverse

momenta of all particles should sum to zero [122]. This allows quantifying Emiss
T in the

transverse direction perpendicular to the beam axis. However, any momentum in the forward
direction, close to the beam line, is difficult to quantify due to the lack of detector coverage
and momentum balance. Therefore,

Emiss
T = −

∑
pµ
T −

∑
pe
T −

∑
pγ
T −

∑
pτhad
T −

∑
pjet
T −

∑
psoft
T (3.16)

where Emiss
T = (Emiss

x , Emiss
y ) is the vectorial sum of all transverse momenta. The first

five terms are the hard terms associated with reconstructed prompt particles with large
momentum. The last term is the soft term, which refers to reconstructed tracks associated
with the hard-scatter vertex but not hard objects. The MET response, resolution and
systematic uncertainties are evaluated using Z → µµ and W → eν events. The MC and
data agree within uncertainties and no additional scale factors are derived for Emiss

T .

3.4 Flavor tagging
This section focuses on the flavor tagging performance. Identifying the jet flavor is important
for many physics analyses, such as the V H(→ bb, cc) analysis. There are four jet flavors
defined in this section: b-jets, c-jets, τ -jets, and l-jets. b-jets, c-jets, and τ -jets are jets
containing b-hadrons, c-hadrons, and hadronic τ -leptons. b- and c-hadrons are from b- and
c-quark hadronization. b-hadrons tend to decay to c-hadrons first in the decay chain before
further decaying [14].

b-jets and c-jets are often referred to as heavy-flavor jets. While hadronic τ -leptons can be
identified using the RNN algorithm discussed in Section 3.3.2, some hadronic τ -leptons might
be misidentified as heavy flavor jets and are thus included in some flavor tagging algorithm
evaluation, as shown in Table 4.7. l-jets are light-flavor jets that do not contain those heavy
particles but come from u, d, s-quark or gluon hadronization. Light-flavor and heavy-flavor
jets are considered separately, as heavy-flavor hadrons tend to have longer lifetimes.

Different jet flavors have different characteristics, enabling flavor tagging algorithms.
For l-jets,there are also differences between gluon-initiated and quark-initiated jets [123].
However, the current ATLAS flavor tagging algorithm does not explicitly differentiate these
two types.

In this section, Section 3.4.1-3.4.2 introduce the ATLAS flavor tagging algorithm and its
calibration. Section 3.4.3 presents the improved baseline flavor tagging algorithm with soft
electrons.

3.4.1 DL1r
DL1r is the Run 2 flavor tagging algorithm used in the V H(→ bb, cc) analysis [124]. Machine
learning (ML) tools have been used in ATLAS flavor tagging since early Run 2. The first
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Run 2 algorithm, MV2, is based on boosted decision trees [125]. DL1r is a multi-layer neural
network that takes in variables from various low level algorithms. The DL1r outputs are
flavor tagging discriminants. The low level algorithms directly use inner detector tracks,
primary vertices (PVs), and jets to form discriminating variables for DL1r.
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Inputs Variables Definitions

Kinematics pT Jet pT
|η| Jet |η|

IP2D, IP3D
log(Pb/Plight) Likelihood ratio of b-jets to l-jets

log(Pb/Pc) Likelihood ratio of b-jets to c-jets
log(Pc/Plight) Likelihood ratio of c-jets to l-jets

RNNIP
Pb b-jet probability
Pc c-jet probability

Plight l-jet probability

SV1

m(SV) Invariant mass of tracks at the secondary vertex assuming
pion mass

fE(SV) Jet energy fraction of the tracks associated with the sec-
ondary vertex

NTrkAtV tx(SV) Number of tracks used in the secondary vertex
N2TrkV tx(SV) Number of two-track vertex candidates

Lxy(SV) Transverse distance between the primary and secondary ver-
tices

Lxyz(SV) Distance between the primary and secondary vertices
Sxyz(SV) Distance between the primary and secondary vertices di-

vided by its uncertainty
∆R(pjet,pvtx)(SV) ∆R between the jet axis and the direction of the secondary

vertex relative to the primary vertex

JetFitter

m(JF) Invariant mass of tracks from displaced vertices
fE(JF) Jet energy fraction of the tracks associated with the dis-

placed vertices
∆R(pjet,pvtx)(JF) ∆R between the jet axis and the vectorial sum of momenta

of all tracks attached to displaced vertices
Sxyz(JF) Significance of the average distance between PV and dis-

placed vertices
NTrkAtV tx(JF) Number of tracks from multi-prong displaced vertices
N2TrkV tx(JF) Number of two-track vertex candidates (prior to decay chain

fit)
N1−trk vertices(JF) Number of single-prong displaced vertices
N≥2−trk vertices(JF) Number of multi-prong displaced vertices

Lxyz(2nd)(JF) Distance of 2nd vertex from PV
Lxy(2nd)(JF) Transverse displacement of the 2nd vertex
mTrk(2nd)(JF) Invariant mass of tracks associated with the 2nd vertex
E(2nd)(JF) Energy of the tracks associated with the 2nd vertex
fE(2nd)(JF) Jet energy fraction of the tracks associated with the 2nd

vertex
NTrkAtV tx(2nd)(JF) Number of tracks associated with the 2nd vertex
ηmin,max,avg
trk (2nd)(JF) Min., max. and avg. pseudorapidity of tracks at the 2nd

vertex

Table 3.7: DL1r input variables [124].
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Inputs The 36 DL1r inputs are listed in Table 3.7. Except for the first two jet variables,
all the other 34 input variables are derived from low-level algorithms: impact-parameter
based (IP-based) algorithms, IP2D, IP3D and RNNIP, secondary-vertex-tagging algorithm,
SV1, and topological multi-vertex finding algorithm, JetFitter [124]. The algorithms aim to
explore three basic differences between different flavors of jets:

• Lifetime: The lifetime of b-hadrons (c-mesons, τ -leptons) is about 1.5 ps (1 ps, 0.3
ps) [17]. Therefore, the energetic heavy particles tend to fly a few millimeters before
decaying, creating a secondary vertex (SV) displaced from the primary vertex in jets.
The displaced vertices also lead to larger impact parameters for the heavy particles.

• Mass: The b-quark, c-quark, and τ -leptons have masses around 1 to 4 GeV, orders of
magnitudes larger than the light-flavor quarks. Therefore, the reconstructed invariant
mass at the SV tends to be larger for the b-jets, c-jets, and τ -jets.

• Decay products: The b-jets and c-jets tend to have more decay products from vertices
than the l-jets. In the case of b-jets, b-hadrons decay to c-hadrons first, creating a
tertiary vertex in jets.

All inputs are derived from jets, tracks, and PVs. The hard-scatter vertex is the reference
point for secondary vertices and track impact parameters d0 and z0. The tracks are matched
to jets by setting ∆R(track, jet). The ∆R settings vary with the jet pT , being wider for low
pT jets. The track impact parameters are signed with respect to the jet axis and the PV. The
impact parameter sign is defined as positive (negative) if the track intersects the jet axis in
the transverse plane in front of (behind) the PV [126]. The b-jet and c-jet impact parameters
(IPs) tend to be more positive while the l-jet IPs are symmetric about zero, as shown in
Figure 3.17. The track IP significance is defined as the ratio of the IP to its uncertainty.

The main features of the low-level algorithms are as follows:

• IP2D, IP3D, RNNIP: IP2D, IP3D, and RNNIP are three different algorithms using
track impact parameters to differentiate b-jets, c-jets, and l-jets. The impact parameter
distributions are shown in Figure 3.17. Both IP2D and IP3D are likelihood-based
algorithms. Log-likelihood ratio discriminants are composed from probability density
functions (pdfs) of b-jets, c-jets, and l-jets impact parameter significance. IP2D uses
only the signed transverse IP significance, Sd0 . IP3D uses both Sd0 and Sz0 . RNNIP
uses a recurrent neural network (RNN) to explore more track input variables and the
correlation between tracks and output b-jet, c-jet, and l-jet probabilities.

• SV1: SV1 aims to reconstruct a single displaced secondary vertex (SV) in a jet. The
reconstruction starts by finding two-track vertices with all tracks associated with the
jet. Two-track vertices fromK0

s , Λ decays, photon conversions, or hadronic interactions
with the detector material are rejected using the invariant mass (Equation 3.10) of
vertices or track impact parameters. SV1 iteratively fit all tracks contributing to the
cleaned set of vertices to one vertex. In each iteration, the track with the largest χ2 is
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removed. The fit is repeated until a reasonable χ2 is achieved and m(SV ) < 6 GeV.
Eight SV variables are computed as inputs to DL1. Three examples are shown in
Figure 3.18.

• JetFitter: Unlike SV1, JetFitter finds more than one secondary vertex inside the
jet, aiming to reconstruct the decay chain of PV → b-hadron → c-hadron. It then uses
a Kalman filter to update all vertex position and find the optimal b-hadron flight axis
with fitted vertices along it. There are 17 JetFitter variables used in DL1, such as
the invariant mass, energy fraction, etc.
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Figure 3.17: The transverse (left) and longitudinal (right) signed impact parameter signifi-
cance [124]. The impact parameter of b-jets and c-jets tend to be larger and more positive
then l-jets.
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Figure 3.18: SV1 m(SV) (top left), fE(SV) (top right), and NTrkAtV tx(SV) (bottom left)
[124]. b-jets tend to have high SV invariant mass, energy fraction (see dead-cone effects
[127]), and decay multiplicities (large number of tracks associated with the SV).
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Hyperparameter Value
Number of input variables 36
Number of hidden layers 8

Number of nodes per layer [256, 128, 60, 48, 36, 24, 12, 6]
Learning rate 0.01

Training batch size 15000
Activation function ReLu

Number of training epochs 200
Free (trainable) parameters 59275

Training sample size 22 M jets

Table 3.8: DL1r training parameters [124].
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Training and performance After defining all 36 input variables listed in Table 3.7, DL1r
inputs a sample of 22 million (22M) jets to a fully connected multilayer neural network. The
neural network parameters are listed in Table 3.8. The training uses TensorFlow with the
Keras front-end and the Adam optimizer [128, 129].

The jet training sample are a mix of tt (70%) and Z ′ → qq (30%) events, where Z ′

jets tend to have higher pT . Before training, the jets are resampled to have a uniform
distribution in pT and |η| for each flavor. All jet variables are also shifted to be zero-centered
and normalized to one.

The outputs of DL1r are the b-jet, c-jet, and l-jet probabilities. The probabilities are
used to form two discriminants: Db

DL1r and Dc
DL1r.

Db
DL1r = ln

(
pb

fc · pc + (1− fc) · plight

)
(3.17)

Dc
DL1r = ln

(
pc

fb · pb + (1− fb) · plight

)
(3.18)

Here, fc (=0.018) and fb (=0.2) are the effective background fractions. The values are
optimized for rejecting background jets while maintaining b-jet or c-jet efficiencies.

The final DL1r performance is evaluated using Db
DL1r and Dc

DL1r, as shown in Figure
3.19. Different cuts can be applied to Db

DL1r (Dc
DL1r) to select b-jet (c-jet) candidates. The

efficiency of b-jet and c-jet selection (ϵb,c) is defined as:

ϵb,c =
N b,c

selected

N b,c
total

(3.19)

Here, N b,c
selected refers to the number of b-jets or c-jets selected above specific Db

DL1r or Dc
DL1r

cuts. And, N b,c
total refers to the total number of b-jets or c-jets that have been reconstructed in

the sample evaluated. The rejection factors of background b-jet, c-jet or l-jet are defined as:
1/ϵb, 1/ϵc or 1/ϵl. The final DL1r efficiency and rejection of b-jet and c-jet are shown in Figure
3.20. At 60% b-jet efficiency, the rejection factors for c-jets and l-jets are approximately 40
and 3000. At 20% c-jet efficiency, the rejection factors for b-jets and l-jets are approximately
20 and 200. The rejection power of DL1r is much better than individual low level algorithms.
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Figure 3.19: Db
DL1r (left) and Dc

DL1r (right) [124].

Figure 3.20: Db
DL1r (left) and Dc

DL1r (right) [124]. For the left plot, RNNIP, SVKine, and
JFKine refer to the stand-alone performance from RNNIP, SV1, and JetFitter. For the right
plot, DL1 refers to a previous flavor tagging algorithm without the RNNIP low level algorithm.
The DL1r algorithm improves the b-jet (l-jet) rejection by around 15% (10%) at 20% c-jet
efficiency.
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3.4.2 Calibration
The flavor tagging efficiencies need to be calibrated to account for differences between data
and simulation before being used in the analysis. The flavor tagging efficiency calibrations
derive scale factors (SF) to correct the simulation efficiencies (ϵsimulation) to the measured
efficiencies in the data (ϵdata). The scale factors are derived as a function of the jet pT .

SF =
ϵdata

ϵsimulation

(3.20)

The scale factors are derived separately for b-jets, c-jets, and l-jets. The respective
calibrations require selecting samples of enriched b-jets, c-jets, and l-jets.

b-jet calibration The b-jet calibration uses di-leptonic tt decays [130]. Events are cate-
gorized using the leading and sub-leading jet pT . Signal regions with high-purity two b-jet
events are selected using the invariant mass of the leading jet-lepton pairs. In each signal
and control region, events are further categorized according to the b-tagging discriminants of
the two leading jets. The b-jet tagging efficiencies are then measured using a log-likelihood
fit. The final signal region b-jet tagging efficiency and scale factors are shown in Figure 3.21.
The b-tagging efficiency scale factors are approximately one for most jet pT bins. The total
uncertainty is approximately a few percent in most jet pT ranges. The uncertainty is larger
than 5% for jet pT below 30 GeV.

Figure 3.21: The signal region b-tagging efficiency (left) and scale factors (right) [130]. The
statistical and systematic uncertainties are shown in the green bar for the scale factors.

l-jet calibration The l-jet calibration uses Z+jets samples. It is particularly challenging
due to the small mis-tag efficiency from DL1r. A negative tag method is used to enrich the
l-jet fractions in DL1r (DL1rFlip) [131]. As shown in Figure 3.17, the impact parameters of
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b-jets tend to be more positive. DL1rFlip inverts the signs of all track impact parameters.
When the DL1rFlip samples are evaluated using the nominal DL1r algorithm and working
points, the b-jet fraction decreases significantly as indicated in Figure 3.22. However, the
l-jet efficiency (ϵl) remains the same between the two algorithms.

At each jet pT and DL1rFlip discriminant interval, the l-jet efficiency scale factors are
measured by performing a likelihood fit on the invariant mass of the secondary vertex. The
l-jet scale factor uncertainties range from around 10% to 20% at different b-tagging working
points.

Figure 3.22: The DL1r (left) and DL1rFlip (right) discriminants [131]. b-jet fractions are
lower at high DL1rFlip values.

c-jet calibration Lastly, the c-jet calibration uses semi-leptonic tt decays [132]. The
branching ratio of a W boson to final states containing a charm-quark is about 33% [17].
b-jet and l-jet scale factors are applied prior to extracting the c-jet scale factors. The c-jet
tagging efficiency scale factors are then derived by performing a χ2 fit in all jet pT and tagging
intervals. The uncertainties of the c-jet scale factors are approximately 10% dominated by
the tt modeling uncertainties.

3.4.3 Soft electrons
To improve the flavor tagging algorithm performance, there are two main approaches: 1)
adding additional information and 2) developing more advanced algorithms. The first ap-
proach might be possible by exploiting soft lepton variables. The second approach is explored
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in the GN1 upgrade of the DL1 algorithms [133]. As discussed in Section 3.4.1, the current
DL1r algorithm exploits the differences between b-jets, c-jets, and l-jets through secondary
vertices and decay products. In addition, 39%(17%) of b-hadron and c-hadron decays in-
clude leptons [17]. As these leptons tend to have smaller pT compared to the prompt leptons,
they are called soft leptons. The soft lepton information recorded by the calorimeters and
the muon spectrometer is not currently considered in DL1r. Adding soft muons to DL1r
increases c(l) jet rejection by 10%(25%) at 70% b-tagging efficiency. Similar performance
improvements are expected for soft electrons, which is discussed in this section.

Machine learning Machine learning has been an important tool for event reconstruc-
tion and identification in particle physics since the 2010s [134, 135]. Machine learning is a
subset of artificial intelligence [136]. Figure 3.23 illustrates the difference between classical
programming and machine learning. Classical programming derives answers given data and
rules, while machine learning aims to find a set of rules given the data and answers. Event
reconstruction and identification in particle physics and in particular collider physics tend
to use large datasets and Monte Carlo simulations in high dimensions. This makes them
a suitable playground for machine learning applications. For example, in flavor tagging,
without machine learning, it is difficult to define rules based on a large number of variables
and efficiently classify millions of b-jets, c-jets, and l-jets.

DL1r uses deep neural networks (DNN) for jet flavor identifications. The training is
supervised, mapping data to known targets [136]. In general, machine learning algorithms
can be either supervised or unsupervised. Unsupervised learning does not have target values
and are useful for purposes such as anomaly detection. Deep neural networks are currently
one of the most popular machine learning algorithms [136]. Another type of supervised ML
algorithm is boosted decision trees, which is used in Chapter 4 to enhance signal sensitivities
[137]. Deep neural networks can be configured in different ways, such as the graph neural
networks and transformers [138, 139]. In DNN, all 36 jet variables are input to layers of
neurons or nodes. Neurons here are loosely inspired by biological neurons [140]. Deep
refers to a large number of neuron layers. At each neuron, the input variables are weighted
and sent through an activation function as shown in Figure 3.24. The activation function
used for the internal layers in DL1r is ReLu (rectified linear unit) as listed in Table 3.8. The
ReLu function is defined as: f(zj) = max(0, zj) [141]. Activation functions introduce non-
linearity into the neural networks. After the 8 hidden layers in DL1r, the final output layer
uses softmax activation function [142]:

f(z)j =
ezj∑
k e

zk
. (3.21)

In the case of DL1r, the softmax activation function takes in a vector of three components
from the output layer: z = (pb, pc, pl). After the softmax activation function, each component
is within [0, 1] and all three components add up to 1. Those components are thus equivalent
to the probabilities of a jet being a b-jet, c-jet or l-jet.
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The performance of neural networks is assessed through a loss function and the truth
label of the jets, q = (qb, qc, ql). In DL1r, a categorical cross-entropy or log loss function is
used:

L(q, z) = − 1

N

N∑
i=1

C∑
j=1

qi,j log(zi,j). (3.22)

Here, N is the total number of jets used in the training. And, the index C is three in the
case of DL1r as there are three jet categories [143].

During trainings, the loss function is minimized through gradient descent and backprop-
agation [136, 144]. Each individual neuron weight and bias is updated as:

θ′i = θi − α
1

m

∑
m

∂L

∂θi
. (3.23)

Here, α is the step size of each descent and called learning rate. Instead of summing over
the full training sample size N as in Equation 3.22, the gradient is taken over a random
batch size m, as shown in Equation 3.23. The batch size m thus refers to a subset of the full
training size N , over which the neuron weights and biases can be updated. The parameter
θi can be the weight or bias of any neuron in the neural network. Training is performed over
multiple epochs until the loss function stabilizes. In one epoch, all neurons are updated over
the full training sample in multiple batches. The number of epochs refer to the number of
times over which the full sample should be trained. Batch size, learning rates, the number
of epochs, the number of nodes per layer, and the total number of hidden layers as shown in
Table 3.8 are all important hyperparameters to tune for the training performance. Different
activation functions might affect the training performance as well.

Figure 3.23: Classical programming versus machine learning [136].
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Figure 3.24: Input weights and the activation function at each neuron [145]. For any neuron
j, n inputs form the weighted sum: zj =

∑
xiwij + bj. Here, bj is the bias of the neuron.

The final output from the neuron is: oj = f(zj), where f is the activation function.

Soft electron selection and variables The first step of adding soft electron candidates
to the DL1r algorithm is to select soft electron candidates. The latest ATLAS electron
identification (ID) algorithm uses neural networks and outputs the probability of an electron
from heavy flavor decays, phf [146]. This identification algorithm was developed after the
likelihood-based ID algorithm discussed in Section 3.3 and is not used in the V H(→ bb, cc)
analysis. The electron ID algorithm uses various electron candidate track and calorimeter
information. Some of the training variables are listed in Table 3.10. The highest phf electron
within the jet (∆R(e, jet) < 0.4) is selected as the soft electron candidate for the jet.

Once the electron candidates inside jets are selected, a total of 28 soft electron variables
are added to the DL1r algorithm to enhance the flavor tagging performance. The 28 variables
are listed in Table 3.9-3.10. The 28 electron variables are selected based on the experience
from low level DL1r algorithms and electron identification trainings. In addition to selecting
soft electron candidates, phf is also used in the DL1re training. The electron variables for phf
training are also added in DL1re to further improve the performance as shown in Table 3.10.
The distributions of four soft electron variables are shown in Figure 3.25. Those variables
are from different variable types and tend to be highly ranked, meaning that they have large
impact over the final training results.

More b-jets and c-jets tend to have higher soft electron phf . Slightly more b-jets tend to
have more positive soft electron signed d0. However, for ∆η1 and Rhad1, the distributions are
similar across all three jets, dominated by the fake soft electrons added to the jets. Some
electron variables have large outliers due to the transition region between the barrel and
endcap (1.37 < |η| < 1.52) [147]. Outlier cuts are set for these electron variables. The
outlier cuts do not affect the final DL1re training performance.
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type name description
Kinematics pT Transverse momentum of the electron

pT,e/pT,jet
Transverse momentum of the electron divided by jet trans-
verse momentum

prelT

The transverse momentum of muon relative to the jet axis:√
p2e − ((−→pjet · −→pe)/pjet)2

|η| Absolute value of the electron pseudorapidity
∆R(jet, e) The angular separation between electrons and jets

Tracking signed d0 and
its significance Signed transverse momentum [126]

signed z0 and
its significance Signed longitudinal momentum

Miscellaneous phf
The probabilities of an electron coming from b or c hadron
decays [146]

pisoT /pT
The sum of track pT in a cone of ∆R = 0.3 around the
electron divided by electron pT

IsDefault If an electron candidate exists inside a jet, IsDefault = 0;
otherwise, = 1

Table 3.9: 12 of the soft electron variables added to the DL1re training. Kinematic variables
such as pT,e/pT,jet show the relationship between the electron candidate and the jet. Tracking
impact parameters are signed according to the flavor tagging convention discussed in Section
3.4.1.



CHAPTER 3. EXPERIMENTAL SETUP 74

type name description
Tracking npix Number of hits in the pixel detector

nsct Number of hits in the SCT detector

∆p/p
Momentum lost by the track between the perigee and
the last measurement point divided by the momentum at
perigee

eProbabilityHT Likelihood probability based on transition radiation in the
TRT

Track-cluster
matching ∆η1

∆η between the cluster position in the first layer and the
extrapolated track

∆ϕres

∆ϕ between the cluster position in the second layer of
the ECAL and the momentum-rescaled track, extrapolated
from the perigee, times the charge

E/p Ratio of the cluster energy to the track momentum

First layer of
ECAL wstot

Shower width,
√∑

Ei(i− imax)2/(
∑

Ei), where i runs over
all strips in a window of ∆η×∆ϕ ≈ 0.0625×0.2, correspond-
ing typically to 20 strips in η, and imax is the index of the
highest-energy strip

Eratio

Ratio of the energy difference between the maximum energy
deposit and the energy deposit in a secondary maximum in
the cluster to the sum of these energies

f1
Ratio of the energy in the first layer of ECAL to the total
energy in the ECAL

Second layer of
ECAL wη2

Lateral shower width,
√

(
∑

Eiη2i )/(
∑

Ei)− ((
∑

Eiηi)/(
∑

Ei))2,
where Ei is the energy and ηi is the pseudorapidity of cell
i and the sum is calculated within a window of 3× 5 cells

Rϕ
Ratio of the energy in 3 × 3 cells over the energy in 3 × 7
cells centered at the electron cluster position

Rη
Ratio of the energy in 3 × 7 cells over the energy in 7 × 7
cells centered at the electron cluster position

Third layer of
ECAL f3

Ratio of the energy in the third layer to the total energy in
the ECAL

Hadronic leak-
age Rhad1

Ratio of ET in the first layer of the hadronic calorimeter
leakage to ET of the ECAL cluster

Rhad
Ratio of ET in the hadronic calorimeter to ET of the ECAL
cluster

Table 3.10: The additional 16 soft electron variables added the DL1re training. These 16
variables are used in the phf training. The definition of all variables is found in [147].
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Figure 3.25: Selected DL1re variable distribution for b-jets, c-jets, l-jets. Top left: phf ; top
right: signed d0; bottom left: ∆η1; bottom right: Rhad1. For jets without soft electron
candidates, the variables are set to default values -1.
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DL1re performance The training size is increased to 24 million jets from the default 22
million in Table 3.8. With the increasing number of soft electron variables, a large training
size above 24 million is needed to achieve good performance. Optuna was used to optimize
the DL1re hyperparameters [148]. 50 different trials are performed at various batch sizes,
learning rates, numbers of nodes per layer, and numbers of hidden layers. The default DL1r
hyperparameters are shown to be optimized for DL1re as well.

The final DL1re performance with soft electron candidates and variables added to the
default DL1r training is shown in Figure 3.26. The efficiencies and rejections for DL1re are
defined in the same way as DL1r in Equation 3.19. At 70% b-jet efficiency (marked by the
vertical dash red lines), the c-jet and l-jet rejections are improved by 10 − 20%. Similarly,
at 20% c-jet efficiency, the b-jet and l-jet rejections improve by 10− 20%.

Soft electrons are currently being tested in the latest GN1 flavor tagging algorithms. The
improvements are independent of the baseline flavor tagging algorithms. Once the algorithm
is finalized, calibrating the flavor tagging algorithm with soft leptons is the next exciting
milestone before the algorithm can be deployed in the analysis. The calibration with soft
leptons might require new techniques as flavor tagging performance keeps improving and
fewer background jets are accepted at the various working points.
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Figure 3.26: DL1re performance. Top: b-jet efficiencies at various c-jet (left) and l-jet (right)
rejections. Bottom: c-jet efficiencies at various b-jet (left) and l-jet (right) rejections. The
DL1r performance is shown in blue and DL1re in orange. Vertical red dash lines mark the
70%, 77%, and 85% tagging efficiencies.
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Chapter 4

The VH(bb/cc) analysis

4.1 Introduction
The Higgs boson is an important part of the Standard Model of particle physics (SM), closely
tied to how particles acquire mass in the SM. This chapter discusses the latest V H(→ bb, cc)
measurement from ATLAS [1]. The measurement uses the VH production mode. The decay
channels where the Higgs boson decays to a pair of charm quarks H → cc and a pair of
bottom quarks H → bb are measured simultaneously.

The Higgs-fermion coupling was first observed in the ttH production mode by ATLAS
and CMS [149, 150]. The H → bb decay mode was observed shortly after by ATLAS and
CMS in Run 2 using the VH production mode [151, 152]. The VH production mode allows
efficient triggering on the leptons from vector boson decays and suppresses large QCD multi-
jet backgrounds. The H → bb decay mode can be assessed in other production channels as
well, such as the vector-boson fusion channel [153, 154]. The V H(→ bb, cc) analysis discussed
in this thesis uses the VH production mode.

Since the H → bb discovery, three additional ATLAS analyses explored H → bb in preci-
sion differential measurements using the STXS (simplified template cross section) framework
and the full Run 2 dataset (139 fb−1). The three analyses focus on:

• Resolved V H(→ bb): measure Higgs decays with low Lorentz boosts [155]; the two
b-jets are reconstructed as small-R (small-radius) jets.

• Boosted V H(→ bb): measure highly boosted Higgs decays [156]; the Higgs candidate
are reconstructed with one large-R jet.

• Combined V H(→ bb): combine resolved and boosted V H(→ bb) [157]; pVT < 400 GeV
uses the resolved V H(→ bb) strategy and pVT ≥ 400 GeV uses the boosted strategy.

In addition to measuring the Higgs coupling to the third-generation fermions, there have
been efforts measuring the Higgs coupling to the second- and first-generation fermions. The
Higgs decays to muons were measured by CMS and ATLAS [158, 159]. The CMS H → µµ
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measurement reached 3 σ significance [158]. Upper limits are also set for the Higgs-electron
couplings by ATLAS and CMS [160, 161]. The ATLAS H → ee upper limit is O(105) times
the SM prediction. In addition, measuring the Higgs decays to mesons can constrain the
Higgs coupling to the c-quarks and s-quarks [162, 163, 164, 165].

H → cc is one of the most common Higgs decay modes that has not been observed (BR =
2.89%). It is susceptible to modifications in various new physics scenarios, as discussed in
Section 2.2.2. Similar to H → bb, the most sensitive searches use the VH production mode.
There are also searches in other production channels, such as the gluon-gluon fusion and
vector-boson fusion channels [166, 167]. Using the full Run 2 dataset, ATLAS and CMS
measured:

• ATLAS V H(→ cc): an upper limit of 26 times the signal strength predicted by the
SM for V H(→ cc) (26 × SM) with an expected limit of 31 × SM; |κc| < 8.5 [2];
specifically, the observed (expected) upper limit from the 2-lepton channel is 49 × SM
(51 × SM) at the 95% confidence level.

• CMS V H(→ cc): 14.4 × SM with an expected limit of 7.6 × SM; 1.1 < κc < 5.5 [39];

Due to the similarity of V H(→ bb) and V H(→ cc) decays, it is possible to measure
these decay modes simultaneously. Combined measurements allow measuring simultaneously
κc, κb, and the ratio κc/κb. In addition, the main backgrounds in the V H(→ bb) and
V H(→ cc) phase spaces are similar. Combining the two phase spaces can better constrain
the background processes.

Therefore, the V H(→ bb, cc) analysis discussed in this chapter defines a common analysis
strategy between V H(→ bb) and V H(→ cc), correlates modeling and experimental uncer-
tainties, and performs a combined coherent measurement of V H(→ bb) and V H(→ cc). The
V H(→ bb) analysis combines the resolved and boosted phase space similar to the combina-
tion [157]. Furthermore, the use of multivariate analysis greatly improved the V H(→ cc)
upper limit in the V H(→ bb, cc) analysis.

Analysis overview The V H(→ bb, cc) analysis combines V H(→ bb) and V H(→ cc) as
shown in Figure 4.1. The transition between the resolved V H(→ bb) phase space and the
boosted phase space occurs at pVT = 400 GeV. The resolved V H(→ bb) and V H(→ cc) phase
spaces are defined using the DL1r pseudo-continuous flavor tagging working points (PCFT).
The V H(→ bb) phase space is characterized by two b-tagged jets, while the V H(→ cc)
c-tagged jets. All c-tagged jets have b-tag scores below the 70% efficiency working point,
making the V H(→ bb) and V H(→ cc) phase space orthogonal to each other. The finer
PCFT bins also improve the signal sensitivities.

In the V H(→ cc) phase space, unlike the V H(→ bb) case, a stand-alone boosted V H(→
cc) region is not included. Therefore, the 400 GeV cap is not used in V H(→ cc). The overlap
between the resolved V H(→ cc) and boosted V H(→ bb) phase space is negligible.

In all three phase spaces, three different analysis channels are defined based on the vector-
boson decay modes:
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• 0-lepton: Z → νν;

• 1-lepton: W → lν;

• 2-lepton: Z → ll (main focus of the thesis).

Here, l refers to electrons or muons. τ -leptons are not used in defining the lepton channels
as τ -leptons are not used in triggering and are more challenging to reconstruct. Some events
in 0-lepton have one reconstructed hadronic τ -lepton and are considered as 1-lepton events.
The thesis work focuses on the 2-lepton channel and the corresponding main background,
Z+jets.

The analysis phase space is further split into signal regions (to maximize signal sensitiv-
ities) and control regions (to estimate background processes). The main backgrounds in the
analysis are V+jets and top processes. Here, V stands for the vector bosons, either the W
bosons or the Z boson. Other minor backgrounds include diboson and multijet. The control
regions tend to constrain the main backgrounds, while the minor backgrounds have little
impact on the final signal strengths.

The signal and control regions are further split in terms of the jet multiplicity, pVT , and
the number of tagged c-jets due to differences in kinematics and normalization. In total,
there are approximately 150 regions used in the fit. More details about trigger, objects,
flavor tagging working points, experimental uncertainties, and regions used in the analysis
are discussed in Section 4.2.
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Figure 4.1: The combined V H(→ bb, cc) analysis phase space [168].

Multivariate analysis (MVA) Section 4.3 discusses the multivariate analysis meth-
ods used in V H(→ bb, cc). Boosted decision trees (BDT) are trained on discriminating
event-level variables to differentiate between signal and background events. The BDT dis-
criminants are then used as the fitted distribution in the final statistical analysis. MVA tech-
niques are used in the previous resolved V H(→ bb) analysis but not in resolved V H(→ cc)
or boosted V H(→ bb). Introducing MVA in this analysis greatly improves the V H(→ cc)
signal sensitivity. More details about the MVA input variables and training are discussed in
Section 4.3.

Background modeling The data and the signal and background samples used in the
analysis are introduced in Section 4.4. modeling uncertainties are derived in the analysis us-
ing nominal samples, their variations (e.g., QCD scale variations), and alternative samples.
Different types of uncertainties are derived including the normalization uncertainties, accep-
tance ratio uncertainties and shape uncertainties. In particular, CARL (calibrated likelihood
ratio estimator), a machine learning reweighting package, is used to assess MVA shape un-
certainties [169]. The application of CARL is particularly important for the MVA analysis,
as it allows MVA output shape uncertainties to have physical meanings at the input variable
level. More details about the signal, V+jets, top and diboson modeling uncertainties are
discussed in Section 4.5.
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Statistical analysis Lastly, a binned profile likelihood fit model is used to extract
the signal strengths of V H(→ bb) and V H(→ cc). Different interpretations are calculated
including the V H(→ bb) signal significance, expected and observed upper limits at the
95% confidence level (CL) for V H(→ cc), and the Higgs-bottom and Higgs-charm coupling
modifier ratio (κc/κb). More details of the statistical analysis are discussed in Section 4.6.

4.2 Objects and events
This section discusses object reconstruction, event selection, and event categorization. Build-
ing on the physics object discussion in Section 3.3, Section 4.2.1 discusses the working points
used in V H(→ bb, cc). Section 4.2.2 discusses the trigger used for the analysis and the event
selection criteria based on the physics objects. Section 4.2.3 introduces the signal and control
region definitions and the final jet energy correction.

4.2.1 Object reconstruction
This section discusses the electron, muon, hadronic τ -lepton, jet, and Emiss

T selections. Sec-
tion 4.2.1.1 discusses the PCFT scheme. Section 4.2.1.2 discusses the experimental uncer-
tainties from all physics objects and flavor tagging.

Electrons, muons and hadronic τ-leptons The electron selection criteria are shown
in Table 4.1. The VH-loose, ZH-Signal, and WH-Signal electrons are used later in event
selections. Here, ZH (WH) means that the Higgs boson is produced in association with a
Z (W) boson. The tighter pT requirements for the signal electrons are limited by the trigger
thresholds discussed in Section 4.2.2. Tighter WH-Signal electron requirements suppress the
multi-jet background in the 1-lepton channel.

The muon selection criteria are shown in Table 4.2. The hadronic τ -lepton selection
criteria are shown in Table 4.3.

For both electrons and muons, the impact parameter requirements for dsig
0 and |∆z0 sin θ|

reject tracks with large impact parameters. Those tracks tend to come from pileup, away
from the hard-scattering collision of interest. The η coverage is 2.5 and 2.7 for the inner
detector and the muon spectrometer respectively. Therefore, the electron |η| range is set as
less than 2.47 and the muon |η| range is set as less than 2.7 or 2.5 [170].
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Electron Selection pT η ID dsig
0 w.r.t. BL |∆z0 sin θ| Isolation

VH-Loose > 7 GeV |η| < 2.47 LH Loose < 5 < 0.5 mm Loose_VarRad
ZH-Signal > 27 GeV — Same as VH-Loose —
WH-Signal > 27 GeV |η| < 2.47 LH Tight < 5 < 0.5 mm HighPtCaloOnly

Table 4.1: Electron selection criteria. In the fourth column, ID stands for identification and
lists the electron identification working points used in the analysis. LH stands for likelihood
and refers to the likelihood-based electron ID algorithm. LH Loose and Tight refer to the
93% and 80% electron ID efficiency working points. Looser working points have higher
electron ID efficiency but worse background rejections. The fifth column, dsig0 w.r.t. BL,
lists the transverse impact parameter significance with respect to the beam-line. The sixth
column, ∆z0, lists the longitudinal impact parameters relative to the primary vertex. The
last column lists the electron isolation criteria used. The ZH-Signal electrons have the same
selection criteria as the VH-Loose electrons except the tighter pT cut.

Muon Selection pT η ID dsig
0 w.r.t. BL |∆z0 sin θ| Isolation

VH-Loose > 7 GeV |η| < 2.7 Loose quality < 3 < 0.5 mm Loose_VarRad
ZH-Signal > 27 GeV |η| < 2.5 — Same as VH-Loose —

WH-Signal > 25 GeV when pVT > 150 GeV
> 27 GeV when pVT < 150 GeV |η| < 2.5 Medium quality < 3 < 0.5 mm HighPtTrackOnly

Table 4.2: Muon selection criteria. The muon selection table has the same columns as
the electron selection table above. The loose quality (medium quality) muon identification
working point has a muon identification efficiency of 98% (97%) for muon pT above 5 GeV
[108].

Lepton pT η ntrk ID
τ > 20 GeV |η| < 2.5 1 or 3 tracks Loose

Table 4.3: Hadronic τ -lepton selection criteria. The fourth column ntrk refers to the number
of tracks associated with the hadronic τ -leptons. The number of tracks is either one or three
as the hadronic τ decays contain either one or three charged pions. The loose working points
correspond to the 85% (75%) identification efficiency for the 1-track (3-track) hadronic τ -
leptons [111].
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Jets Jets are of particular importance for the V H(→ bb, cc) analysis, as the final Higgs
candidates are reconstructed from two heavy-flavor jets. There are three kinds of jets used
in the analysis:

• Small-R jets (R = 0.4): Higgs-candidate reconstruction and event categorization in
the resolved regime;

• Large-R jets (R = 1.0): Higgs-candidate reconstruction in the boosted regime;

• Variable-R (VR) track jets: b-tagging inside the large-R jets and event categorization
in the boosted regime;

The selection criteria for the small-R jets are listed in Table 4.4. In addition to the signal
jet, high η forward jets are used in event categorization. Forward jets have 2.5 < |η| < 4.5
outside the inner detector coverage. The forward jets are mainly measured by FCal, the LAr
forward calorimeter. Similar to the central small-R jets, the forward small-R jets have the
radius parameter R = 0.4.

The large-R jet and variable-R (VR) track jets selection requirements are listed in Table
4.5. Variable-R track jets have a jet-pT dependent radius parameter: R(pT ) = ρ/ pT . Here,
ρ = 30 GeV and track jets have Rmax = 0.4 and Rmin = 0.02. The parameters are optimized
for b-tagging performance in the boosted V H(→ bb) regime. VR track jets are built entirely
from the inner detector tracks without calorimeter information [171]. In the analysis, they
are used for b-tagging inside large-R jets.

Jet Category Tight Jet Cleaning pT η JVT/fJVT

Signal Jet true > 20 GeV < 2.5
JVT > 0.5

for |η| < 2.4, pT < 60 GeV jets

Forward Jet true > 30 GeV 2.5 < |η| < 4.5
fJVT < 0.5

for pT < 120 GeV jets

Table 4.4: Small-R jet selection criteria. The second column lists whether tight jet cleaning
is used for jet collections. The last column lists the cuts on JVT and fJVT.

Jet Category Selection Requirements
Large-R jets pT > 250GeV

|η| < 2.0
VR Track jets pT > 10GeV

|η| < 2.5

Table 4.5: Large-R jet and variable-R track jet selection criteria.
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Missing transverse energy (Emiss
T ) Emiss

T is used as a proxy for neutrinos in the 0-lepton
and 1-lepton channels. The ratio Emiss

T /
√
ST is the quasi-significance of Emiss

T and a variable
used in the MVA training. The variable is defined as follows:

Emiss
T /

√
ST =

Emiss
T√∑

peT +
∑
pµT +

∑
pjet

T

, (4.1)

Here, ST is the scalar sum of the charged lepton and jet pT in the event.

Overlap removal When two objects have a small angular separation (∆R), the two ob-
jects are called overlapped. When overlaps occur, it is likely that one of the objects is
counted twice. Therefore, one of the two objects is removed to avoid double-counting. For
example, when a hadronic τ -lepton overlaps with an electron or a muon (i.e., ∆R < 0.2),
the hadronic τ -lepton candidate is removed. Similarly, when leptons overlap with the jets,
jets are removed in the events [172].

4.2.1.1 Flavor tagging

In this section, the pseudo-continuous flavor tagging (PCFT) scheme used in the resolved
V H(→ bb, cc) is discussed. In addition, the boosted V H(→ bb) flavor tagging working points
and the flavor tagging calibration in the resolved and boosted phase space are also discussed.
The finer flavor tagging bins from PCFT improve the signal sensitivities in the V H(→ bb, cc)
analysis.

The traditional flavor tagging scheme is cut-based. Events failing the tagging require-
ments are discarded. An alternative approach is to reweight events according to their prob-
abilities of passing the tagging requirements without discarding the events [168, 173]. This
approach is called truth tagging. Truth tagging keeps the MC statistics and allows smoother
templates. Truth tagging is used for MVA training samples. It is also used in low statistic
regions in the statistical analysis such as the boosted phase space. The current truth tag-
ging algorithm accurately reproduces the cut-based distributions. Thus, unlike the previous
analysis, no additional systematic uncertainties are needed to address the differences [2].

Pseudo-continuous flavor tagging (PCFT) The pseudo-continuous flavor tagging scheme
consists of orthogonal b-tagging and c-tagging regions as shown in Figure 4.2. The corre-
sponding bin edges are listed in Table 4.6. The scheme is called pseudo-continuous. In the
previous V H(→ cc) analysis, only one c-tagging working point is defined. The PCFT scheme
now uses two c-tagging working points or three c-tagging bins. The increased number of bins
improves the signal sensitivities, as more loosely tagged c-jets are included in the analysis
and the c-tagging bins help defining control regions for constraining the main backgrounds.
In addition, the b-tagging bins are used in the MVA training. Ideally, more bins can be
defined. However, further increasing the number of bins makes flavor tagging calibrations
more challenging. Therefore, the PCFT scheme is used.
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In the PCFT scheme, each jet has b-tagging (Db
DL1r) and c-tagging (Dc

DL1r) scores. All
jets are categorized into the five PCFT bins by making two-dimensional cuts on the b-
tagging and c-tagging scores. The five bins are labeled as: untagged, c-loose, c-tight, b-60%,
and b-70% bins. The flavor tagging efficiencies for the 5 bins are listed in Table 4.7. The
loose (tight) c-tagging bins, labeled as c-loose (c-tight), have roughly 20% (24%) of c-tagging
efficiencies. At the c-tagging bins, the τ -jet mis-tag efficiencies are approximately 20% as
well due to the similar decay signatures of c-jets and τ -jets. In addition, the l-jet mis-tag
efficiency is higher in the c-tagging bins than the b-tagging bins due to the shorter lifetime
of charm hadrons. The b-60%, and b-70% b-tagging bins have roughly 60% and 10% of
b-tagging efficiencies respectively.

Boosted flavor tagging The PCFT scheme is only used in the resolved V H(→ bb, cc)
phase space due to limited statistics in the boosted phase space. The boosted V H(→ cc)
phase space is not considered in the analysis. For the boosted V H(→ bb) regime, only b-
tagging is applied to the variable-R track jets. There are four track jet tagging bins: 85%,
77%, 70%, 60%. To maximize the signal yield, all jets that pass the 85% b-tagging working
point (ϵb = 85%) are used.
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Figure 4.2: PCFT working points [168].
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PCFT bin bin name DL1rc limlow DL1rc limup DL1rb limlow DL1rb limup

0 untagged none 0.6735 none 3.245
1 c-loose 0.6735 1.76 none 3.245
2 c-tight 1.76 none none 3.245
3 b-70 none none 3.245 4.565
4 b-60 none none 4.565 none

Table 4.6: The PCFT bin edges. The symbols limlow and limup denote the lower and upper
limits respectively of the DL1r scores.

PCFT bin PCFT bin name b-jet ϵjet c-jet ϵjet light jet ϵjet tau-jet ϵjet
1 c-loose 11.5% 20.5% 6.5% 18.5%
2 c-tight 4.8% 24.2% 0.9% 19.5%
3 b-70 11.2% 5.2% 0.13% 1.7%
4 b-60 58% 2.65% 0.051% 0.49%

Table 4.7: The flavor tagging efficiencies (ϵ) for tagging b-jets, c-jets, l-jets and τ -jets in the
PCFT bins measured from a tt sample.

Flavor tagging efficiency calibration After setting the working points, the flavor tag-
ging efficiencies are calibrated for the five PCFT bins for b-jets, c-jets, and l-jets. The
calibration scale factors between data and MC simulations are defined in Equation 3.20.
The c-jet scale factors are also used for the τ -jets.

The nominal calibrations use different simulation samples from the analysis samples.
Therefore, additional MC-to-MC scale factors are derived for the samples used in the analysis
(powheg+pythia 8 for signal, tt, and single top processes and sherpa 2.2.11 for V+jets
and diboson processes) [174]. The final efficiency scale factor equation with the MC-to-MC
components is shown in Equation 4.2. The final b-jet, c-jet, and l-jet efficiency scale factors
for the powheg+pythia 8 samples are shown in Figure 4.3.

The scale factors are mostly around unity. The b-jet scale factor in the loose c-tagging
bin and the c-jet scale factor in the 60% b-tagging bin are above unity. The b-jet scale factor
uncertainties tend to be small (less than 10%) in all bins except the no c-tag bin. The c-jet
scale factor uncertainties are slightly larger ( around 10%) in most bins. The l-jet scale
factor uncertainties can be up to 20% in the b-tagging bins, but the uncertainty is small in
the no c-tag bin.

SFalternative =
ϵdata

ϵnominal

× ϵnominal

ϵalternative
(4.2)
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Figure 4.3: The scale factors applied to the powheg+pythia 8 samples for the pT = 35
GeV and η = 0.1 bin [168]. (top left) b-jet, (top right) c-jet, and (bottom) l-jet. The l-jet
scale factor is set to 1 for the 60% b-tagging bin with the same uncertainty as the 70%
b-tagging bin. The scale factors are derived following Equation 4.2.

Boosted flavor tagging calibration The boosted flavor tagging calibration is similar
to the calibration in the resolved phase space. At high pT (above 300 GeV), the calibration
uncertainties need to be extrapolated from the low pT regions due to the limited statistics
of the data. For the powheg+pythia 8 samples, the b-jet and c-jet scale factor uncertain-
ties are approximately 10% for jet pT above 150 GeV. The l-jet scale factor uncertainty is
approximately 20% for jet pT above 150 GeV.

4.2.1.2 Experimental uncertainties

The experimental uncertainties are uncertainties on the reconstructed physics objects, flavor
tagging, triggers, luminosity, and the pileup distribution. They are considered as both shape
and normalization uncertainties in the statistical analysis and fully correlated in all regions.
The luminosity uncertainty is estimated from the low luminosity van der Meer scan and
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then extrapolated to the high luminosity physics data region [68]. The uncertainty on the
combined Run 2 luminosity is sub % [175].

The pileup uncertainty accounts for the differences in the pileup distribution between
simulation and data. The pileup uncertainty is assessed by varying the nominal pileup scale
factor from 1.0/1.03 to 1.0/0.99 or 1.0/1.07 [172, 176]. The pileup uncertainty has a small
contribution to the final signal strength uncertainty.

The trigger uncertainties account for the uncertainties of the trigger efficiencies [172].
Triggers are used to select events in the analysis. The electron, muon, and Emiss

T triggers
are used in the analysis and discussed in Section 4.2.2. The Emiss

T trigger uncertainties
are measured in [172] and the lepton trigger uncertainties are assessed in [177, 178]. The
Emiss

T trigger efficiency uncertainties are less than 10%. The impact of the trigger efficiency
uncertainties on the signal strengths is assessed along with the reconstructed leptons or Emiss

T

and is small in the fit.
The experimental uncertainties of the reconstructed physics object are assessed through

calibrations discussed in Section 3.3. The electron efficiency and energy scale and resolution
uncertainties are included [172]. The electron efficiency uncertainties are included as three
separate uncertainties for electron reconstruction efficiency, electron identification efficiency,
and electron isolation efficiency. The muon reconstruction and isolation efficiency and mo-
mentum scale and resolution uncertainties are also included. The hadronic-τ efficiency and
energy scale uncertainties are included as well. Overall, the lepton uncertainties have small
contribution in the total signal strength uncertainties compared to jet and flavor tagging
uncertainties.

The jet uncertainties are from the JES and JER calibrations. The uncertainties from
the major sources, such as the flavor response, flavor composition, and heavy-flavor, are
included individually. The large number of remaining uncertainties are reduced by applying
the uncertainty reduction scheme [172, 116]. The uncertainty components are decomposed
into orthogonal terms. The largest orthogonal terms are included as effective uncertainties.
This method is called the principle component analysis. There are around 40 effective jet
uncertainties for small-R jets. The large-R jet JES, JER, JMS (jet mass scale), and JMR (jet
mass resolution) are included in a similar fashion. The JVT and fJVT efficiency uncertainties
are also included [172, 118]. No jet uncertainties are included for the VR track jets, as they
are not used in Higgs reconstruction. The flavor tagging uncertainties are expected to cover
uncertainties from VR track jets. The Emiss

T uncertainties are also included.
The flavor tagging efficiency uncertainties are included separately for small-R jets and

VR track jets [172]. Flavor tagging was not performed for the large-R jets, and thus no
flavor tagging uncertainties are considered for large-R jets. The flavor tagging uncertainties
are also considered separately for b-jets, c-jets, l-jets, and τ -jets following the calibration in
Section 4.2.1.1. The number of uncertainties is reduced through the principle component
analysis. There are around 20 to 40 effective uncertainties for each jet flavor. The VR track
jets are used in the boosted region, and thus high pT extrapolation uncertainties are included
for the VR track jets. No high pT extrapolation uncertainty is needed for the small-R jets
in the resolved phase space.
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4.2.2 Trigger and event selection
After reconstructing the objects and tagging the jet flavors, signal events can be selected to
maximize the signal sensitivity. The full event selection is shown in Table 4.8-4.9.

Trigger Different combinations of L1 and HLT trigger requirements form different trigger
items used to select the V H(→ bb, cc) events. The trigger thresholds limit the electron and
muon pT thresholds. In the individual lepton channels:

• 0-lepton: triggered by the Emiss
T trigger. The reconstructed Emiss

T is required to be
above 150 GeV, where the Emiss

T trigger efficiency plateaus.

• 1-lepton: the electron channel (e channel) is triggered by the single electron trigger.
The electron channel selects W bosons that decay to one electron and one neutrino.
The muon channel (µ channel) is triggered by the single muon trigger for pVT below 150
GeV and the Emiss

T trigger for pVT above 150 GeV, since the Emiss
T trigger has higher

efficiencies above 150 GeV. Here, pVT is the transverse momentum of the vector boson.
The µ channel selects W bosons that decay to one muon and one neutrino.

• 2-lepton: similar to the 1-lepton triggers, the electron channel is triggered by the
single electron trigger. The muon channel is triggered by the single muon trigger for
pVT below 250 GeV and the Emiss

T trigger for pVT above 250 GeV, as the Emiss
T trigger

efficiency is better than the muon trigger above 250 GeV in 2-lepton.

The triggers discussed above for each lepton channel are also summarized in Table 4.8 for
the resolved V H(→ bb, cc) and Table 4.9 for the boosted V H(→ bb). In addition, as shown
in Table 4.8, there are cuts on ST , the scalar sum of the jet pT , in 0-lepton and 1-lepton.
In 1-lepton, the cut is only needed when the Emiss

T trigger is used. Those ST cuts aim to
mitigate the mismodeling of jet momentum at low Emiss

T trigger efficiencies.
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Analysis regime resolved V H(→ bb̄) V H(→ cc̄)
Common Selections

Jets ≥ 2 signal jets
Candidate jet tagging 2 B-tags ≥ 1 T-tag

Leading Higgs candidate jet pT > 45 GeV
Sub-leading Higgs candidate jet pT > 20 GeV

mbb or mcc > 50 GeV
∆R(jet1, jet2) Upper cut ∆R < π

0-lepton channel
Trigger Emiss

T triggers
ST > 120 GeV (2 jets), >150 GeV (3p jets)

Leptons 0 V H-loose lepton
Emiss

T > 150 GeV
mW

T > 10 GeV (for events with at least one hadronic τ)
Additional jet tagging no T-tag no B-tag

Jets ≤ 4 jets ≤ 3 jets
|min∆ϕ(Emiss

T , jet)| > 20◦ (2 jets), > 30◦(3 jets)
|∆ϕ(Emiss

T , H)| > 120◦

|∆ϕ(jet1, jet2)| < 140◦

1-lepton channel
Trigger e channel: single electron trigger

µ channel: single muon trigger (pVT < 150 GeV)
and Emiss

T triggers (above)
Leptons 1 WH-signal lepton

no second V H-loose lepton
ST > 120 (2 jets), >150 GeV (3 jets) (µ channel with Emiss

T trigger)
mW

T > 20 GeV (75 < pVT < 150 GeV only)
Additional jet tagging no T-tag no B-tag

Jets ≤ 3 jets
Emiss

T > 30 GeV (e channel)
hadronic τ -veto no hadronic τ

2-lepton channel
Trigger e channel: single electron trigger

µ channel: single muon trigger (pVT < 250 GeV)
and Emiss

T triggers (above)
Leptons 2 V H-loose leptons

(≥ 1 ZH-signal lepton)
Same flavor, opposite charges for muons

mll 81 < mll < 101 GeV
Additional jet tagging - no B-tag

Table 4.8: Summary of the event selection in the resolved V H(→ bb, cc) phase space. The
control region selections differ in some requirements. More details are discussed in Section
4.2.3. B-tag means that the jets are in the b-60% or b-70% bin. T-tag stands for the tight
c-tag, as defined in Figure 4.2. 3p jets refer to 3plus jets, meaning that the number of jets
is larger than or equal to three. The mbb or mcc cut is applied before the Higgs candidate
energy correction in Section 4.2.3.1.
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Selection 0-lepton channel 1-lepton channel 2-lepton channel
e sub-channel µ sub-channel e sub-channel µ sub-channel

Trigger Emiss
T Single electron Emiss

T Single electron Emiss
T

Leptons 0 VH-loose lepton 1 WH-signal lepton ≥ 1 ZH-signal lepton
no second VH-loose lepton 2 VH-loose leptons
no hadronic τ

Emiss
T > 250 GeV > 50 GeV - -

pVT pVT > 400 GeV
Large-R jet at least one large-R jet, pT > 250 GeV, |η| < 2
Track-Jets at least two track-jets, pT > 10 GeV, |η| < 2.5, matched

to the leading large-R jet
Higgs candidate b-jet tagging exactly two B-tags of the leading three track-jets

matched to the leading large-R
Track jet tagging outside of the
leading large-R jet

No B-tags

mJ > 50 GeV
min∆ϕ(Emiss

T , jets) > 30◦ -
∆ϕ(Emiss

T ,Hcand) > 120◦ -
mll - 66 GeV < mll < 116 GeV
lepton flavor - two leptons with the same flavor
lepton charge - opposite charge for muons

Table 4.9: Event selection for the three lepton channels in the boosted V H(→ bb) phase
space. Here, B-tags mean that the VR track jets are selected by the 85% b-tagging working
point.

Vector boson selection As discussed in Section 4.1, the analysis is split into three lepton
channels:

• 0-lepton: There are two kinds of events in the 0-lepton channel: events with zero or
at least one hadronic-τ . The transverse momentum of the vector boson pVT is defined
by Equations 4.3-4.4 in the two cases:

pVT = Emiss
T (4.3)

pV
T = Emiss

T + pτ
T (4.4)

Here, pτT is the transverse momentum of the highest pT hadronic-τ . The transverse
mass of the reconstructed W boson (mW

T ) from the hadronic-τ and the Emiss
T is defined

as:
mW

T =
√

2plTE
miss
T (1− cos(∆ϕ(l, Emiss

T ))) (4.5)

An additional cut is applied to mW
T for events with at least one hadronic τ to remove

fake τ -leptons. Later for the modeling studies and profile likelihood fit, 0-lepton events
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with ≥ 1 hadronic-τ are moved to the 1-lepton channel, as they are typically 1-lepton
events.

• 1-lepton: The events have exactly one WH-signal lepton (defined in Table 4.1-4.2)
and no additional VH-loose leptons. The pVT is defined as:

pV
T = Emiss

T + pl
T (4.6)

Here, plT is the transverse momentum of the lepton.

• 2-lepton: The 2-lepton events have exactly two VH-loose leptons with ≥ 1 ZH-signal
lepton. The two leptons are required to have the same flavor (either e or µ). The
two muons are required to have opposite charges. Due to the impact of charge mis-
identification, this is not required for the electrons. The vector boson invariant mass
can be fully reconstructed from the two leptons (Equation 3.10). Therefore, the dilep-
ton invariant mass mll is required to be within the Z boson mass range.

Higgs candidate selection

• Resolved phase space: The b-tagged and c-tagged jets are used to reconstruct the
Higgs candidates. The V H(→ bb) phase space selects events with exactly two b-tagged
jets (defined in Figure 4.2). Jets above the 60% working point and in both b-60% and
b-70% bins are considered b-tagged. The b-60% and b-70% bin labels are only used in
the MVA training. The b-60% and b-70% PCFT bins are defined in Figure 4.2. The
two b-tagged jets reconstruct the Higgs candidate (Hcand). The leading and sub-leading
jets are ordered by pT . The V H(→ bb) events are also required to have no tight c-tags
(T-tag) for the additional jets in the 0-lepton and 1-lepton channels. Here, additional
jets refer to jets other than the leading and sub-leading jets for Higgs reconstruction.
This requirement is not needed in 2-lepton as the tt contamination in 2-lepton is small.
The V H(→ cc) phase space selects events with at least 1 tight c-tag (T-tag). The
leading and sub-leading jets are determined by ordering: tight c-tag > loose c-tag >
no c-tag. Within the same tagging category, jets are ordered by pT . For example, if
there are two tight c-tag jets, the higher pT jet is considered the leading jet. The leading
and sub-leading jets reconstruct the Higgs candidate. All V H(→ cc) phase space is
required to have no B-tags and thus has no overlap with the resolved V H(→ bb) phase
space.

• Boosted phase space: The boosted V H(→ bb) Higgs candidates are reconstructed
from the leading pT large-R jet. The VR track jets are ghost-associated with the large-
R jets as sub-jets. Ghost association means that the ‘ghost’ version of the track jet is
contained within the large-R jet after reclustering, where the ‘ghost’ version has the
same direction as the original track jet but infinitesimally small pT [179, 180].
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The large-R jet should have exactly two sub-jets among the three leading sub-jets to
be b-tagged. The boosted b-tagging working point is 85%, as discussed in Section
4.2.1.1. No b-tagged track jets are allowed outside of the Higgs candidate large-R jet
to remove top backgrounds.

Lastly, for all reconstructed Higgs candidates in the V H(→ bb, cc) phase space, due to
mis-modeling at the low Higgs invariant mass, a 50 GeV lower cut is applied. In Table
4.8, the cut is applied for mbb or mcc in the resolved V H(→ bb) or V H(→ cc) phase space
respectively. In Table 4.9, the cut is applied for the invariant mass of the Higgs candidate
large-R jet (mJ) in the boosted V H(→ bb) phase space.

Background suppression In addition to selecting the vector boson and the Higgs can-
didate, more cuts are applied to remove backgrounds in the 0-lepton and 1-lepton channels.

• 0-lepton: The anti-QCD cuts are applied in the 0-lepton channel to remove the
multi-jet background. The variables used are: |min∆ϕ(Emiss

T , jet)|, |∆ϕ(Emiss
T , H)|,

and |∆ϕ(jet1, jet2)|. The multi-jet background tends to have low values of
|min∆ϕ(Emiss

T , jet)|. For the |min∆ϕ(Emiss
T , jet)| calculation, only the three leading sig-

nal jets are considered in the resolved phase space. Similarly, in the boosted V H(→ bb),
only small-R jets with pT > 70 GeV outside the Higgs candidate large-R jet are con-
sidered for |min∆ϕ(Emiss

T , jet)|.
The variable |∆ϕ(jet1, jet2)| is only used in the resolved phase space. In the boosted
phase space, both track jets are matched to the large-R jet with small ∆ϕ in between.
With the anti-QCD cuts, the multi-jet background in the 0-lepton channel is negligible
(around 1%).

• 1-lepton: To suppress the multi-jet background, in the e channel in 1-lepton, the
Emiss

T is required to be larger than 30 GeV. The remaining multi-jet background in
1-lepton is approximately a few %.
In addition, a τ -veto is applied to reject a specific kind of tt decays. When the tt
events decay to b-quarks and W-bosons, one of the W-bosons decays to τ -leptons and
neutrinos, and the τ -leptons decay hadronically, the signature is similar to V H(→
bb, cc). Overall, the remaining tt background after applying the τ -veto is large (up to
40% in some signal regions) in the 1-lepton channel.

4.2.3 Signal and control regions
After identifying events with the VH signatures, further requirements can be set to divide
the signal regions and control regions. All signal and control regions used in the analysis are
shown in Figure 4.4. There are approximately 60 signal regions and 90 control regions. The
signal regions are used to extract the signal strength in the statistical analysis. They are
categorized by the number of jets (n-jet) and pVT ranges. The V H(→ cc) signal regions are
further categorized by the number of c-tags.
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Signal region categorization The signal and control regions are divided by the number
of jets and pVT .

• n-jet: The number of selected jets (n-jets) in the events counts as signal+forward
jets. Different lepton channels have different n-jet regions. Note that for the n-jet
categorization, the pT of the non-Higgs candidate jets is required to be above 30 GeV.

– V H(→ bb) 0-lepton: 2-, 3-, 4-jet
– V H(→ bb) 1-lepton: 2-, 3-jet
– V H(→ bb) 2-lepton: 2-, 3-, 4p-jet (≥ 4 jets)
– V H(→ cc) 0-lepton and 1-lepton: 2-, 3-jet
– V H(→ cc) 2-lepton: 2-, 3p-jet (≥ 3 jets)

In V H(→ cc) 0-lepton and 1-lepton, only 2- and 3-jet categories are used due to high
tt contamination with four or more jets. The 4- and 4p-jet categories are used in
V H(→ bb) 0-lepton and 2-lepton to enhance the STXS sensitivities. However, the
V H(→ bb) 1-lepton 4-jet category suffers from high tt contamination.

• pVT : The regions are further split into pVT bins. Different pVT bins have different signal
and background distributions. The pT spectrum of the reconstructed Higgs boson is
harder than the backgrounds. The resolved V H(→ bb) pVT bins are listed below:

– Resolved V H(→ bb) 0-lepton: 150-250, 250-400 GeV
– Resolved V H(→ bb) 1-lepton and 2-lepton: 75-150, 150-250, 250-400 GeV

The resolved V H(→ bb) bins are capped at 400 GeV to avoid overlap with the boosted
V H(→ bb) phase space. In the V H(→ cc) phase space, the 400 GeV cap is not used,
as a boosted V H(→ cc) region is still to be investigated.

In addition, as shown in Figure 4.4, the V H(→ cc) signal regions are further divided
according to the number of c-tags: two tight c-tags (2tt), one tight and one loose c-tag (2lt),
and one tight and one no c-tag (1nt). The 2tt and 2lt signal regions are merged together as
the 2xt-tag signal regions. All V H(→ bb) signal regions have two b-tags (2b).



CHAPTER 4. THE VH(BB/CC) ANALYSIS 96

2 
b-

ta
g 

(B
B 

ta
g)

 1
 ti

gh
t c

-t
ag

 
 1

 b
-t

ag
 

(B
C

T t
ag

)

1 
no

 c
-t

ag
 

1 
tig

ht
 c

-t
ag

 
(C

TN
 ta

g)
 

1 
no

 ta
g 

1 
lo

os
e 

c-
ta

g 
(C

LN
 ta

g) 75
 G

eV
15

0 
G

eV
25

0 
G

eV
40

0 
G

eV

Re
so

lv
ed

 V
H

(b
b)

VH
(c

c)

C
om

m
on

 to
p 

C
R

60
0 

G
eV

p T
V

Fl
av

ou
r t

ag
gi

ng

1 
lo

os
e 

c-
ta

g 
 

1 
tig

ht
 c

-t
ag

 
(C

TC
L t

ag
) 

+ 
2 

tig
ht

 c
-t

ag
  

(C
TC

T t
ag

)

> 
1 

tig
ht

 c
-t

ag
  

Le
pt

on
 fl

av
ou

r e
μ

Bo
os

te
d 

VH
(b

b)

To
p 

eμ
 C

R
To

p 
eμ

 C
R

2L

3 
jet

2 
jet

4+
 je

t

3 
jet

2 
jet

4+
 je

t

2L1L

CR
CR

CR
CR

0L

3 
jet

2 
jet

4+
 je

t

2L1L

SR
 

Hi
gh

 Δ
R 

CR

SR
 

Hi
gh

 Δ
R 

CR

0L

3 
jet

2 
jet

4+
 je

t

2L1L

SR
 

Hi
gh

 Δ
R 

CR
 1

SR
 

Hi
gh

 Δ
R 

CR
 1

0L

2 
jet

1L

To
p(

bc
) C

R

0L

3 
jet

4 
jet

To
p(

bc
) C

R

3 
jet

2 
jet

4(
+)

 je
t 2

0L 1L 2L

Lo
w

 Δ
R 

CR
 

SR
 

Hi
gh

 Δ
R 

CR

Lo
w

 Δ
R 

CR
 

SR
 

Hi
gh

 Δ
R 

CR

- SR
 

Hi
gh

 Δ
R 

CR

- SR
 

Hi
gh

 Δ
R 

CR

- SR
 

Hi
gh

 Δ
R 

CR

3 
jet

2 
jet

4+
 je

t

To
p 

eμ
 C

R
To

p 
eμ

 C
R

3 
jet

2 
jet

4+
 je

t

CR
CR

CR
CR

CR
CR 3 

jet
2 

jet
4+

 je
t

SR
 

Hi
gh

 Δ
R 

CR

SR
 

Hi
gh

 Δ
R 

CR

SR
 

Hi
gh

 Δ
R 

CR

SR
 

Hi
gh

 Δ
R 

CR
SR

 
Hi

gh
 Δ

R 
CR

SR
 

Hi
gh

 Δ
R 

CR
SR

 
Hi

gh
 Δ

R 
CR

SR
 

Hi
gh

 Δ
R 

CR
 1

SR
 

Hi
gh

 Δ
R 

CR
 1

3 
jet

2 
jet

4+
 je

t

SR
 

Hi
gh

 Δ
R 

CR
 1

SR
 

Hi
gh

 Δ
R 

CR
 1

SR
 

Hi
gh

 Δ
R 

CR
 1

SR
 

Hi
gh

 Δ
R 

CR
 1

SR
 

Hi
gh

 Δ
R 

CR
 1

SR
 

Hi
gh

 Δ
R 

CR
 1

2 
jet

To
p(

bc
) C

R

3 
jet

4 
jet

To
p(

bc
) C

R

To
p(

bc
) C

R
To

p(
bc

) C
R

To
p(

bc
) C

R

3 
jet

2 
jet

4(
+)

 je
t 2

Lo
w

 Δ
R 

CR
 

SR
 

Hi
gh

 Δ
R 

CR

Lo
w

 Δ
R 

CR
 

SR
 

Hi
gh

 Δ
R 

CR

- SR
 

Hi
gh

 Δ
R 

CR

- SR
 

Hi
gh

 Δ
R 

CR

- SR
 

Hi
gh

 Δ
R 

CR

- SR
 

Hi
gh

 Δ
R 

CR

- SR
 

Hi
gh

 Δ
R 

CR

- SR
 

Hi
gh

 Δ
R 

CR

3 
jet

2 
jet

4+
 je

t

To
p 

eμ
 C

R
To

p 
eμ

 C
R

3 
jet

2 
jet

4+
 je

t

CR
CR

CR
CR

CR
CR 3 
jet

2 
jet

4+
 je

t

SR
 

Hi
gh

 Δ
R 

CR

SR
 

Hi
gh

 Δ
R 

CR

SR
 

Hi
gh

 Δ
R 

CR

SR
 

Hi
gh

 Δ
R 

CR

SR
 

Hi
gh

 Δ
R 

CR
SR

 
Hi

gh
 Δ

R 
CR

3 
jet

2 
jet

4+
 je

t

SR
 

Hi
gh

 Δ
R 

CR
 1

SR
 

Hi
gh

 Δ
R 

CR
 1

SR
 

Hi
gh

 Δ
R 

CR
 1

SR
 

Hi
gh

 Δ
R 

CR
 1

SR
 

Hi
gh

 Δ
R 

CR
 1

SR
 

Hi
gh

 Δ
R 

CR
 1

2 
jet

To
p(

bc
) C

R

3 
jet

4 
jet

To
p(

bc
) C

R

To
p(

bc
) C

R
To

p(
bc

) C
R

To
p(

bc
) C

R

3 
jet

2 
jet

4(
+)

 je
t 2

Lo
w

 Δ
R 

CR
 

SR
 

Hi
gh

 Δ
R 

CR

Lo
w

 Δ
R 

CR
 

SR
 

Hi
gh

 Δ
R 

CR

- SR
 

Hi
gh

 Δ
R 

CR

- SR
 

Hi
gh

 Δ
R 

CR

- SR
 

Hi
gh

 Δ
R 

CR

- SR
 

Hi
gh

 Δ
R 

CR

- SR
 

Hi
gh

 Δ
R 

CR

- SR
 

Hi
gh

 Δ
R 

CR

0L 1L 2L

SR

To
p 

CR
 

SR

To
p 

CR
 

SR

SR

To
p 

CR
 

SR

To
p 

CR
 

2 
4+

jet
s 

in
 2

-le
pt

on
, =

4 
jet

s 
ev

er
yw

he
re

 e
lse

 

1 
No

te
: C

RH
ig

h 
sp

lit 
in

to
 1

 lo
os

e 
c-

ta
g 

+ 
1 

tig
ht

 
c-

ta
g 

an
d 

2 
tig

ht
 c

-ta
g 

re
gi

on
s 

SR
 

Hi
gh

 Δ
R 

CR

SR

Fi
gu

re
4.
4:
V
H
(→

bb
,c
c)

an
al
ys
is

re
gi
on

s
[1
].



CHAPTER 4. THE VH(BB/CC) ANALYSIS 97

The control regions are designed to constrain the main backgrounds: V+jets and the
top processes. The detailed selection for all control regions in the resolved phase space, in
addition to the event selection discussed in Table 4.8, is listed in Table 4.10. The control
regions have different ∆R cuts and b- or c-tags from the signal regions. In addition, while
most control regions fit the kinematic distributions, certain control regions such as the top-eµ
control regions in 2-lepton, fit only the normalization instead of kinematic distributions.

Analysis regime resolved V H(→ bb̄) V H(→ cc̄)

High ∆R(jet1, jet2) CR ∆R(jet1, jet2) cut separating the SR and the High ∆R CR
Low ∆R(jet1, jet2) CR ∆R(jet1, jet2) cut separating -

the SR and the Low ∆R CR
V + light CR no B- and T-Tag, exactly 1 L-tag
Top(BC) CR ≥ 1 B-Tag, ≥ 1 T-Tag
Top-eµ CR Different flavor leptons (eµ or µe)

Table 4.10: Summary of the control region selections in the resolved V H(→ bb, cc). In
addition to the signal event selections listed in Table 4.8, additional cuts are used in the
control regions. Here, the ∆R(jet1, jet2) cuts refer to the continuous cuts in the 2D plane of
∆R and pVT . Both the high and low ∆R control region cuts are displayed in Figure 4.5. The
high ∆R control region cut equations are listed in Table 4.11. The low ∆R control region
cut equations are discussed in [168]. L-tag stands for the loose c-tag.

Control region categorization

• High ∆R control region: The high ∆R control region is designed to constrain
the normalization and shapes for the V+jets and tt backgrounds. Continuous cuts
in ∆R(jet1, jet2) are applied as a function of pVT . Figure 4.5 shows the signal yields
in the 2D plane of ∆R and pVT . The ∆R cuts allow most signal events stay in the
signal regions. Table 4.11 lists the high ∆R control region cut equations. The cuts are
determined by fitting exponential functions in the 2D plane of ∆R and pVT to allow
certain percentages of signal events in the signal regions. For example, about 95% of
2-jet signal events are kept in the signal regions.
As shown in Table 4.8, ∆R has an upper cut at π to remove mis-modeling at high ∆R.
The upper cut is used in both the signal regions and the high ∆R control regions. In
addition, as shown in Figure 4.4, while the signal regions are merged as the 2xt-tag
regions, the high∆R control regions are split as the 2lt-tag and 2tt-tag regions to better
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constrain the mixed-flavor V+jets background (V +mf) and the heavy-flavor V + hf
background. More details about the V+jets background categorization is discussed in
Section 4.5.1.

• Low ∆R control region: The low ∆R regions are also used to constrain the back-
ground in the V H(→ bb) 1-lepton channel, as the low ∆R control regions are enriched
in the W + hf events.

• V+light control region: The V+light control regions are defined by changing the
tagging selections from the V H(→ cc) signal regions to enrich the light-flavor V+jets
background (V + lf). The leading jet is a loose c-tagged jet and the sub-leading jet
has no c-tags (1ln-tag). The V+light control regions have high purity of V + lf events.

• Top control region in 0-lepton and 1-lepton: The top control regions aim to
constrain the top(bc) and top(bl) components. Therefore, the 0-lepton and 1-lepton
top control regions require ≥ 1 tight c-tag and ≥ 1 b-tag. The Higgs candidates in the
top control regions are reconstructed from the leading pT b-tagged jet and the tight
c-tagged jet.

• Top-eµ control region in 2-lepton: In the 2-lepton channel, the top backgrounds
are mainly di-leptonic tt events. A pure tt control region with ∼ 90% top events can
be built by requiring opposite-flavor leptons (eµ). In addition, the events need to have
at least one tight c-tag. In V H(→ cc) 2-lepton, top related systematics are not highly
ranked and have little impact on the signal strength. In V H(→ bb), the top-eµ events
are used as a template for the signal region.
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Figure 4.5: High and low ∆R control region cuts in the 2-lepton 2-jet region [168]. The high
and low ∆R cuts are shown in the purple curves. The signal region is between the high ∆R
and low ∆R cuts. The high ∆R region is above the high ∆R cut and the low ∆R region is
below the low ∆R cut.

Category Cut
2− jet ∆R > 0.787 + e1.387−0.007×pVT

3− jet ∆R > 0.684 + e1.204−0.006×pVT

4− jet ∆R > 0.8627 + e0.9837−0.004077×pVT

5p− jet ∆R > 1.667 + e0.5189−0.005038×pVT

Table 4.11: The high ∆R control region cuts in all lepton channels in V H(→ bb, cc) [168].

Different regions fit different variables in the final statistical analysis. All signal regions
use the MVA discriminants in the final fit. Most control regions use the reconstructed Higgs
mass, mH (equivalently labeled mbb, mcc, or mJ). Some regions fit pVT instead of mH to
constrain the sherpa 2.2.1 pVT uncertainties of the different V+jets samples such as V + lf
and V + hf . More details about sherpa 2.2.1 pVT constraints are discussed in Section 4.5.3.
In summary, the resolved phase space fit variables are as follows:

• High ∆R control regions: fit a single bin in 0-lepton; in 1-lepton and 2-lepton, fit mH

in 2tt-tag and 2lt-tag regions and fit pVT in 2b-tag and 1tn-tag regions.

• V+light control regions: fit a single bin in 0-lepton; in 1-lepton and 2-lepton, fit pVT .

• Top control regions in 0-lepton and 1-lepton: fit mH .
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• Top-eµ control regions in 2-lepton: fit a single bin.

• Low ∆R control regions: fit the MVA discriminant mvaCRLow trained for the low ∆R
control regions.

The discriminant mvaCRLow is an MVA output trained specifically to separate W+bb events
in the low ∆R control regions. More details are discussed in Section 4.3.

Boosted V H(→ bb) categorization As shown in Figure 4.4, the boosted V H(→ bb)
signal regions have two pVT bins: 400-600 GeV and above 600 GeV.

There are top control regions in the 0-lepton and 1-lepton channels. The boosted top
control region is defined by requiring at least one b-tagged track jet outside of the leading
large-R jet. No top control region is needed in 2-lepton as the top background is negligible
in boosted V H(→ bb) 2-lepton.

4.2.3.1 Higgs candidate energy corrections

Lastly, after all events are selected and categorized into signal and control regions, the Higgs
candidate jet energies are further corrected using analysis-specific methods before being used
in the MVA training and likelihood fit. There are four jet energy correction methods: the
muon-in-jet correction, the PtReco correction, the kinematic fit, and the FSR (final state
radiation) recovery.

The muon-in-jet correction corrects the energy of b/c-hadrons that have muons in their
decays. The muon four-momentum is added to the jet if the muon is inside the jet (that
is ∆R(jet, µ) < 0.2). The PtReco correction factors are derived to correct the missing
energy from the neutrinos in the b- and c-hadron semi-leptonic decays. The kinematic fit
improves the jet energy resolution in the 2-lepton channel by balancing the momenta of the
two leptons and two jets in the transverse plane. The two leptons from the Z boson decay
tend have better energy resolutions than the jets. Lastly, the non-Higgs-candidate jets might
come from the final state radiation. The FSR recovery identifies the potential FSR jets and
corrects the Higgs candidate jet energy by adding the FSR jets back to the Higgs candidate
jet. More details of the jet correction methods are discussed in [168].

The usage of all four Higgs candidate energy corrections in various phase spaces is listed in
Table 4.12. The muon-in-jet correction is applied in all phase space and lepton channels. The
PtReco correction is only applied in the resolved V H(→ bb) phase space, as the improvement
in the other phase spaces is negligible. The kinematic fit is applied in the 2-lepton channel
for all three phase spaces. In the resolved V H(→ bb) and the V H(→ cc) phase space, the
kinematic fit is only applied to events with two or three jets, as the improvement is negligible
for events with four and more jets. The FSR recoveries are only used in 2-lepton to avoid tt
migration to the signal regions in 0-lepton and 1-lepton. For n-jet ≥ 5, the improvement is
negligible.
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The final Higgs mass peak and resolution after all four corrections in the resolved V H(→
bb) 2-lepton channel are shown in Figure 4.6. The Higgs mass peak is shifted by a few GeV
and the resolution is improved by 37%.

Scheme lepton channel muon-in-jet PtReco kinematic fit FSR recovery

Resolved V H(→ bb)
0-lepton ✓ ✓
1-lepton ✓ ✓
2-lepton ✓ ✓(n-jet ≥ 4) ✓(n-jet ≤ 3) ✓(n-jet ≤ 4)

V H(→ cc)
0-lepton ✓
1-lepton ✓
2-lepton ✓ ✓(n-jet ≤ 3) ✓(n-jet ≤ 4)

boosted V H(→ bb)
0-lepton ✓
1-lepton ✓
2-lepton ✓ ✓

Table 4.12: Higgs candidate jet energy correction used in different analysis phase space.
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Figure 4.6: Corrected Higgs mass from the signal simulation in the resolved V H(→ bb)
2-lepton channel [168].

4.3 Multivariate analysis
After discussing the objects and regions used in the analysis, a multivariate analysis is
performed to differentiate the background and the signal events using the BDT. The MVA
discriminant is used in the final likelihood fit. The MVA training variable is introduced
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in Section 4.3.1. The final performance is discussed in Section 4.3.2. MVA is particularly
important for the improved signal sensitivities of the V H(→ bb, cc) analysis.

The MVA training uses events that pass all event selections (Table 4.8-4.9) and after the
jet energy corrections discussed in Section 4.2.3.1. In the resolved phase, the continuous ∆R
cuts differentiating the ∆R control regions and the signal regions are not applied to improve
the MVA training statistics.

The training uses nominal V H(→ bb, cc) signal samples as the signal and nominal V+jets,
tt, single-top, and diboson background samples as the background. The MVA training
granularity is shown in Figure 4.7. Multiple trainings are conducted over subsets of analysis
regions. For example, one training is performed for the 2-jet V H(→ cc) 1tn-tagged region
in 2-lepton in pVT 75-150 GeV. The fine training granularity ensures the MVA performance
in each individual region. The MVA variable and performance are discussed in the following
sections.

In addition to the trainings listed in Figure 4.7, a special BDT is trained over the
V H(→ bb) low ∆R control regions in 1-lepton. The BDT output is labeled mvaCRLow. The
discriminant mvaCRLow separates the W + bb events (signal) from other background events.
The low ∆R control regions have enriched W + bb events and use mvaCRLow discriminants
in the final fit.
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4.3.1 MVA variables
The training variables used in the analysis are listed in Table 4.13. The variable selection is
based on the experience of the previous resolved V H(→ bb) analysis [155]. Some variables are
tested but not used, due to their small impact on the final BDT output. Some variables were
added in this analysis, such as the PCFT flavor tagging bins of jets. Extensive comparison
and testing is performed between the V H(→ bb, cc) phase space across all lepton channels to
optimize the variable selection. The resolved V H(→ bb, cc) phase space has the same set of
variables, while the boosted V H(→ bb) phase space uses a slightly different set of variables.

Resolved MVA variables There are 21 MVA variables used in the resolved phase space.
10 variables are used in all lepton channels, while 11 additional variables are only used in a
subset of lepton channels. Those additional lepton-specific variables might not be defined in
all lepton channels such as Emiss

T . They can also suppress backgrounds specific to the lepton
channel, such as mtop.

• Variables used in all lepton channels:

– mj1j2 or mJ : invariant mass of the Higgs candidate.
– mj1j2j3 (resolved-only): the invariant mass of the three leading jets.

– pj1T or pj1,trkT , pj2T or pj2,trkT : pT of the leading and sub-leading jets;

–
∑
i ̸=1,2

pjiT (resolved-only): pT sum of non-Higgs candidate jets;

– ∆R(j⃗1, j⃗2) or ∆R( ⃗j1,trk, ⃗j2,trk): the angular distance between the two Higgs-candidate
jets (resolved) or the two b-tagged track jets (boosted);

– binDL1r(j1), binDL1r(j2): the variable shows the tagged bin of a jet among the five
PCFT bins: the untagged, the 70% b-tag bin, the 60% b-tag bin, and the loose
and tight c-tagged bins as shown in Figure 4.2. Here, j1 and j2 refer to the leading
and sub-leading Higgs candidate jets. In the boosted phase space, there are four
track jet tagging bins: 85%, 77%, 70%, 60% b-tag bins.

– pVT : the transverse momentum of the vector boson.

– |∆ϕ(V⃗ , ⃗Hcand)|: azimuthal distance between the reconstructed vector boson and
the Higgs candidate.

• Variables used in some lepton channels:

– |∆η(j⃗1, j⃗2)| (resolved-only, 0-lepton only): the pseudorapidity distances between
the two Higgs-candidate jets.

– Emiss
T (0-lepton+1-lepton): the missing transverse energy.
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– Emiss
T /

√
ST (resolved-only, 2-lepton only): the quasi-significance of Emiss

T with ST

being the scalar sum of the pT of the leptons and jets in the event (Equation 4.1).
– |∆y(V⃗ , ⃗Hcand)| (1-lepton+2-lepton): rapidity difference between the vector boson

and Higgs boson candidate.
– min[∆ϕ(ℓ⃗, j⃗1 or j⃗2)] (resolved-only, 1-lepton only): distance in ϕ between the lep-

ton and the closest Higgs candidate jet.
– meff (resolved-only, 0-lepton only): the scalar sum of the pT of all small-R jets

and Emiss
T in the event.

– mW
T (resolved-only, 1-lepton only): transverse mass of the W-boson candidate

reconstructed from the lepton and Emiss
T (Equation 4.5).

– mtop (resolved-only, 1-lepton only): reconstructed mass of the leptonically decay-
ing top quark. It can be determined using the longitudinal momentum of the
neutrino.

– mll (resolved-only, 2-lepton only): the invariant mass of the 2 leptons system.

– cos θ(l⃗−, Z⃗) (2-lepton only): the Z-boson polarization sensitive angle. It uses the
polarization difference between the signal and the Z+jets background as suggested
in [181].

– min{∆R(b, j)} (resolved-only, 0-lepton+1-lepton): the distance in ∆R between
the closest Higgs-candidate jet and an additional jet.
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V H(→ bb, cc)
Resolved

V H(→ bb)
Boosted

Variable 0-lepton 1-lepton 2-lepton 0-lepton 1-lepton 2-lepton
mj1j2 or mJ × × × × × ×

mj1j2j3 × × ×

pj1T or pj1,trkT × × × × × ×

pj2T or pj2,trkT × × × × × ×

p
j3,trk
T × × ×∑

i ̸=1,2

pjiT × × ×

∆R(j⃗1, j⃗2) or ∆R( ⃗j1,trk, ⃗j2,trk) × × × × × ×

|∆η(j⃗1, j⃗2)| ×

binDL1r(j1) × × × × × ×

binDL1r(j2) × × × × × ×

pVT ≡ Emiss
T × × ≡ Emiss

T × ×

Emiss
T × × × ×

Emiss
T /

√
ST ×

|∆y(V⃗ , ⃗Hcand)| × × × ×

|∆ϕ(V⃗ , ⃗Hcand)| × × × × × ×

min[∆ϕ(ℓ⃗, j⃗1 or j⃗2)] ×

meff ×

mW
T ×

mtop ×

mll ×

cos θ(l⃗−, Z⃗) × ×

(pl1T − Emiss
T )/pWT ×

plT ×

N(track-jets in J) × × ×

N(add. small R-jets) × × ×

Color × × ×

min{∆R(b, j)} × ×

Table 4.13: MVA variables used for the 0-, 1- and 2-lepton channels in the resolved V H(→
bb, cc) and boosted V H(→ bb) analyses.
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Boosted MVA variables There are 17 MVA variables used in the boosted phase space.
Among them, eleven variables are also used in the resolved phase as introduced above. An
additional six variables are specific to the boosted phase space.

• Variables used in all lepton channels:

– p
j3,trk
T : pT of the track jet inside the Higgs-candidate large-R jet. Here, j3 refers

to the leading no b-tagged track jet.
– N(track-jets in J): the number of track-jets that are ghost-associated to the lead-

ing large-R jet (J).
– N(add. small R-jets): the number of additional small-R jets that are not matched

to the leading large-R jet (∆R(small-R jet, large-R jet) > 1.0).
– Color: a variable designed to exploit the difference in the color-flow between gluon

splittings and decays from the QCD singlets [182]. The color is defined as:

Color =
θ2j1j3 + θ2j2j3

θ2j1j2
(4.7)

• Variables used in some lepton channels:

– (pl1T − Emiss
T )/pWT (1-lepton only): proxy for the pT imbalance of the charged lep-

ton and the neutrino of the W-boson.
– plT (1-lepton only): transverse momentum of the lepton.

For all input variables, when the variable is not defined in an event, a default value is
assigned. The default value is chosen to be close to the distribution of the variable. For
example, the default value of

∑
i ̸=1,2

pjiT is set to zero. Some input variables have long tails.

The range of each variable is limited to include 99% of the signal events. All variables above
such limits are set to maximum values.

The most important variables in the BDT training tend to be mj1j2 (mJ) and ∆R(j⃗1, j⃗2)

(∆R( ⃗j1,trk, ⃗j2,trk)). The distributions of the two variables are shown in Figure 4.8. For the
reconstructed Higgs mass mj1j2 or mH , there is a peak for the signal sample at around 120
GeV, while the background distribution is flat. Similarly, for ∆R(j⃗1, j⃗2), the ∆R of the two
jets from the Higgs boson in the signal tend to have a Gaussian distribution, whereas the
background ∆R distribution is roughly flat. More details about the MVA variable ranking
are discussed in [183].



CHAPTER 4. THE VH(BB/CC) ANALYSIS 108

0 50 100 150 200 250

mBB in GeV

0

0.1

0.2

0.3

0.4

0.5

a.
u.

BDT_2L_2J_150ptv_1of2_2L-VHcc-TTTL

Signal

Background

BDT_2L_2J_150ptv_1of2_2L-VHcc-TTTL

ATLAS Work in Progress

0 0.5 1 1.5 2 2.5

dRBB

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2a.
u.

BDT_2L_2J_150ptv_1of2_2L-VHcc-TTTL

Signal

Background

BDT_2L_2J_150ptv_1of2_2L-VHcc-TTTL

ATLAS Work in Progress

Figure 4.8: The mj1j2 and ∆R(j⃗1, j⃗2) distribution in the V H(→ cc) 2-lepton 2-jet training
with pVT > 150 GeV for the 2tt+2lt regions [183]. Both the signal and the background
distributions are normalized to unity and the last bin contains the overflow events.

4.3.2 MVA configuration and performance
Figure 4.9 shows that the final BDT output separates the signal and the background events
in the V H(→ cc) 2-lepton channel for the 2xt-tag, 2-jet, and pVT > 150 GeV region. The
signal events have high BDT output scores near one, while the background events tend to
have low BDT scores near −1. Other signal regions have similar MVA performance. In
addition, over-training is checked by comparing the ROC (receiver operating characteristic)
curves for the training (purple line) and test (pink dash line) data. The training and test
data are assigned using even and odd events. At different signal efficiencies, the training and
test data have similar values for 1-(background efficiency).

The default MVA binning is equidistant and fine with around 500 bins. The default
binning does not have good sensitivities in the likelihood fit. Therefore, the binning of
the BDT distributions is transformed to ensure Z > 1 in all bins before being used in the
likelihood fit. The parameter Z is defined as follows:

Z = zs
ns

Ns

+ zb
nb

Nb

. (4.8)

Here, Ns and Nb are the total number of signal and background events respectively. The
parameters ns and nb are the number of signals and background events in a certain bin. The
transformation starts with 500 bins in the BDT distribution. The bins are merged from the
highest to the lowest BDT output score until Z > 1. In addition, ns + nb in a certain bin is
required to be ≥ 3 to avoid empty bins.

The tunable parameters zs and zb reflect the number of desired bins with mostly signal
events at high BDT scores and bins with mostly background events at low BDT scores. The
parameters zs and zb are optimized in each analysis region to have fewer bins in regions with
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fewer events and more bins in regions with more events. For example, in the V H(→ cc) pVT
> 250 GeV and 2tt-tag regions, zs = 2 and zb = 2, while zs = 5 and zb = 3 in the V H(→ cc)
pVT > 250 GeV and 2xt-tag regions.

The final BDT distribution before and after the re-binning is shown in Figure 4.10. The
total number of bins in each region varies from 4 to 15. The significance of the BDT output
can be approximated using [184]:

S =

√∑
i

2

[
(si + bi) ln

(
1 +

si
bi

)
− si

]
(4.9)

Example MVA training hyperparameters are shown in Table 4.14 for V H(→ cc). The
hyperparameters are optimized per training channel by scanning parameters such as the
number of trees, maximum depth, and minimum node size [183]. The number of trees refers
to the number of decision trees to be trained. The maximum depth limits the nodes allowed in
one tree. The minimum node size refers to the minimum number of samples required to split
a node. Boosting enhances the BDT performance through sequential learning [185]. Most
BDT trainings use the gradient boost method. However, in the boosted and V H(→ cc)
2-lepton 3p-jet training, the adaptive boost method (Adaboost) is found to reduce over-
training when the signal statistics are low [168].

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

a.
u.

BDT_2L_2J_150ptv_1of2_2L-VHcc-TTTL

Signal, training data

Signal, test data

Background, training data

Background, test data

KS(signal)=0.02, KS(background)=0.00
Z(train)=1.21, Z(test)=1.18

BDT_2L_2J_150ptv_1of2_2L-VHcc-TTTL

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

BDT output weight

0.8

1

1.2

te
st

/tr
ai

n

ATLAS Work in Progress

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

1-
(b

ac
kg

ro
un

d 
ef

fic
ie

nc
y)

BDT_2L_2J_150ptv_1of2_2L-VHcc-TTTL

training data (integral=0.926)

test data (integral=0.92)

BDT_2L_2J_150ptv_1of2_2L-VHcc-TTTL

ATLAS Work in Progress

Figure 4.9: The final BDT output distribution (left) and efficiency distribution (right) in
the V H(→ cc) 2-lepton channel for the 2xt-tag, 2-jet and pVT > 150 GeV regions [168]. The
efficiency distribution x-axis shows the signal efficiency from zero to one.
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Figure 4.10: The BDT output transformation before (left) and after (right) [168]. The BDT
output is shown for the V H(→ cc) 2-lepton 2-jet, 2xt-tag and pVT > 150 GeV region.

V H(→ cc)

Settings 0-, 1- and most 2-lepton regions 2-leton, 3pJ, low pTV
Boost type Gradient boost Adaboost

Number of trees 600 200
Maximum depth 4 4
Learning rate (β) 0.5 0.15
Minimum node size 5% 5%

Table 4.14: Optimized BDT hyperparameters used for the 0-, 1- and 2-lepton channels for
the V H(→ cc) trainings.

4.4 Data and simulated samples
Both data and simulated samples are used in the V H(→ bb, cc) analysis. The data used were
collected with the ATLAS detector during Run 2 at

√
s = 13 TeV. There are 140 fb−1 of

data available [68]. All data events are recorded when the ATLAS detector was functioning
correctly [186].

4.4.1 Simulated samples
Various MC generators are used to simulate the signal and background processes. The main
components in MC simulations are discussed in Section 2.2.3. Accurate modeling of the
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signal and background events and their uncertainties is crucial to determining the sensitivity
of the analysis.

Table 4.15 lists the nominal samples of all simulated processes. The second, third and
forth columns list the matrix element (ME) generators, parton distribution function (PDF),
and parton shower (PS) versions. The listed PDF sets are used only for the ME calculations.
For some samples, different PDF sets are used for the parton shower. Except for the Sherpa
V+jets and diboson samples, all samples use the EvtGen package to describe the bottom
and charm hadron decays along with the pythia parton showering [187].

The last two columns of the table list the cross sections corresponding to each process and
the order of the cross-section calculations for QCD or electroweak (EW) processes. NNLO
refers to the next-to-next-to leading order and NNLL next-to-next-to leading logarithmic
terms. The total number of events in all simulation samples are normalized to the cross
sections listed.

During the event generation stage, various filtering techniques are used to enhance the
statistics of samples of interest, such as the heavy-flavor jets. More details can be found in
[188].

Data and nominal simulated samples are used in the event selection and the multivariate
analysis. In addition to the nominal generators listed in Table 4.15, variations from the
nominal generators are produced to assess the modeling uncertainties of the nominal samples.
For the final statistical analysis, the nominal simulated samples are used as templates to fit
the data, while the modeling uncertainties are added as nuisance parameters. Details of the
samples used are discussed in Sections 4.4.1.1-4.4.1.5 for the signal process, V+jets, tt, single
top, and diboson.

The multi-jet background is negligible in the 0-lepton and 2-lepton channels and is not
discussed in detail in this thesis. In the 1-lepton channel, a data-driven method is developed
to estimate the multi-jet contribution and its uncertainties. The multijet template is derived
from a region enriched with QCD events. The simulation cannot model this background well
due to the limited sample size and the difficulties in modeling fake leptons.
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Process Matrix Element PDF Set (ME) Parton Shower Tune σ order σ× Br [pb]
qq → WH → ℓνbb PowHeg-Box v2 + GoSam + MiNLO NNPDF3.0NLO Pythia-8.245 AZNLO NNLO(QCD)+ NLO(EW) 2.69× 10−1

qq → ZH → ννbb PowHeg-Box v2 + GoSam + MiNLO NNPDF3.0NLO Pythia-8.245 AZNLO NNLO(QCD)+ NLO(EW) 8.91× 10−2

qq → ZH → ℓℓbb PowHeg-Box v2 + GoSam + MiNLO NNPDF3.0NLO Pythia-8.245 AZNLO NNLO (QCD)+NLO(EW) 4.48× 10−2

gg → ZH → ννbb PowHeg-Box v2 NNPDF3.0NLO Pythia-8.307 AZNLO NLO+NLL 1.43× 10−2

gg → ZH → ℓℓbb PowHeg-Box v2 NNPDF3.0NLO Pythia-8.307 AZNLO NLO+NLL 7.23× 10−3

qq → WH → ℓνcc PowHeg-Box v2 + GoSam + MiNLO NNPDF3.0NLO Pythia-8.245 AZNLO NNLO(QCD)+ NLO(EW) 1.34× 10−2

qq → ZH → ννcc PowHeg-Box v2 + GoSam + MiNLO NNPDF3.0NLO Pythia-8.245 AZNLO NNLO(QCD)+ NLO(EW) 4.42× 10−3

qq → ZH → ℓℓcc PowHeg-Box v2 + GoSam + MiNLO NNPDF3.0NLO Pythia-8.245 AZNLO NNLO (QCD)+NLO(EW) 2.23× 10−3

gg → ZH → ννcc PowHeg-Box v2 NNPDF3.0NLO Pythia-8.307 AZNLO NLO+NLL 7.10× 10−4

gg → ZH → ℓℓcc PowHeg-Box v2 NNPDF3.0NLO Pythia-8.307 AZNLO NLO+NLL 3.59× 10−4

Z → νν + jets Sherpa 2.2.11 NNPDF3.0nnlo Sherpa 2.2.11 - NNLO 416.05
W → ℓν + jets Sherpa 2.2.11 NNPDF3.0nnlo Sherpa 2.2.11 - NNLO 60242
Z → ℓℓ + jets Sherpa 2.2.11 NNPDF3.0nnlo Sherpa 2.2.11 - NNLO 6201
tt Powheg-Box v2 NNPDF3.0NLO Pythia-8.230 A14 NNLO+NNLL 832
single-top (s) Powheg-Box v2 NNPDF3.0NLO Pythia-8.230 A14 NLO 3.35
single-top (t) Powheg-Box v2 NNPDF3.0NLO Pythia-8.230 A14 NLO 70.7
single-top (Wt) Powheg-Box v2 NNPDF3.0NLO Pythia-8.230 A14 Approx. NNLO 71.7
qq → WW Sherpa 2.2.11 NNPDF3.0nnlo Sherpa 2.2.11 - NLO 47.93
qq → WZ Sherpa 2.2.11 NNPDF3.0nnlo Sherpa 2.2.11 - NLO 20.85
qq → ZZ Sherpa 2.2.11 NNPDF3.0nnlo Sherpa 2.2.11 - NLO 6.33
gg → V V Sherpa 2.2.2 NNPDF3.0nnlo Sherpa 2.2.2 - NLO 2.78

Table 4.15: The nominal Monte Carlo samples used in the V H(→ bb, cc) analysis.

4.4.1.1 Signal

As shown in Table 4.15, there are 10 signal samples for V H(→ bb) and V H(→ cc) in
different vector boson decay channels (0-lepton, 1-lepton, 2-lepton) from quark-initiated and
gluon-initiated Higgs-strahlung events. Both WH and ZH events can be qq-initiated, while
only the ZH events can be gg-initiated [189, 190]. Gluon-induced quark-loop WH processes
are absent due to charge conservation. Examples of the quark-initiated and gluon-initiated
Higgs-strahlung Feynman diagrams are shown in Figure 4.11.

As shown in Table 4.15, all qq-initiated Higgs-strahlung events, qq → ZH and qq → WH,
are simulated using the powheg generator [57]. MiNLO (Multiscale Improved NLO) is used
for the choice of scales and the inclusion of Sudakov form factors [57]. The computation of
the one-loop amplitudes is performed with the GoSam automated software [191]. powheg
is interfaced to the pythia MC generator (pythia8.245 for the quark-induced processes,
pythia8.307 for the gluon-induced processes) for modeling parton shower (PS), hadroniza-
tion, underlying event (UE) and multiple parton interactions (MPI) [192, 58]. The AZNLO
tune is applied to powheg+pythia [193]. The NNPDF3.0NLO PDF is used [194]. Addi-
tional electroweak corrections at NLO are applied to the qq-initiated processes using HAWK
[195].

The signal cross sections are calculated for mH = 125 GeV at NNLO QCD and NLO
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electroweak (EW) accuracies [196, 28].
The gg-initiated quark-loop ZH events, gg → ZH, are simulated similarly to the qq-

initiated events, as shown in Table 4.15. The leading-order (LO) powheg is interfaced with
pythia.

Variations from the nominal sample In order to assess modeling uncertainties for the
signal process, the nominal samples are compared to the following variations:

• powheg+herwig: these samples are used to assess the parton shower uncertainties
as herwig7 is used to generate the parton shower instead of pythia [197].

• Final state radiation (FSR) variation: the renormalization scale µr and the fac-
torization scale µr take different values (± 2 around the nominal value used in powheg
and pythia).

Figure 4.11: The lowest order Feynman diagrams of the qq →VH and gg →ZH processes.

4.4.1.2 V+jets

The production of V (V = W or Z) bosons in association with jets is one of the main
backgrounds in V H(→ bb, cc). The tree-level Feynman diagrams of V+jets are shown in
Figure 4.12. A vector boson is created along with two quarks. In the left plot, a vector
boson and a gluon are produced when the two quarks scatter. The gluon radiates into two
quarks subsequently. In the right plot, four quarks are emitted from the incoming gluons.
Two intermediate quarks annihilate to create a vector boson.

The V+jets processes are simulated with sherpa2.2.11 [56, 188]. The built-in Hessian
NNPDF3.0nnlo PDF set is used [194, 198]. In sherpa 2.2.11, Comix calculates NLO-
accurate matrix elements for up to two jets and LO-accurate matrix elements for up to
five jets [199]. The b- and c-quarks are treated as massless at the matrix-element level and
massive in the parton shower. In sherpa, the invariant mass of the charged leptons is
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required to be larger than 40 GeV for Z+jets, while the invariant mass of the charged lepton
plus neutrino is required to be larger than 2 GeV for W+jets final states.

The NLO matrix elements of a given jet multiplicity are matched to the parton shower
using a color-exact variant of the MC@NLO algorithm [200]. Different jet multiplicities are
then merged into an inclusive sample using an improved CKKW matching procedure [201].
It is extended to the NLO parton shower using the MEPS@NLO prescription [202]. The
default sherpa Catani–Seymour dipole parton shower scheme and the cluster hadronization
model are used [203, 204].

Figure 4.12: Tree-level Feynman diagrams of V+jets processes.

Electroweak corrections NLO EW corrections are available for sherpa 2.2.11, with
three different NLO QCD and NLO EW combination schemes: additive (Equation 4.10),
multiplicative (Equation 4.11), and exponentiated (Equation 4.12) [188]. The NLO EW
corrections include contributions from virtual loops and real emission of gauge bosons in the
Feynman diagrams [188, 205]. The cross sections for a 2→n final state with the different
combination schemes can be expressed as:

σNLO
n,QCD+EW = σn,LO +∆σn,QCD +∆σn,EW (4.10)

σNLO
n,QCD×EW = (σn,LO +∆σn,QCD)× (1 + ∆σn,EW ) (4.11)

σNLO
n,QCD×eEW = (σn,LO +∆σn,QCD)× e∆σn,EW (4.12)

where σn,LO denotes the Born-level cross-section and ∆σn,QCD the NLO QCD corrections to
the Born process. And, ∆σn,EW contains the NLO EW corrections.
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Figure 4.13 shows the differential cross sections of the V+jets processes with different EW
correction schemes. The EW corrections are the largest at high pVT , as expected from the EW
Sudakov logarithmic form [206]. In addition, the additive scheme has the smallest correction
compared to the other schemes. The same trend is observed in the V H(→ bb, cc) analysis
as shown in Figure 4.14. The additive scheme is chosen as the new sherpa V+jets nominal,
while the other two schemes are considered as variations for uncertainty calculations.
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Figure 4.13: Electroweak corrections across pVT (left) and pT of the highest transverse mo-
mentum jet (jet 1) (right) [188].
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Figure 4.14: Electroweak corrections across pVT in V H(→ cc) for W+jets (left) and Z+jets
(right) [207]. In the legend, ASSEW, EXPASSEW, and MULTIASSEW refer to the addi-
tive, multiplicative, and exponentiated schemes respectively. The electroweak corrections are
applied to both the matrix elements (ME) and the parton shower (PS).

Variations from the nominal samples There are five different variations to assess the
modeling uncertainties of V+jets: the two electroweak corrections, the QCD scale variations,
the parton distribution function variations, the alternative samples generated by madgraph
and sherpa 2.2.1. When evaluating the modeling uncertainties, the largest variations from
the electroweak corrections, QCD scale variations, and PDF variations respectively are typ-
ically considered. More details are discussed in Section 4.5.

• Two of the three electroweak corrections: The multiplicative and exponentiated
electroweak corrections are used as variations of the nominal sample, while the additive
electroweak correction is used as the nominal sample. All three electroweak corrections
are presented in Equations 4.10-4.12.

• QCD scale variations: sherpa 2.2.11 events have event weights corresponding to
the 7-point variations of the factorization and renormalization scales (µf and µr). The
scales are varied independently by factors of 0.5 and 2 while avoiding cases where µr

and µf move in opposite directions. Figure 4.15 shows the 7-point variations in the
analysis for Z+jets. When varying the QCD scales in both the matrix elements and
the parton shower, the variations are the largest. However, the template is smoother
with the matrix element only variation. As shown in the figure, the variations are
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mainly driven by changing µr. The uncertainty is approximately 20% for the largest
QCD variation across the Higgs mass bins from 50 to 200 GeV.

• PDF variations: The PDF variations for the nominal Hessian NNPDF3.0nnlo PDF
set are evaluated using the Hessian eigenvector set and ±0.001 shifts of αs around
the nominal value of 0.118 [188]. The LHAPDF tool combines all Hessian eigenvectors
into an envelope and outputs the up and down PDF variations from the envelope [208].
Figure 4.16 shows the up and down PDF variations of the Higgs invariant mass in the
V H(→ bb, cc) analysis for W+jets and Z+jets processes. The up and down variations
tend to be symmetric. The PDF uncertainty size is small compared to the electroweak
corrections and the QCD variations, less than 10% in most bins.

• MADGRAPH FxFx: madgraph5_aMC@NLO 2.6.5 generates weak bosons with
up to three additional partons at the NLO accuracy in QCD [60]. Showering and
subsequent hadronization are performed using pythia 8.240 [58]. The A14 tune is
used [209]. The different jet multiplicities are merged using the FxFx NLO matrix
element and the parton-shower merging prescription [210]. The FxFx cross sections are
normalized to the same inclusive single boson cross sections as the nominal samples in
Table 4.15. Figure 4.17 shows the differences between sherpa 2.2.11 and madgraph
FxFx for the W+jets and Z+jets samples. The statistical uncertainties are smaller for
the nominal sample due to a larger sample size. The uncertainties from madgraph
FxFx are approximately 20% in all bins.

• SHERPA 2.2.1 pVT : The sherpa 2.2.11 pVT spectrum is different from that obtained
from sherpa 2.2.1, the nominal V+jets generator in the previous analysis [188]. There
are several improvements from sherpa 2.2.1 to sherpa 2.2.11, such as the QCD
accuracy for the matrix element. However, since sherpa 2.2.1 recovers the data pVT
spectrum better than sherpa 2.2.11 in the di-lepton measurements, the sherpa 2.2.1
V+jets sample is kept as an alternative sample. More details about the modeling
uncertainties from sherpa 2.2.1 are discussed in Section 4.5.
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Figure 4.15: QCD variations across the Higgs invariant mass (mcc) in V H(→ cc) for the
Z+hf process in the 2-lepton 2lt-tag 2-jet signal region for pVT above 75 GeV. Six variations
of the QCD scales were applied to the matrix elements only (left) and to both the matrix
elements and the parton shower (right). The x-axis are in terms of the reconstructed Higgs
mass from the two charm quarks, mcc.
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Figure 4.16: PDF up and down variations across the Higgs invariant mass (mcc) in V H(→ cc)
for the W+jets (left) and Z+jets (right) samples [207].

Figure 4.17: sherpa 2.2.11 and madgraph FxFx in V H(→ cc) forW+jets (left) and Z+jets
(right) [207]. The middle and bottom panels compare the relative uncertainties between the
nominal sample and the alternative sample.
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4.4.1.3 Top anti-top

Another important background is the tt decays. Example tree-level Feynman diagrams
of tt decays are shown in Figure 4.18. A pair of top and anti-top quarks are produced
from incoming gluons. In the left plot, two gluons annihilate and produce an intermediate
gluon that radiates into the tt pair. In the right plot, two gluons scatter off, exchange an
intermediate quark, and create a top quark and an anti-top quark each.

The tt events can be produced through high-energy gluon-gluon collisions. The top quark
mostly decays to a W boson and a b quark. In the analysis, tt is a major background in
0-lepton and 1-lepton. For example, two b quarks can be tagged as b-jets or c-jets and one
of the W bosons can be reconstructed in 0-lepton or 1-lepton.

As shown in Table 4.15, the default simulated sample for the tt process is generated with
the powheg generator using an NLO calculation for the matrix element [211, 212]. pythia
8.230 is used for the parton shower as in the case of the signal sample [192]. The PDF used in
the ME calculation is NNPDF3.0 (NLO), while the parton shower utilises NNPDF2.3 (LO)
[194]. A14 tune is used [209].

The cross section of producing tt events is calculated at NNLO in QCD including the
resummation of NNLL soft gluon terms for a top-quark mass of 172.5 GeV [213, 214].

Variations from the nominal samples Similar to the signal and V+jets samples, there
are four variations for the tt samples to assess the systematic uncertainties.

• MADGRAPH+PYTHIA (ME): madgraph5_aMC@NLO generates hard scat-
tering at NLO precision instead of the nominal powheg [60]. This assesses the hard
scattering generation uncertainties.

• POWHEG+HERWIG (PS): herwig 7.04 generates the parton shower instead of
the nominal pythia [197, 59].

• Initial state radiation (ISR) variation: both µr and µf are varied and an A14
tuning variation is used to assess the ISR uncertainties [215]. There are two ISR
variations: RadHiPrime and RadLo.

• Final state radiation (FSR) variation: µr is doubled or halved compared to the
nominal value.
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Figure 4.18: Tree-level tt Feynman diagrams.

4.4.1.4 Single top quark

The single top-quark production is a relatively minor background. Three single-top channels
are generated separately: s-channel, t-channel, and Wt-channel. Example tree-level Feynman
diagrams of the three single-top channels are shown in Figure 4.19.

Similar to the tt samples, powheg is used at the NLO accuracy for calculating the matrix
element [212, 216, 217].

The cross-sections of the t- and s-channels are calculated at NLO while the cross-section
of the Wt-channel is computed at NNLO [218, 219, 220]. The top mass used in the calculation
is 172.5 GeV.

One particular issue of the Wt sample is that: at higher order, the definition of the Wt
process can correspond to the leading order tt process [221, 222]. There are two approaches
to resolve the overlap between the two samples:

• Diagram subtraction (DS): subtract local tt contribution from the NLO Wt cross
section.

• Diagram removal (DR): remove all diagrams in the NLO Wt amplitudes that are
doubly resonant.

The DS scheme is chosen as the nominal Wt sample, while the DR scheme is used as an
alternative sample to assess the modeling uncertainties in the tt interference.

Variations from the nominal samples In addition to the DR scheme, similar to the
variations used for the tt samples, four variations for the single-top processes are generated.
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The variations are only generated for the t- and Wt-channels. The uncertainties of the
s-channel is negligible.

• MADGRAPH+PYTHIA (ME): madgraph5_aMC@NLO

• POWHEG+HERWIG (PS): herwig 7.04

• Initial state radiation (ISR) variation: RadHiPrime and RadLo.

• Final state radiation (FSR) variation: µr is doubled or halved compared to the
nominal value.

Figure 4.19: Tree-level single-top Feynman diagrams: s-channel (left), t-channel (center),
Wt-channel (right).

4.4.1.5 Diboson

As shown in Table 4.15, there are four diboson samples. The quark-initiated qqWW, qqWZ
and qqZZ samples and the gluon-initiated ggVV processes are generated separately. The
diboson processes are also a relatively minor background. However, the V Z(→ bb, cc) di-
boson processes resemble the signal V H(→ bb, cc) processes. The reconstructed Z boson
mass from a pair of bottom or charm quarks has a peak similar to the reconstructed Higgs
mass. Therefore, the V Z(→ bb, cc) processes are also used as signals in the diboson analysis
validation. Here, the VZ process refers to the combination of qqWZ, qqZZ, ggWZ, and ggZZ
samples. Example tree-level Feynman diagrams of the quark-initiated diboson processes are
shown in Figure 4.20.

Similar to the V+jets samples, the quark-initiated diboson samples are generated using
sherpa 2.2.11. And, the additive scheme of the electroweak corrections (Equation 4.10) is
used as the nominal sample. Gluon-initiated diboson processes are generated with sherpa
2.2.2.
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Variations from the nominal samples Similar to V+jets, there are four types of varia-
tions. In the case of the diboson samples, the PDF variations introduce negligible modeling
uncertainties.

• Two of the three electroweak corrections: the multiplicative and exponentiated
electroweak corrections.

• QCD scale variations: 7-point variations of the factorization and renormalization
scales.

• POWHEG+PYTHIA: Instead of the madgraph FxFx samples, the alternative
diboson samples are generated using powheg for calculating the matrix elements and
pythia for generating the parton shower.

• SHERPA 2.2.1: The reconstructed Higgs mass peak shifts between the sherpa
2.2.1 and 2.2.11 samples due to changes in the heavy flavor fragmentation function
[168]. Therefore, the sherpa 2.2.1 diboson sample is included as an alternative sample
to assess the systematics from fragmentation. In addition, given the pVT spectrum
differences observed in V+jets, it is recommended to include sherpa 2.2.1 for potential
pVT mismodeling in diboson as well.

Figure 4.20: Diboson Feynman diagrams: s-channel (left), t-channel (center), u-channel
(right).

4.5 Signal and background modeling
After all regions are specified and all MVA values derived, signal and background modeling
uncertainties need to be assessed for the nominal samples using the alternative samples
introduced in Section 4.4. The modeling uncertainty is an important piece in the final
statistical analysis. The modeling uncertainties estimate how accurate the simulation is
according to existing knowledge of the SM and thus indicate how to adjust the simulation
according to data in the final statistical analysis.
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The modeling uncertainties are assessed in three categories:

• Normalization uncertainties: address uncertainties for simulation yields in an in-
clusive region;

• Acceptance ratio uncertainties: address uncertainties for simulation yield ratios
between two regions;

• Shape uncertainties: address uncertainties for simulation kinematic distribution in
all regions;

The signal modeling uncertainty is first introduced. The uncertainties of the background
samples are discussed in Sections 4.5.1-4.5.3.

Signal modeling The signal modeling considers all three kinds of uncertainties: normal-
ization, acceptance ratio, and shape. The signal strengths µV H(cc) and µV H(bb) are floated in
the fit and defined as follows:

µV H(cc) =
[σV H × BR(H → cc̄)]measured

[σV H × BR(H → cc̄)]SM
(4.13)

µV H(bb) =
[σV H × BR(H → bb̄)]measured

[σV H × BR(H → bb̄)]SM
(4.14)

The normalization uncertainties include uncertainties in the cross section of VH pro-
duction and in the branching ratios of H → cc and H → bb [223, 224]. In addition,
the uncertainties from the NLO electroweak corrections, PDF, and αs are also included in
the normalization uncertainties. Acceptance ratio uncertainties are included to account for
different yield ratios between jet categories and lepton channels. The acceptance ratio un-
certainties include contributions from the QCD scale variations and the powheg+herwig
alternative sample.

Shape uncertainties include contributions from the QCD scale variations and
powheg+herwig. Shape uncertainties from NLO electroweak corrections, PDF, and αs

are negligible. All normalization, acceptance ratio, and shape uncertainties are included
separately for the qq → WH, qq → ZH, and gg → ZH samples. The signal samples are
introduced in Section 4.4.1.1.

4.5.1 Normalization uncertainties
There are two types of normalization uncertainties: free floating normalization and fixed
normalization uncertainties. The normalization is usually left to free float in the fit when the
background statistics are large and dedicated control regions are implemented to constrain
the backgrounds.

The fixed normalization uncertainties are calculated by comparing the nominal and al-
ternative samples. The fixed normalization uncertainties are used when there are no control
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regions to constrain the normalization or when the sample is small and the uncertainties
have a small impact on the fit.

Resolved V H(→ bb, cc)

• Z+jets: Z+jets is the main background in the 2-lepton and 0-lepton channels and
negligible in 1-lepton. The Z+jets samples are categorized using the truth jet flavors
that are used to reconstruct the Higgs candidates. Thus, the Z+jets sample is divided
into six categories: Z + bb, Z + cc, Z + bl, Z + cl, Z + bc, and Z + lf . Categories
with similar kinematic signatures are grouped together in the fit and for the modeling
uncertainty calculations:

– Z + hf (heavy-flavor jets): Z+bb, Z+cc
– Z +mf (mixed-flavor jets): Z+bl, Z+cl, Z+bc
– Z + lf (light-flavor jets)

The Z+hf , Z+mf , and Z+ lf samples are floated freely in the fit with decorrelation
in n-jet and pVT in 2-lepton and 0-lepton in the resolved phase space. Decorrelation
means that the floating normalizations can change independently in different n-jet and
pVT categories. More details about the decorrelation scheme of all Z+jets nuisance
parameters are discussed in Section 4.6.2.

• W+jets: W+jets is the main background in the 1-lepton and 0-lepton channels and
negligible in 2-lepton. The W+jets samples with hadronically decayed τ -leptons con-
tribute to the background in 0-lepton when the τ -leptons are not identified correctly.
Similar to the Z+jets background, the W+jets samples are grouped into categories in
the fit and for the modeling uncertainty calculations:

– W + hf : W+bb, W+cc
– W +mf : W+bl, W+cl, W+bc, W+bτ , W+cτ
– W + lf : W+l, W+lτ

The floating normalization for theW+hf ,W+mf , andW+lf processes is decorrelated
in n-jet and pVT .

• Top: Top processes are the main background in the 1-lepton and 0-lepton channels.
The tt and the single-top Wt channel are grouped together as a top process. The top
backgrounds are further categorized according to the truth flavor compositions of the
Higgs candidate jets in the resolved phase for 0-lepton and 1-lepton.

– top(bb)
– top(bq/qq): bq includes bc+bl and qq includes cc+cl+ll
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The top(bb) component is separated from the rest as the resolved V H(→ bb) top back-
ground is dominated by top(bb). In the V H(→ cc) phase space, the top background
is dominated by top(bq/qq). In the resolved 2-lepton phase space, the top(bb) and
top(bq/qq) categories are grouped together.
Floating normalizations for the top(bb) and top(bq/qq) processes are decorrelated in
n-jet and pVT in the resolved 0-lepton and 1-lepton channels. The remaining single-
top s- and t-channels have fixed normalization uncertainties of 5% and 17%. In the
2-lepton channel, as discussed in Section 4.2.3, the V H(→ cc) top process is left free
floating, constrained by the top-eµ control region. The V H(→ bb) data-driven top
template has a fixed uncertainty of 0.8%.

• Diboson: fixed normalization uncertainties are assigned to the qqZZ (17%), qqWW
(16%), qqWZ (19%), and ggVV (30%) samples in all lepton channels.

Boosted V H(→ bb) The boosted V H(→ bb) normalization uncertainties are assigned
differently from the resolved phase space, as there are fewer events in the boosted region.
The grouping of individual background processes is also different in some cases.

• Z+jets: fixed normalization uncertainties are assigned to the Z +mf (35%) and the
Z + lf (35%) processes in all lepton channels. The Z + hf process is the dominant
component and left free floating in the 2-lepton and 0-lepton channels.

• W+jets: fixed normalization uncertainties are assigned to the W + mf (36%) and
W + lf (38%) processes in all lepton channels. The W + hf process is the dominant
component and left free floating in the 1-lepton and 0-lepton channels.

• Top: the top component (tt and single-top Wt) is left free floating in the 0-lepton and
1-lepton channels. In 2-lepton, a 20% normalization uncertainty is assigned. For the
single-top s- and t-channels, fixed normalization uncertainties are 5% and 10%.

• Diboson: fixed normalization uncertainties are assigned to the qqZZ (17%) and qqWZ
(27%) samples in all lepton channels.

The flavor composition for the Z+jets and W+jets processes in the signal regions is
shown in Tables 4.16-4.17. For the Z+jets background, the Z+hf component is dominated
by the Z + cc process, Z +mf Z + cl in the V H(→ cc) phase space. The 1nt-tag regions
have large Z +mf contribution, while the 2tt-tag regions have large Z + hf contribution.

Similarly for the W+jets background, the W + hf process is dominated by W + cc in
the V H(→ cc) phase space and W + bb in V H(→ bb). The W +mf process is dominated
by W + cl in the V H(→ cc) phase space. The W +mf and W + lf components have small
contribution in V H(→ bb) due to good flavor tagging rejections of c-jets and l-jets for b-jets.

The top process flavor composition is discussed in [207]. In the V H(→ cc) 1-lepton
channel, the top(bq/qq) component has large top(bc) contribution in the 2xt-tag signal
regions and large top(bl) contribution in the 1nt-tag signal regions.
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SR Sh2211, pVT > 150 1nttag 2lttag 2tttag
Channel Process 2jet 3pjet 2jet 3pjet 2jet 3pjet

2L

Z+bb 0.6% 0.5% 3.1% 2.4% 2.8% 2.6%
Z+bc 0.5% 0.5% 2.5% 2.2% 3.5% 3.0%
Z+bl 7.1% 6.0% 5.1% 4.7% 1.9% 1.9%
Z+cc 8.8% 9.3% 33.4% 29.7% 73.5% 70.6%
Z+cl 54.3% 52.6% 37.0% 39.8% 14.2% 16.6%
Z+l 28.7% 31.1% 19.0% 21.2% 4.1% 5.4%

0L

Zbb 0.5% 0.5% 2.7% 2.5% 2.8% 2.6%
Z+bc 0.5% 0.4% 2.3% 2.0% 2.8% 2.6%
Z+bl 6.2% 5.7% 4.8% 4.5% 1.7% 1.5%
Z+cc 8.7% 9.5% 34.1% 33.0% 74.2% 74.5%
Z+cl 54.2% 52.8% 37.5% 38.8% 14.2% 14.6%
Z+l 30.0% 31.0% 18.7% 19.1% 4.3% 4.1%

Table 4.16: Fractions of the individual Z+jets flavor components in the V H(→ cc) signal
regions in the pVT > 150 GeV category of the 2-lepton and 0-lepton channels. The fractions are
calculated from the nominal sherpa 2.2.11 Z+jets samples. The normalization uncertainties
of each component are assessed through the flavor acceptance ratio uncertainties discussed
in Section 4.5.2 and are not presented in this table.
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SR, Sh2.2.11 1nttag 2lttag 2tttag 2bbtag
pVT > 150 GeV
Channel Process 2jet 3jet 2jet 3jet 2jet 3jet 2jet 3jet

0L

W + bb 0.2% 0.2% 1.1% 1.2% 1.3% 1.1% 90.7% 91.1%
W + bc 0.2% 0.2% 1.1% 1.1% 1.3% 0.6% 3.8% 3.8%
W + bl 2.1% 2.4% 1.8% 1.9% 0.7% 1.3% 1.4% 1.3%
W + bτ 0.0% 0.0% 0.1% 0.0% 0.1% 0.0% - -
W + cc 4.8% 5.9% 19.8% 21.4% 60.6% 63.9% 3.0% 2.9%
W + cl 55.2% 54.3% 44.9% 43.7% 25.4% 21.3% 1.0% 0.8%
W + cτ 0.9% 0.6% 2.7% 2.3% 2.9% 2.7% - -
W + l 31.7% 31.7% 23.4% 24.6% 5.9% 7.7% 0.2% 0.1%
W + lτ 4.9% 4.6% 5.1% 3.7% 1.6% 1.3% - -

1L

W + bb 0.2% 0.2% 1.1% 1.2% 1.6% 1.5% 86.8% 88.3%
W + bc 0.3% 0.3% 1.8% 1.6% 2.2% 2.5% 6.7% 5.8%
W + bl 1.5% 1.9% 1.6% 1.9% 0.9% 0.9% 1.2% 1.2%
W + cc 5.1% 5.9% 21.9% 23.9% 63.5% 63.5% 3.8% 3.5%
W + cl 70.3% 67.6% 56.6% 52.3% 26.5% 25.4% 1.3% 1.1%
W + l 22.6% 24.0% 17.0% 19.0% 5.3% 6.1% 0.1% 0.1%

Table 4.17: Fractions of the individual W+jets flavor components in the signal region in the
pVT > 150 GeV category of the 0-lepton and 1-lepton channels.
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4.5.2 Acceptance ratio uncertainties
As discussed in the previous section, when the background components are floated freely,
templates in different regions are assigned one floating norm to change their normalization.
For example, the Z+jets floating normalizations are only decorrelated in n-jet and pVT . The
same floating normalizations are used for regions across tagging categories, lepton channels,
and signal and control regions. The acceptance ratio uncertainties thus account for the
possible change in the distribution of events across different regions in the analysis. The
acceptance ratio uncertainties are calculated as double ratios:√√√√√√∑

i


(

n1

n2

)
variation(i)(

n1

n2

)
nominal

− 1

 (4.15)

The number of events in the two regions are denoted n2 and n1. The second region with
n2 events tends to have higher background purity and thus n2 is the denominator in the
acceptance ratio. The first region with n1 events is where the acceptance ratio uncertainty
is assigned and n1 is the numerator in the ratio. As the acceptance ratio uncertainty is
assigned to n1, the uncertainty is extrapolated from n2 to n1.

Variation(i) refers to the variations from the nominal samples as discussed in Section 4.4.
The final acceptance ratio uncertainties for region n1 from region n2 sum over all variations
in quadrature. All variations for the acceptance ratio uncertainties for different background
processes are listed in Table 4.18.

Depending on whether the background templates are floated together or whether the
normalization uncertainties are inclusively assigned, the acceptance ratio uncertainties are
calculated for the background processes.

The acceptance ratio uncertainties are calculated as inclusively as possible to minimize
the number of nuisance parameters in the fit. For example, one acceptance ratio uncertainty
is derived inclusively in all signal regions + ∆R control regions, lepton channels, n-jet, and
pVT regions. However, when regions have large deviations from the inclusive uncertainty,
the uncertainties are calculated individually in the regions. In the resolved phase space,
the uncertainties are compared between the V H(→ bb) and V H(→ cc) phase spaces. In
most cases, the same uncertainties are used in resolved V H(→ bb, cc). For Z+jets, W+jets,
and diboson samples, the acceptance ratio uncertainties are usually calculated for different
flavors such as Z + hf , Z +mf , and Z + lf using the most dominant component such as
Z + cc (for Z + hf) and Z + cl (for Z +mf).
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Sample Nominal samples Sources of uncertainties

V +jets sherpa2.2.11 madgraphFxFx
Max of the 7-point QCD scale variations
Max of the PDF up and down variations
Max of the PDF αs ± 0.001 variations
Both EW corrections: multiplicative and exponentiated

tt and powheg+pythia8 powheg+herwig7 (PS)
single top madgraph5_aMC@NLO+pythia8 (ME)

Max of the ISR variations: RadHiPrime and RadLo
Max of the FSR up and down variations

Diboson sherpa2.2.11 powheg+pythia8
Max of the 7-point QCD scale variations
Max of the PDF up and down variations
Max of the PDF αs ± 0.001 variations
Both EW corrections: multiplicative and exponentiated

Table 4.18: Nominal samples and variations including the alternative generators for the
acceptance ratio uncertainties for all background processes. The alternative generators are
included in all uncertainties. For the sherpa 2.2.11 samples, two of the EW corrections are
included as well. The maximum uncertainties from other types of variations are included.

Resolved V H(→ bb, cc)

• Z+jets: Three types of acceptance ratio uncertainties are used. All resolved V H(→
bb, cc) Z+jets acceptance ratio uncertainties are listed in Table 4.19. The first column
lists all three types of acceptance ratio uncertainties derived. The second column lists
if the uncertainty is derived in V H(→ bb) only, V H(→ cc) only, or in V H(→ bb, cc)
inclusively. All the Z+mf and Z+ lf uncertainties are only derived in the V H(→ cc)
phase space due to small contribution in V H(→ bb). In the case of Z+hf uncertainties,
the Z + cc/Z + bb ratio is derived inclusively in the V H(→ bb, cc) phase space, except
for the V H(→ bb) 2-jet regions. All other Z + hf uncertainties are derived in either
V H(→ cc) only or V H(→ bb) only. The numbers agree in all cases and the same
numbers are used in both V H(→ cc) and V H(→ bb) phase spaces.
The third column lists the sample and regions where the uncertainties are derived and
applied. Most uncertainties are derived and applied inclusively in different regions. A
few exceptions are the Z + cc/Z + bb ratio in the 2-jet regions and the Z + hf SR/CR
ratio in 2-jet. The last column shows the values of all acceptance ratio uncertainties
used in the likelihood fit.

– Flavor acceptance ratio uncertainties: extrapolate from the Z + bb process
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(high purity n2) to the Z+cc process (low purity n1) (Z+cc/Z+bb), Z+bc/Z+cl,
and Z+bl/Z+cl. The derivation of the Z+cc/Z+bb acceptance ratio uncertainty
(12%) is shown in Table 4.20.

– SR/CR acceptance ratio uncertainties: extrapolate from the high ∆R con-
trol region (CRHigh) to the SR for the Z+hf and Z+mf processes (SR/CRHigh);
extrapolate from SR to CRHigh for Z + lf (CRHigh/SR). The derivation of the
2-lepton low pVT SR/CR acceptance ratio uncertainty (7%) is shown in Table 4.21.

– Lepton channel acceptance ratio uncertainties: extrapolate from the 2-lepton
channel to the 0-lepton channel (0L/2L). The derivation of the lepton channel ac-
ceptance ratio uncertainties in the 2-jet regions is shown in Table 4.22.

• W+jets: Three types of acceptance ratio uncertainties are used as the Z+jets back-
ground. The values of the acceptance ratio uncertainties range from 4% to 33% in
various regions.

– Flavor acceptance ratio uncertainties: extrapolate from W + bb to W + cc
(W+cc/W+bb),W+bc/W+cl,W+bl/W+cl,W+qτ/W+cl, andW+lfτ/W+lf .

– SR/CR acceptance ratio uncertainties: extrapolate from the high ∆R con-
trol region (CRHigh) to SR for W + mf (SR/CRHigh); extrapolate from SR
to CRHigh for W + lf (CRHigh/SR). For W + hf , as the low ∆R control re-
gion (CRLow) has high purity W + hf events, the extrapolation is performed
first from CRLow to SR (SR/CRLow) and then from SR+CRLow to CRHigh
(CRHigh/(SR+CRLow)).

– Lepton channel acceptance ratio uncertainties: extrapolate from 1-lepton
to 0-lepton (0L/1L).

• Top (tt + single-top Wt): Four kinds of acceptance ratio uncertainties are used for
flavor (top(bq/qq) and top(bl/bc)), lepton channel (0L/1L), between the signal and
control regions, and from tt to Wt. The values of the uncertainties range from 2% to
10% in various regions.

• Single-top t-channel: Four kinds of acceptance ratio uncertainties are applied for
the t-channel. For the s-channel, the contribution is negligible. There are acceptance
ratio uncertainties for pVT (high pTV/low pTV), n-jet (2-jet/3-jet, 4-jet/3-jet), lepton
channel and between the signal and control regions. The values of hte uncertainties
range from 3% to 17% in various regions.

• Diboson: Similarly, four kinds of acceptance ratio uncertainties are applied for pVT (ex-
trapolate from medium pVT ), n-jet (extrapolate from 2-jet), lepton channel (extrapolate
to 0-lepton) and from the signal to the control regions. The values of the uncertainties
range from 2% to 23% in various regions.
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Acceptance Ratio
Uncertainty

Phase space derived Regions or pro-
cesses derived

Value of the
uncertainty

Z + cc/Z + bb V H(→ bb, cc) inclusive Z + cc 12%
Z + cc/Z + bb V H(→ bb) only Z + cc, V H(→ bb), 2-jet 8%
Z + bl/Z + cl V H(→ cc) only Z + bl 4%
Z + bc/Z + cl V H(→ cc) only Z + bc 10%
Z + hf SR/CR V H(→ cc) or V H(→ bb) only 2L, SR, pVT 75-150 GeV 7%
Z + hf SR/CR V H(→ cc) or V H(→ bb) only 2L, SR, pVT>150 GeV 15%
Z + hf SR/CR V H(→ cc) or V H(→ bb) only 0L, SR, pVT>150 GeV 10%
Z + hf SR/CR V H(→ cc) or V H(→ bb) only 02L, SR, pVT>150 GeV, 2-jet 30%
Z +mf SR/CR V H(→ cc) only 2L, SR, pVT 75-150 GeV 7%
Z + lf CR/SR V H(→ cc) only 2L, SR, pVT 75-150 GeV 7%
Z +mf SR/CR V H(→ cc) only 02L, SR, topCR, pVT>150 GeV 5%
Z + lf CR/SR V H(→ cc) only 02L, SR, topCR, pVT>150 GeV 5%
Z + hf 0L/2L V H(→ cc) or V H(→ bb) only 0L, 2-jet 2%
Z + hf 0L/2L V H(→ cc) or V H(→ bb) only 0L, 3-jet 4%
Z +mf 0L/2L V H(→ cc) only 0L, 2-jet 3%
Z +mf 0L/2L V H(→ cc) only 0L, 3-jet 8%
Z + lf 0L/2L V H(→ cc) only 0L, 2-jet 4%
Z + lf 0L/2L V H(→ cc) only 0L, 3-jet 10%

Table 4.19: Summary of the Z+jets acceptance ratio uncertainties in the resolved phase
space. The acceptance ratio uncertainties are calculated for different processes such as the
Z + hf , Z +mf , and Z + lf processes and for different regions such as the n-jet, pVT , and
signal and control regions. The flavor acceptance ratio uncertainties are applied to processes
including the Z + cc, Z + bl, and Z + bc processes.
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inclusiveReg Categorisation Variation Z + cc/Z + bb

0L+2L

0bb+1nt+
2lt+2tt
tags,
pVT> 150,
2+3jets

MG FxFx alternative -10.7%± 0.7%
MUR0.5_MUF0.5 1.9%
MUR0.5_MUF1 2.4%
MUR1_MUF0.5 -0.7%
MUR1_MUF1 0.0%
MUR1_MUF2 -1.4%
MUR2_MUF1 -3.5%
MUR2_MUF2 -4.8%
PDF303200_up 0.6%

PDF303200_down -0.6%
PDF270000’ 1.1%
PDF269000 -1.0%

PDF303200_ASSEW 0.0%
PDF303200_EXPASSEW -0.2%

PDF303200_MULTIASSEW -0.1%
Total 11.8%

Table 4.20: Flavor acceptance ratio uncertainties Z + cc/Z + bb in the resolved V H(→
bb, cc) phase space. MG FxFx alternative refers to the madgraph FxFx alternative sample.
MURx_MUFy labels refer to the 7-point QCD variations where µr is varied by a factor of
x and µf by a factor of y. PDF303200_up and PDF303200_down refer to the PDF up
and down variations. PDF270000 and PDF269000 refer to the PDF αs variations of ±0.001.
PDF303200_ASSEW, PDF303200_EXPASSEW, and PDF303200_MULTIASSEW refer to
three EW correction schemes. The PDF303200_ASSEW is chosen as the nominal sample
and always has the acceptance ratio uncertainty at 0%. The uncertainty is derived by
summing the largest contribution among QCD variations, PDF up and down variations,
PDF αs variations, and FxFx (bold) in quadrature. Two of the electroweak corrections,
EXPASSEW and MULTIASSEW, are both summed in the final uncertainty. A final value
of 12% is used in the fit.
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Channel Categorisation Variation Z + cc Z + cl Z + lf

2L

1nt+2lt+2tt
tags,
2+3pjets,
pTV
75− 150,
SR/CRHigh

MG FxFx alternative 0.3%± 1.0% 2.7%± 0.6% 2.7%± 1.2%
MUR0.5_MUF0.5 -6.0% -6.3% -6.2%
MUR0.5_MUF1 -2.6% -3.3% -3.7%
MUR1_MUF0.5 -4.0% -3.2% -2.9%
MUR1_MUF1 0.0% 0.0% 0.0%
MUR1_MUF2 2.5% 2.2% 2.6%
MUR2_MUF1 2.0% 2.9% 3.0%
MUR2_MUF2 4.8% 5.1% 5.9%
PDF303200_up -0.2% 0.3% -0.0%

PDF303200_down 0.2% -0.3% 0.0%
PDF270000’ -0.5% -0.5% -0.4%
PDF269000 0.2% 0.2% 0.2%

PDF303200_ASSEW 0.0% 0.0% 0.0%
PDF303200_EXPASSEW -0.1% 0.1% 0.2%

PDF303200_MULTIASSEW -0.0% 0.1% 0.2%
Total 6.1% 6.8% 6.8%

Table 4.21: SR/CR acceptance ratio uncertainties in 75 < pVT < 150 GeV in the V H(→ cc)
2-lepton channel. The labels are the same as introduced in Table 4.20. The bold components
are summed in quadrature for the total uncertainties as explained for Table 4.20. After
comparing with the V H(→ bb) equivalent, the Z + hf (from Z + cc), Z +mf (from Z + cl)
and Z + lf uncertainties are set to 7%. The Z + lf CRHigh/SR uncertainty is around the
same value after flipping the extrapolation direction.
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inclusiveReg, 1nt+2lt+2tt tags,
2jets, pVT > 150, 0L/2L

Z + cc Z + cl Z + lf

MG FxFx alternative −0.7%± 1.4% -2.5%± 0.7% -4.0%± 1.2%
MUR0.5_MUF0.5 -0.8% -0.8% -0.8%
MUR0.5_MUF1 -1.1% -0.6% -0.7%
MUR1_MUF0.5 0.3% -0.3% 0.0%
MUR1_MUF1 0.0% 0.0% 0.0%
MUR1_MUF2 -0.2% -0.0% -0.3%
MUR2_MUF1 0.4% 0.5% 0.2%
MUR2_MUF2 0.4% 0.4% -0.1%
PDF303200_up 0.2% 0.1% 0.0%
PDF303200_down -0.2% -0.1% -0.0%
PDF270000’ 0.0% -0.1% -0.1%
PDF269000 0.0% 0.1% 0.1%
PDF303200_ASSEW 0.0% 0.0% 0.0%
PDF303200_EXPASSEW 0.2% 0.1% 0.2%
PDF303200_MULTIASSEW 0.1% 0.1% 0.2%
Total 1.8% 2.6% 4.1%

Table 4.22: Lepton acceptance ratio uncertainties for 2-jet in the V H(→ cc) phase space.
The bold components are summed in quadrature for the total uncertainties as explained for
Table 4.20. After comparing with the V H(→ bb) equivalent, the Z + hf uncertainty is set
to 2% in the fit for V H(→ bb, cc). The Z +mf and Z + lf uncertainties are set to 3% and
4% in the V H(→ cc) phase space.
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Boosted V H(→ bb, cc)

• Z+jets: Four kinds of acceptance ratio uncertainties are applied for the flavors (Z +
cc/Z + bb, Z + cl/Z + bc, Z + bl/Z + bc) (∼ 6%), lepton channels (∼ 3%), pVT (>600
GeV/400-600 GeV) (∼ 15%), and top control regions (topCR/SR) (∼ 20%).

• W+jets: Similar to Z+jets, four kinds of acceptance ratio uncertainties are applied
for the flavors (W + cc/W + bb, W + cl/W + bc, W + bl/W + bc) (∼ 10%), lepton
channels (∼ 20%), pVT (∼ 3%), and top control regions (∼ 30%).

• Top (tt + single-top Wt): Three kinds of acceptance ratio uncertainties are applied
for the lepton channels (∼ 15%), top control regions (∼ 15%), and from the tt process to
the Wt process (∼ 30%). The single-top s- and t-channels have too small contribution
to consider the acceptance ratio uncertainties in the boosted phase space.

• Diboson: Two kinds of acceptance ratio uncertainties are applied for the pVT (∼ 30%)
and lepton channels (∼ 10%).

4.5.3 Shape uncertainties
In addition to the normalization and acceptance ratio uncertainties, the shape uncertainties
are also included to account for bin-by-bin uncertainties in the kinematic distribution.

All shape uncertainties used for all samples for both the resolved and boosted phase
space are summarized in Table 4.23. The PDF uncertainties are negligible as a shape uncer-
tainty. For V+jets and diboson, the matrix element only (ME-only) QCD variation (µr = 2
and µf = 2) is included as a shape uncertainty. This variation tends to give the largest
uncertainty among all QCD variations. The multiplicative EW correction is included as
a shape uncertainty for the V+jets and diboson backgrounds as well. The Z+jets shape
uncertainties are applied in all 0-lepton and 2-lepton regions.

Most shape uncertainties are used as a shape-only uncertainty. The normalization un-
certainties are addressed separately by floating normalizations and acceptance ratio uncer-
tainties. When calculating the shape uncertainties, the overall normalization in one region
of the alternative generator is scaled to be the same as the nominal generator. The only
exception is the DS-DR uncertainty for the single-topWt sample. Diagram subtraction (DS)
and diagram removal (DR) are two approaches to resolve the overlap between the tt and
Wt processes, as introduced in Section 4.4.1.4. The DR (alternative) approach introduces a
large normalization difference compared to the diagram subtraction method.

Most alternative generators are included as a shape uncertainty using CARL (calibrated
likelihood ratio estimator) [169]. In the case of sherpa 2.2.1 pVT uncertainty for V+jets, poly-
nomial reweighting is used instead. More details of CARL and sherpa 2.2.1 pVT reweighting
are discussed below.
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Sample Variations Uncertainty type

V +jets CARL (madgraphFxFx) shape-only
ME-only QCD µr = 2 and µf = 2 shape-only
Electroweak correction multiplicative shape-only
sherpa2.2.1 pVT shape-only

tt, single top CARL (powheg+herwig7 (PS), mad-
graph5_aMC@NLO+pythia8 (ME))

shape-only

ISR shape-only
FSR shape-only
DS-DR (single-top Wt) shape+norm

Diboson CARL (powheg+pythia8, sherpa2.2.1) shape-only
ME-only QCD µr = 2 and µf = 2 shape-only
Electroweak correction multiplicative shape-only

Table 4.23: Variations considered for the shape uncertainties for all background processes.

Figure 4.21: CARL (blue curve) reweights the nominal distribution (y = 0 in black) to be
like the alternative distribution (y = 1 in red) [168].

CARL CARL is a machine learning package that can reweight the nominal generator
samples to have the same kinematic distribution as the alternative samples as shown in
Figure 4.21. The nominal distribution for the variable Xi is shown in the black curve. The
alternative distribution is shown in the red curve. CARL reweights all events in the nominal
sample and outputs a new distribution (the blue curve). Instead of using the difference
between the red and black curves as the shape uncertainty, the difference between the blue
and black curves is the CARL shape uncertainty.

The alternative samples tend to have a ∼ 50% smaller sample size compared to the
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nominal sample. Instead of directly using the alternative sample as a shape uncertainty, the
CARL approach removes large statistical fluctuations in the alternative samples. The V H(→
bb, cc) analysis is the first analysis that uses CARL to compute the shape uncertainties.

Compared to the traditional polynomial reweighting method, CARL can reweight the
nominal samples in higher dimensions. Given the usage of MVA in the analysis, this is
particularly important. CARL reweights the nominal sample to have the same distribution
as the alternative sample for all MVA input invariables. This means that the final CARL
MVA shape uncertainties can translate into meaningful uncertainties for all MVA input
variables as well.

CARL training uses a deep neural network to reweight the nominal sample. The details
of the training are listed below:

• Input variables: The CARL input variables include all MVA variables listed in Table
4.13 and some auxiliary variables. The auxiliary variables differentiate the regions of
the events, such as the number of jets (n-jet), the PCFT bins of the two Higgs candidate
jets, and the total number of loose and tight c-tags and b-tags in the event.

• Training granularity: unlike the fine granularity MVA trainings as shown in Figure
4.13, the CARL trainings are only performed once per lepton channel for the V H(→
bb), V H(→ cc) and boosted V H(→ bb) phase spaces and for different alternative
samples. The summary of all CARL trainings is shown in Table 4.24. While the MVA
trainings need fine granularity to achieve good performance, CARL uses auxiliary
variables to assist trainings across multiple regions and the CARL DNN can achieve
good performance in all individual regions. Including a larger subset of regions also
improves the DNN training statistics, which is important for its performance.

• Hyperparameters: the CARL deep neural network is simpler than the DL1r network
shown in Table 3.8. There are only 3 layers. Each layer has the same number of neurons
as the number of input variables (14 MVA variables and 5 auxiliary variables in the
case of the V H(→ cc) 2-lepton channel). There are 300 epochs. The loss function is
categorical cross-entropy. The training sample in V H(→ cc) 2-lepton has around 30
million events. Overall, the CARL DNN reweighting requires less differentiating power
and thus shallower DNN to process all nominal and alternative samples.

• Output: the CARL training loops through all nominal and alternative events and
outputs the probability for an event to be from the alternative generator (y = 1) given
all input variable values, P (y = 1|x).

The final CARL probability, P (y = 1|x), is used to reweight the nominal events (y = 0):

w(x) = f(x|y = 1)dx
f(x|y = 0)dx =

P (y = 1|x)
P (y = 0|x) =

P (y = 1|x)
1− P (y = 1|x) (4.16)

How well the reweighted CARL distribution resembles the alternative distribution is evalu-
ated closely before CARL is used to derive shape uncertainties from each sample and region.
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The CARL closure is good in all cases. The difference between the CARL distribution and
the alternative distribution is usually within 1σ. Figure 4.22 shows the V+jets CARL closure
in V H(→ cc).

Background 0-lepton 1-lepton 2-lepton
W+jets × ×
Z+jets × ×
ttbar × ×
single-top Wt × ×
single-top t (only for re-
solved V H(→ bb))

×

ZZ × ×
WW × ×
WZ (only for V H(→ cc)) × × ×

Table 4.24: Summary of all CARL trainings in different lepton channels for all background
processes. All trainings are performed separately in the resolved V H(→ bb), V H(→ cc),
and boosted V H(→ bb) phase spaces. However, the single-top t-channel CARL shape is
only needed for resolved V H(→ bb). And, the WZ diboson CARL shape is only needed for
V H(→ cc). In addition, as noted in Table 4.23, for all tt, single-top and diboson trainings,
two sets of CARL trainings are performed for two different generators.
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Figure 4.22: The CARL closure for the Z+jets (left) and W+jets (right) background in the
V H(→ cc) phase space [207]. The left plot is from the 1nt-tag 2-jet signal region at pVT
75-150 GeV for the Z+hf process in 2-lepton. The right plot is from the 1nt-tag 2-jet signal
region at pVT 150-250 GeV for the W + hf process in 1-lepton. The CARL closure is good as
the CARL distribution (brown curve) follows the alternative sample distribution (red). The
black curve is the shape uncertainty introduced, roughly up to 10% in some bins.

SHERPA 2.2.1 pVT shape The sherpa 2.2.11 pVT distribution is known to describe the
data worse than sherpa 2.2.1 over some pVT ranges, even though sherpa 2.2.11 has many
improvements compared to sherpa 2.2.1 [188]. The comparison between sherpa 2.2.11 and
sherpa 2.2.1 is shown in Figure 4.23. Similar trends are observed in the V H(→ bb, cc)
analysis [168].

Given that pVT is an important MVA variable, the difference in pVT between sherpa 2.2.1
and sherpa2.2.11 is an important uncertainty on the final MVA distribution. Therefore,
polynomials are used to reweight the sherpa 2.2.11 pVT distribution to be like sherpa 2.2.1
for the V+jets background to obtain the sherpa 2.2.1 pVT shape uncertainty. Different
polynomials are used for each lepton channel and flavor of the V+jets background (such as
Z + hf). The polynomials are derived inclusively in all pVT bins. The polynomial reweighted
sherpa 2.2.11 pVT distribution is shown in Figure 4.24.

CARL is not used in the case of the V+jets sherpa 2.2.1 pVT uncertainty, as machine
learning reweighting is not necessary for the single variable reweighting. Some high ∆R
control regions and the Z + lf control regions use pVT as the fit variable to constrain this
uncertainty. The uncertainties decrease by a factor of 3 when fitting pVT instead of mcc in
the control regions. The uncertainty is up to 20% in some pVT bins.
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sherpa 2.2.1 is also used as an alternative sample for the diboson background. However,
CARL is used to assess the diboson sherpa 2.2.1 shape uncertainty and reweights all the
MVA variables including pVT . This is because diboson sherpa 2.2.1 assesses the fragmenta-
tion systematics that affect the reconstructed Higgs mass peak in addition to any potential
pVT mismodeling.
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Figure 4.23: Data simulation comparison for di-lepton events [188]. sherpa 2.2.1 (green)
central values seem to agree with data better below 400 GeV than sherpa 2.2.11 (blue).
The red uncertainty band displays the QCD scale uncertainties of sherpa 2.2.11. The blue
uncertainty band displays the EW uncertainties of sherpa 2.2.11.
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Figure 4.24: The Z+jets (left) and W+jets (right) sherpa2.2.11 (blue) reweighting [168].
The reweighted polynomial (black) follows the sherpa2.2.1 (green) pVT distribution.

4.6 Statistical analysis
After building all the regions, obtaining all the MVA distributions and calculating all the
modeling uncertainties, the final V H(→ bb, cc) signal strengths can be extracted using the
likelihood fit. In this section, the likelihood function and hypothesis testing are introduced
in Section 4.6.1. Then, Section 4.6.2 discusses the fit performance checks. Lastly, Section
4.6.3 presents the fit results.

4.6.1 Likelihood function and hypothesis testing
The profile likelihood function is used in the statistical analysis of V H(→ bb, cc). The
profile likelihood function is one of the most common statistical tools used in Higgs analyses
at the LHC. It constrains the nuisance parameters given the collected data and computes
the likelihood of the data given the theoretical predictions from the MC samples.

The full likelihood function is defined in Equation 4.17 [225, 184]:

L(µ⃗, α⃗p, τ⃗ , γ⃗) =
∏

i∈bins
Pois(Ni|µ⃗ · s⃗i + bi(α⃗p, τ⃗ , γi))×

∏
ap∈a⃗p

1√
2πσ2

αp

exp
[
−(ap − αp)

2

2σ2
αp

]

×
∏

i∈bins
Gauss(np|γiβi,

√
γiβi)

(4.17)
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It calculates the probability of observing Ni events in the data in bin i in all regions given
the simulation predictions. The likelihood function has three main parts:

• Poissonian physics term Lphys(µ⃗): The physics term in Equation 4.18 uses a Poisson
function to model the signal and background yields in all bins and regions. Here, s⃗i and
bi are the expected signal and background yields. The signal strengths, µ⃗, are defined
in Equations 4.13-4.14. The signal strengths are the modifications to the Standard
Model predictions (i.e., the predicted production cross section times the branching
ratios). The signal strengths are the parameters of interest. All other parameters are
called nuisance parameters.

Lphys(µ⃗) =
∏

i∈bins
Pois(Ni|µ⃗ · s⃗i + bi) =

∏
i∈bins

(µ⃗ · s⃗i + bi)
Ni

Ni!
e−(µ⃗·s⃗i+bi) (4.18)

• Auxiliary measurements Laux(a⃗p): In addition to the physics measurements that
encode the parameters of interest µ⃗, auxiliary measurements ap are made for various
nuisance parameters as well. Auxiliary measurements use the Gaussian functions to
accommodate the experimental and modeling uncertainties σαp for certain process αp,
as shown in Equation 4.19. The auxiliary measurements are Poissonian and frequentist
by nature as well. In this case, a Gaussian approximation is valid and it is convenient
to model ap by a mean αp and a variance σαp .

Laux(a⃗p|αp,σαp ) =
∏

ap∈a⃗p

1√
2πσ2

αp

exp
[
−(ap − αp)

2

2σ2
αp

]
(4.19)

In addition, as discussed in Section 4.5.1, some large background processes are left
free floating. In this case, the yields are modified by τ⃗ without Gaussian constraints,
similar to the signal strengths µ⃗.

• Simulation statistical error LbkgStat(γ⃗): In addition to α⃗p and τ⃗ , bi can be changed
by γi as well, bi(α⃗p, τ⃗) → γibi(α⃗p, τ⃗). The parameter γi accounts for the statistical
uncertainties of the background simulation, while the data statistical uncertainties are
accounted for in the Poissonian Lphys term. Similar to the α⃗p parameters, the γi factor
is also constrained by a Gaussian function, as shown in Equation 4.20.

LbkgStat(γ⃗) =
∏

i∈bins
Gauss(np|γiβi, σγiβi

) (4.20)

Here, βi = 1/σ2
rel and σrel is the relative statistical uncertainty of the total background

yields. The variance of the Gaussian function σγiβi
is equal to

√
γiβi. The statistical

uncertainties are neglected for the signal MC, as the signal MC statistics are high.
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Once the likelihood function is defined, the best-fit µ⃗ are found by minimizing
− lnL(µ⃗, α⃗p, τ⃗ , γ⃗) with respect to all the parameters µ⃗, α⃗p, τ⃗ , and γ⃗. The best-fit likelihood
can be expressed as L(ˆ⃗µ, ˆ⃗αp, ˆ⃗τ, ˆ⃗γ), where ˆ⃗µ, ˆ⃗αp, ˆ⃗τ , and ˆ⃗γ are the best-fit values that minimize
− lnL(µ⃗, α⃗p, τ⃗ , γ⃗).

Hypothesis testing After defining and fitting the likelihood function using data and
simulations, a test statistic qµ⃗ is composed to evaluate a hypothesis for certain µ⃗. The test
statistic qµ⃗ is defined in terms of the likelihood ratio λ(µ⃗).

λ(µ⃗) =
L(µ⃗, ˆ̂α⃗p,

ˆ̂
τ⃗,
ˆ̂
γ⃗)

L(ˆ⃗µ, ˆ⃗αp, ˆ⃗τ, ˆ⃗γ)
(4.21)

The parameter µ⃗ is the parameter of interest value under evaluation. The likelihood
L(ˆ⃗µ, ˆ⃗αp, ˆ⃗τ, ˆ⃗γ) is the best-fit likelihood after minimization. The numerator likelihood
L(µ⃗, ˆ̂α⃗p,

ˆ̂
τ⃗,
ˆ̂
γ⃗) is the best-fit likelihood for the µ⃗ under evaluation. Here, ˆ̂

α⃗p, ˆ̂τ⃗ , and ˆ̂
γ⃗ are best-

fit values that minimize − lnL when µ⃗ is fixed to certain values. The likelihood ratio λ(µ⃗)
can vary in the range of [0, 1]. The test statistics are defined differently for the V H(→ bb)
significance and the V H(→ cc) upper limit:

• Significance: The test statistic for calculating the significance is defined as:

q0 =

{
−2 lnλ(0) µ̂ ≥ 0

0 µ̂ < 0
(4.22)

The significance test statistic aims to quantify the level of disagreement between the
data and the null hypothesis (µ = 0). This is achieved by defining the p-value:

p0 =

∫ ∞

q0,obs

f(q0|0)dq0 (4.23)

The function f(q0|0) is the probability density function of qµ⃗ under the assumption of
µ = 0. The function f(q0|0) approaches a chi-square distribution with a large sample
size. The p0 value can be converted to the significance:

Z = Φ−1(1− p0) (4.24)

Here, Φ−1 is the inverse of the cumulative distribution function of the standard Gaus-
sian distribution. The conversion is conventional and does not assume f(q0|0) being
Gaussian. In particle physics, conventionally, when the result significance reaches three
standard deviations (3σ), the result is considered to be evidence. When the result sig-
nificance reaches five standard deviations (5σ), the result is considered a discovery.
At the 3σ (5σ) significance, the probability that the results are not due to statistical
fluctuations is approximately 99.73% (99.99994%).
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• Upper limits: When the significance is low, an upper limit is set as in the case of the
V H(→ cc) signal strength. The upper limit test statistic is similar to the significance
case:

qµ =

{
−2 lnλ(µ) µ̂ ≤ µ

0 µ̂ > µ
(4.25)

When setting the upper limit, µ̂ > µ does not represent less compatibility between the
data and the µ hypothesis. Similarly, pµ can be defined as:

pµ =

∫ ∞

qµ,obs

f(qµ|µ)dqµ (4.26)

Here, f(qµ|µ) is defined from the CLs method [226]. The upper limit µ can be found
by solving for pµ = 5% at the 95% confidence level (CL).

4.6.2 Fit diagnostics
After minimizing − lnL(µ⃗, α⃗p, γ⃗), various diagnostic tools are available to check the fitting
performance. The diagnostic tools include: nuisance parameter pulls and constraints, nui-
sance parameter correlation matrices, nuisance parameter rankings, and prefit and postfit
plots.

The nuisance parameter pulls and constraints are checked in two kinds of fit: the data
fit and the Asimov fit. The data fit extracts the best-fit parameters given the data and the
MC simulations. The Asimov fit uses the Asimov dataset instead of the actual data. The
Asimov dataset is an artificial dataset with the same number of events as the simulation.
The Asimov dataset is a good way to assess the expected nuisance parameter constraints in
the data. The nuisance parameter correlation matrices and rankings are presented in the
data fit below. All fit results are from the V H(→ bb, cc) fit over the entire V H(→ bb, cc)
phase space.

In addition, all fit diagnostic results presented use unblinded unconditional fits. Uncon-
ditional fits mean that the signal strengths are free floating. Before unblinding, all fits were
conditional fits. That is, the pulls of the signal strengths are fixed to one in the fits.

The analysis was blinded while the framework was being set up. Blinding intentionally
hides the key analysis results such as the signal strengths from the analysis team during
the analysis construction process. This ensures that the analysis decisions are not biased
by the impact over the final results. In the V H(→ bb, cc) analysis, when blinded, only the
conditional fits were performed. And, the MVA bins above zero were also hidden in the postfit
plots before unblinding as well. The analysis was only unblinded when all event selections,
MVA trainings, modeling uncertainties, and the fit framework had been finalized. The
unblinding process proceeds in three steps: first check the unconditional nuisance parameter
pulls with respect to the conditional nuisance parameter pulls, then study the V Z(→ bb, cc)
diboson validation fit results, and lastly unblind all V H(→ bb, cc) results. At each step,
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the results are studied in detail to ensure that the analysis framework behaves as expected.
After unblinding, no changes are allowed in the analysis framework.

Nuisance parameter pull and constraint Equation 4.17 shows that there are three
kinds of nuisance parameters (NPs) in the likelihood function: α⃗p, τ⃗ , and γ⃗. After minimiza-
tion, all nuisance parameters can be pulled and constrained as shown in Figure 4.25. The
pull value is defined as:

pull = α̂p − αp

σαp

(4.27)

When the pull = 0, α̂p is the same as the default value. When the pull = 1, α̂p is one σαp

above αp. The uncertainty σ of all nuisance parameters is evaluated using the second-order
derivatives of the likelihood. When the error bar of the pull is equal to 1, σα̂p is the same as
the prior uncertainty σαp . When the error bar is less than 1, σα̂p is constrained and smaller
than σαp . When the error bar is larger than 1, σα̂p is under-constrained and augmented.
This situation is unexpected and often means that the fit has issues in modeling the data.
The nuisance parameters should only be pulled when σα̂p is constrained. Understanding and
investigating the nuisance parameter pulls is a major part in diagnosing the performance of
the fits.

In the case of a floating normalization τ , when the pull = 1, the τ̂ value is the same as
the default normalization. When the pull = 1.2, for example, the τ̂ value increases by 20%
from the default value. That is, the pull value is equal to τ̂/τ . In the case of γ, the pull and
error bar can be read the same as the αp pulls and constraints.

Figure 4.25 shows the nuisance parameter pulls of the Z+jets sherpa 2.2.1 pVT shape
uncertainties. All pulls share the label of Z_shape_Sh221_pTV to differentiate the sherpa
2.2.1 pVT shape uncertainty NPs from other NPs. The trailing labels such as Zl_075-150ptv
denote the correlation scheme of the sherpa 2.2.1 pVT shape uncertainty NPs. In the resolved
phase space, the NPs are decorrelated in pVT bins. The NPs are also decorrelated for different
Z+jets processes. The Z + lf sample NPs (marked by Zl) are decorrelated from the Z +hf
and Z +mf NPs (marked by ZhfZmf). In the boosted phase space, one NP is used for all
regions and samples, Z_shape_Sh221_pTV_Z_400+ptv.

Overall, the modeling uncertainty pulls are decorrelated in different regions when the
pulls are not compatible. The decorrelations of all Z+jets modeling uncertainties are shown
in Tables 4.25-4.26. Some Z+jets nuisance parameters listed in the tables have significant
impact on the V H(→ cc) signal strength, such as the floating normalization NPs, the CARL
shape uncertainties, and the SR/CR acceptance ratio uncertainties. More details about the
nuisance parameter impact are discussed in the nuisance parameter ranking (Figure 4.27).
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Figure 4.25: The pull plot for sherpa 2.2.1 pVT shape uncertainties in the V H(→ bb, cc)
fit [168]. Two kinds of pulls are presented for each nuisance parameters. The blue pulls
correspond to the data unconditional fit, while the green pulls the Asimov unconditional fit.
All Asimov pulls in green are zero as the Asimov dataset has the same yields as the MC
simulation. The nuisance parameter constraints in the Asimov dataset are similar to the
real data. The x-axis label θ refers to the nuisance parameter αp.
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Nuisance parameter names
Floating normalizations
NF_Zhf_J[2,3+]_[075-150, 150-250, 250-400]
NF_Zhf_J3_[075-150, 150-250, 250-400]
NF_Zmf_J[2,3+]_[075-150, 150-250, 250-400]
NF_Zl_J[2,3+]_[075-150, 150-250, 250-400]
Flavor acceptance ratio uncertainties
ZbbZccRatio_resolved
ZblZclRatio_resolved
ZbcZclRatio_resolved
SR/CR acceptance ratio uncertainties
Zhf_extrap_from_CRHigh_BMin_J[2,3,4]
Zmf_extrap_from_CRHigh
Zl_extrap_to_CRHigh
Lepton channel acceptance ratio uncertainties
Zhf_nLepAcc_L0_resolved
Zmf_nLepAcc_L0_resolved_[2,3]J
Zl_nLepAcc_L0_resolved_[2,3]J

Table 4.25: Nuisance parameters of the Z+jets modeling in the resolved phase space for
floating normalizations and acceptance ratio uncertainties. All Z+jets categories such
as Z + hf are simplified to Zhf, omitting the plus sign for pull naming and plotting.
The brackets [] displays the decorrelation of the nuisance parameters. For example,
norm_Zhf_J[2,3+]_[075-150, 150-250, 250-400] means that the floating normalization
for Z + hf is decorrelated into 6 nuisance parameters for n-jet of 2-jet and 3p-jet and pVT of
75-150, 150-250, and 250-400 GeV. Note the V H(→ cc) floating normalizations do not have
an upper limit at 400 GeV as the V H(→ cc) phase space does not have a stand-alone boosted
region above 400 GeV. Most modeling uncertainties are correlated between the V H(→ bb)
and V H(→ cc) phase spaces. All uncertainties are decorrelated between the resolved and
boosted phase space. The SR/CR acceptance ratio uncertainties are only applied in the
resolved phase space.
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Nuisance parameter names
CARL Z+jets shape uncertainties
Carl_Z_Sh2211toFxFx_staticHighDR_[Zbb,Zcc]_[075-150ptv, 150-250ptv]
Carl_Z_Sh2211toFxFx_staticLowDR_[Zbb,Zcc]_[075-150ptv, 150-250ptv]
Carl_Z_Sh2211toFxFx_staticHighDR_[Zmf,Zl]_[075-150ptv, 150-250ptv]_[2,3+]J
Carl_Z_Sh2211toFxFx_staticLowDR_[Zmf,Zl]_[075-150ptv, 150-250ptv]
Carl_Z_Sh2211toFxFx_Zbb_250-400ptv
Carl_Z_Sh2211toFxFx_Zcc_250-400ptv
Carl_Z_Sh2211toFxFx_Zmf_250-400ptv_[2,3+]J
Carl_Z_Sh2211toFxFx_Zl_250-400ptv_[2,3+]
Carl_Z_Sh2211toFxFx_Z_400+ptv
SHERPA 2.2.1 pVT shape uncertainties
Z_shape_Sh221_pTV_ZmfZhf_[075-150,150-250, 250-400]ptv
Z_shape_Sh221_pTV_Zl_[075-150,150-250, 250-400]ptv
Z_shape_Sh221_pTV_Z_400+ptv
ME-only µr = 2 and µf = 2 QCD shape uncertainties
ME_ONLY_MUR2_MUF2_PDF303200_PSMUR2_PSMUF2_075-150ptv_[Zhf,Zmf,Zl]
ME_ONLY_MUR2_MUF2_PDF303200_PSMUR2_PSMUF2_150-400ptv_[Zhf,Zmf,Zl]
ME_ONLY_MUR2_MUF2_PDF303200_PSMUR2_PSMUF2_400+ptv_[Zhf,Zmf,Zl]
EW correction multiplicative scheme shape uncertainties
MUR1_MUF1_PDF303200_MULTIASSEW_[Zhf, Zmf, Zl]

Table 4.26: Nuisance parameters of Z+jets modeling in the resolved phase space for shape
uncertainties. The naming convention is similar to Table 4.25. The CARL shape uncertain-
ties are also decorrelated into high ∆R regions (∆R > 1) and low ∆R regions (∆R < 1) at
pVT < 250 GeV, as the low ∆R regions suffer from mismodeling. The labels staticHighDR
and staticLowDR refer to those regions, which are different from the ∆R control regions.
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Nuisance parameter correlation matrix Similarly, the correlation between the signal
strengths and nuisance parameters can be calculated using the second-order derivatives of
the likelihood. When the parameters are positively correlated, the pulls tend to change in
the same direction to maximize the likelihood. When they are negatively correlated, the
pulls change in the opposite direction.

The correlation can shift events between regions, change signal strengths, and is thus
important to understand. It is also important to verify whether the correlation is consistent
between the data and the simulation. The correlation matrix of signal strengths in each
lepton channel in the V H(→ bb, cc) phase space is shown in Figure 4.26. While the V H(→
cc) signal strength does not have a strong correlation between the lepton channels (correlation
coefficient < 0.15), the V H(→ bb) signal strength tends to be correlated between the 0-lepton
and 2-lepton channels (correlation coefficient = 0.22). The correlation between all nuisance
parameters and the signal strengths is also studied.
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Figure 4.26: Correlation matrix for the signal strengths in the V H(→ bb, cc) fit [168]. The
correlation coefficient is marked as percentages in the matrix, where 22 corresponds to a
coefficient of 0.22.

Nuisance parameter ranking Given that there are approximately 2000 nuisance param-
eters in the fit, nuisance parameters are ranked according to their individual impact on the
signal strengths µV H(cc) and µV H(bb) in the V H(→ bb, cc) fit. Figure 4.27 shows the ranking
for µV H(cc) from the V H(→ bb, cc) fit. The color bars show the ±1σ impact of the nuisance
parameter on µ. The ±1σ impact on µ is calculated as follows: first, set the nuisance pa-
rameter of interest αp to the postfit value varied by the postfit constraint, i.e., α̂p ± σα̂p ;
then, re-fit all other nuisance parameters to maximize the likelihood. The change in µ (∆µ)
is the ±1σ impact of the nuisance parameter.

Figure 4.27 shows that the high-ranking nuisance parameters for the V H(→ cc) signal
strength tend to be the V+jets modeling uncertainties and floating normalizations. Some
top modeling uncertainties and flavor tagging uncertainties are also highly ranked.

In addition to the nuisance parameter impact, the ranking plot also overlays the nuisance
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parameter pulls and constraints, corresponding to the bottom axis. The floating normaliza-
tion pulls are marked in pink dots. All other nuisance parameter pulls are marked in black
dots. The floating normalization pulls tend to center around one, which correspond to the
default MC normalizations.

Most high-ranking nuisance parameters are not pulled, such as
Carl_ShFxFx_staticHighDR_Zcc_150-250ptv, and thus do not affect the observed sig-
nal strengths. Some high-ranking nuisance parameters are pulled and constrained, such
as Zhf_extrap_from_CRHigh_J2. These pulled nuisance parameters have been carefully
studied. For Zhf_extrap_from_CRHigh_J2, the SR/CR acceptance ratio uncertainties ac-
commodate the difference of the Z+hf yields in the signal regions and the high ∆R control
regions. The Z+hf process is a dominant background in the 0-lepton and 2-lepton channels.
Comparing the data and MC yields in these regions, the correction needed between the data
and the MC simulation is different in the SR versus the high ∆R CR. Therefore, the pull
and constraint of the Zhf_extrap_from_CRHigh_J2 nuisance parameter is reasonable.
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Figure 4.27: The nuisance parameter rankings for the V H(→ cc) signal strength from the
V H(→ bb, cc) fit [168]. For each nuisance parameter, the darker shades show the +1σ impact
on µ, while the lighter shades show the −1σ impact on µ. The nuisance parameter impact
is marked in three different colors: blue for experimental uncertainty nuisance parameters,
green for modeling uncertainty nuisance parameters, and purple for other nuisance param-
eters. In addition to the ±1σα̂p impact on µ, the pulls and constraints for the nuisance
parameters are shown in black and pink dots with lines. The pink dots mark floating nor-
malizations. The values of the pulls and constraints are measured by the bottom axis.
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Prefit and postfit plots Lastly, examples of the prefit and postfit plots are shown in
Figure 4.28 for the V H(→ cc) 2-lepton regions. The 2-jet 2xt-tag signal and high ∆R
control regions in the pVT 150-250 GeV bin are presented, along with the 2-jet top-eµ and
V+light control regions in the same pVT range. The fit variable is the BDT output for the
signal region, mcc for the high ∆R control region, and pVT for the V+light control region.
The top-eµ control region has one single bin. The high ∆R control regions in Figure 4.28
have a peak in mcc. This peak is due to the ∆R-pVT cut and does not have physical meanings.

The prefit error bands tend to be large, and the postfit error bands are constrained due
to the constraints of the nuisance parameters. The postfit data/simulation agreement is well
around 1 as expected. The prefit simulation tends to underestimate the data. The prefit
background yields tend to be smaller than the data. The postfit background composition for
the 2-lepton channel is shown in Figure 4.29. The Z+jets process is the dominant background
in the 2-lepton signal regions.
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Figure 4.28: The prefit (left) and postfit (right) plots for the V H(→ cc) 2-lepton channel in
the signal region for 2-jet 2xt-tag at pVT 150-250 GeV (top row), the high ∆R control region
for the 2lt-tag region (second row), the V+light control region with the 1ln-tag (third row),
and the top-eµ control region (last row) [168].
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Figure 4.29: The postfit background composition in the V H(→ bb, cc) 2-lepton channel at
the pVT of 75-150 GeV [1]. Here, BB stands for the 2b-tag regions in the V H(→ bb) phase
space. And, CTC refers to the 2xt-tag V H(→ cc) signal regions. CTCT and CTCL refer to
the 2tt and 2lt-tag high ∆R regions. CTN refers to the 1tn-tag regions. CLN refers to the
1ln-tag V+light control regions. The top-eµ control regions consist of more than 90% top
backgrounds.
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4.6.3 Final results
After validating all fit diagnostic results, the final statistical analysis results are presented
in this section. The final results are obtained from two kinds of fits: the V Z(→ bb, cc) fit
and the V H(→ bb, cc) fit.

The diboson V Z(→ bb, cc) fit is used as a validation for the V H(→ bb, cc) results. In
the V Z(→ bb, cc) diboson fit, the diboson samples are floated and treated as signals, while
the VH samples are not floated. The modeling uncertainties are the same as in the default
V H(→ bb, cc) fit. All pulls between the diboson fit and the V H(→ bb, cc) fit are similar.
The diboson fit uses the diboson MVA. The diboson MVA, trained similarly to the default
V H(→ bb, cc) MVA, uses the diboson samples as the signal and includes the VH signal
samples as one of the backgrounds.

The V Z(→ bb, cc) and V H(→ bb, cc) results are presented in the following four sections.
Section 4.6.3.1 presents the signal strengths from the V Z(→ bb, cc) and V H(→ bb, cc) fits.
Section 4.6.3.2 presents the uncertainty breakdown of the V Z(→ cc) and V H(→ cc) signal
strengths from the combined V Z(→ bb, cc) and V H(→ bb, cc) fits. Section 4.6.3.3 discusses
the hypothesis testing results from the V Z(→ bb, cc) and V H(→ bb, cc) fits, including the
V Z(→ bb, cc) and V H(→ bb) significances and the V H(→ cc) upper limits. Section 4.6.3.4
presents all V H(→ bb, cc) κ framework interpretations. All fit results presented in Sections
4.6.3.1-4.6.3.4 are obtained by fitting all three lepton channels. Section 4.6.3.5 presents
additional results from the 2-lepton standalone fit. In general, the discussions focus on the
V H(→ cc) results.

4.6.3.1 VZ and VH signal strengths

The VH signal strengths µV H(cc) and µV H(bb) are defined in Equations 4.13-4.14. After
minimizing the negative log likelihood function (− lnL(µ⃗, α⃗p, τ⃗ , γ⃗)), the observed best-fit
signal strengths ( ˆ⃗µ) are extracted from the V H(→ bb, cc) fit:

µV H(cc) = 1.0± 5.3 (total) = 1.0± 4.0 (stat.)± 3.6 (syst.) (4.28)
µV H(bb) = 0.91± 0.15 (total) = 0.91± 0.10 (stat.)± 0.12 (syst.) (4.29)

The VZ signal strengths µV Z(cc) and µV Z(bb) are defined similarly as the VH signal
strengths and extracted from the V Z(→ bb, cc) fit:

µV Z(cc) = 0.97± 0.13 (stat.)± 0.20 (syst.) (4.30)
µV Z(bb) = 0.91± 0.05 (stat.)± 0.11 (syst.) (4.31)

All VH and VZ signal strengths agree with the SM predictions (when µ = 1) within
uncertainties. The V H(→ bb) and V Z(→ bb, cc) signal strength uncertainties are between
10 to 20%, while the V H(→ cc) signal strength uncertainty is around five. Unlike µV H(bb),
µV Z(cc), and µV Z(bb), the µV H(cc) statistical uncertainty (4.0) is larger than the systematic
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uncertainty (3.6). More details about the µV H(cc) uncertainty breakdown are discussed in
Section 4.6.3.2.

The signal strengths are obtained separately for each lepton channel in the combined
V H(→ bb, cc) and V Z(→ bb, cc) fits. The signal strengths µV H(cc) and µV Z(cc) in 0-lepton,
1-lepton, and 2-lepton are shown in Figure 4.30. The 2-lepton µV H(cc) has larger statisti-
cal uncertainties compared to the other two channels while smaller systematic uncertain-
ties. The 2-lepton, 1-lepton, and 0-lepton µV H(cc), statistical and systematic uncertainties
are 4.3+7.6

−7.3 (stat.) +5.1
−4.5 (syst.), 3.8+6.2

−6.1 (stat.) +6.5
−6.1 (syst.), and −5.7+6.8

−6.6 (stat.) +5.3
−5.5 (syst.) respec-

tively. The 2-lepton statistical uncertainties are roughly 20% (10%) larger than 1-lepton
(0-lepton), while the 2-lepton systematic uncertainties are approximately 20% (10%) smaller.
Overall, the total uncertainties are comparable for the 0-lepton, 1-lepton, and 2-lepton
V H(→ cc) signal strengths. The statistical uncertainties increase from 1-lepton, 0-lepton, to
2-lepton because for the VH events, the 1-lepton WH cross section is larger than the 0-lepton
or 2-lepton ZH cross sections [196]. For the ZH process, the 0-lepton branching ratio is larger
than the 2-lepton branching ratio [14]. The systematic uncertainties increase from 2-lepton,
0-lepton to 1-lepton as the signal-to-background ratio decreases from 2-lepton, 0-lepton to
1-lepton.

The 0-lepton µV H(cc) fluctuates downward compared to the other two channels. In gen-
eral, the µV H(cc) values in all three lepton channels are consistent with the SM prediction
within uncertainties. For the VZ fit, the 2-lepton µV Z(cc) fluctuates downward compared to
the other two channels. The 0-lepton and 1-lepton µV Z(cc) values are consistent with the SM
prediction within uncertainties.

20− 10− 0 10 20 30 40 50 60
cc
VH

µ

c c→Comb. VH, H

 2L c c→VH, H

 1L c c→VH, H

 0L c c→VH, H

5.2−
+5.4  1.0       , 3.9−

+4.0                               3.5−
+3.6                                            (          )         

8.6−
+9.2  4.3       , 7.3−

+7.6                               4.5−
+5.1                                            (          )         

8.6−
+9.0  3.8       , 6.1−

+6.2                               6.1−
+6.5                                            (          )         

8.6−
+8.6  -5.7       , 6.6−

+6.8                               5.5−
+5.3                                            (          )         

  Tot. ( Stat., Syst. )Total Stat.

ATLAS Preliminary -1=13 TeV, 140.0 fbs, c/cb b→VH, H

0.5 1 1.5 2 2.5 3 3.5 4
cc
VZ

µ

c c→Comb. VZ, Z

 2L c c→VZ, Z

 1L c c→VZ, Z

 0L c c→VZ, Z

0.22−
+0.25  0.97    , 0.13−

+0.13                               0.18−
+0.22                                          (           )         

0.30−
+0.34  0.61    , 0.23−

+0.23                               0.20−
+0.25                                          (           )         

0.39−
+0.46  1.38    , 0.23−

+0.23                               0.32−
+0.39                                          (           )         

0.27−
+0.30  0.94    , 0.18−

+0.19                               0.20−
+0.24                                          (           )         

  Tot. ( Stat., Syst. )Total Stat.

ATLAS Preliminary -1=13 TeV, 140.0 fbs, c/cb b→VZ, Z

Figure 4.30: The signal strengths decorrelated in 0-lepton, 1-lepton, and 2-lepton channels
for µV H(cc) (left) and µV Z(cc) (right) [1]. The statistical uncertainties are displayed in the
green and blue bars.
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4.6.3.2 VH(cc) signal strength uncertainty breakdowns

The uncertainty breakdown of the combined µV H(cc) signal strength in all lepton channels
(Equation 4.28) is summarized in Table 4.27. For µV H(cc), the total uncertainty is 5.29. The
statistical uncertainty (3.94) is around 10% larger than the systematic uncertainty (3.53).
The systematic uncertainty is dominated by the V+jets background modeling uncertainties
(1.76 for Z+jets and 1.41 forW+jets). The uncertainty of the limited simulation sample size
(1.61) is also a major source of the systematic uncertainty. The experimental uncertainties
from flavor tagging (such as 0.73 for c-jets) and jets (1.0) are other important sources.
The flavor tagging uncertainties are reduced compared to the previous ATLAS V H(→ cc)
analysis due to improved calibration (such as 0.73 compared to 1.6 for c-jets) [2].
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Source of uncertainty µV H(cc)

Total 5.29
Statistical 3.94
Systematic 3.53
Statistical uncertainties
Data statistical uncertainties 3.70
Top-eµ control region 0.06
Background floating normalizations 1.23
Other VH floating normalizations 0.24
Simulation samples size 1.61
Theoretical and modeling uncertainties
V H 0.56
Z+jets 1.76
W+jets 1.41
tt and single top Wt-channel 1.03
Single top s- and t-channel 0.15
Diboson 0.51
Multi-jet 0.57
Experimental uncertainties
Jets 1.00
Emiss

T 0.24
Leptons 0.23
Pileup 0.24
Luminosity 0.08
Flavor tagging
c-jets 0.73
l-jets 0.67
b-jets 0.30

Table 4.27: Sources of uncertainties for µV H(cc). The uncertainties are dimensionless. The
mean of the absolute up and down uncertainties are listed.

4.6.3.3 VZ and VH hypothesis testing

Once the signal strengths are extracted, the significance of the diboson and V H(→ bb)
signals, and the V H(→ cc) upper limit can be calculated following the hypothesis testing
method discussed in Section 4.6.1. In the case of V H(→ cc), as the significance is low, the
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upper limit is presented instead. The observed and expected significance is listed below:

Observed (expected) V Z(bb) significance: 13.8 (15.0) standard deviations (4.32)
Observed (expected) V Z(cc) significance: 5.2 (5.3) standard deviations (4.33)
Observed (expected) V H(bb) significance: 7.4 (8.0) standard deviations (4.34)

The expected results are calculated from the postfit Asimov fit. Both V Z(→ bb) and
V Z(→ cc) have been observed, as the observed significances are larger than 5σ. This is the
first observation of V Z(→ cc) in ATLAS. The V Z(→ cc) process was first observed in the
CMS V H(→ cc) analysis at the LHC last year [39].

The V H(→ cc) upper limits are calculated for each lepton channel and for all three
channels combined in the V H(→ bb, cc) fit. The observed (expected) V H(→ cc) upper limit
is 11.3 (10.4) times the SM prediction at the 95% confidence level (CL). Figure 4.31 shows
the observed and expected upper limits in all lepton channels. The expected upper limit
from all lepton channels is reduced by a factor of three compared to the previous ATLAS
analysis using the same Run 2 dataset [2]. The observed upper limit improves around 20%
compared to CMS [39]. This is driven primarily by the addition of MVA and the PCFT
scheme. The 2-lepton expected upper limit improves around 60% compared to the previous
analysis.

The 68% and 95% CL contours of the V H(→ bb) and V H(→ cc) signal strengths can
be scanned over the 2D plane of µV H(cc) and µV H(bb), as shown in Figure 4.32. The 2D scan
illustrates the signal sensitivities in two dimensions. The CL contours have a larger range in
µV H(cc) as the V H(→ cc) sensitivity is worse compared to V H(→ bb). It also indicates the
agreement between the measurement and the SM prediction in two dimensions.
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Figure 4.31: The V H(→ cc) upper limits from the V H(→ bb, cc) fit [1].
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expected best-fit is marked by the blue cross at (1, 1), overlapping with the SM prediction
marked by the red circle. The observed best-fit is marked by the black cross at (0.91, 1.0).
The observed (expected) 68% and 95% CL contours are drawn in blue and orange solid lines
(dash lines).

4.6.3.4 VH kappa interpretations

Lastly, the V H(→ bb, cc) signal strengths can be interpreted in the κ framework (introduced
in Section 2.2.2). The SM Higgs-charm and Higgs-bottom Yukawa couplings (yc and yb)
are modified as κcyc and κbyb. Therefore, the µV H(cc) and µV H(bb) can be parameterized
using κc and κb. A two-dimensional likelihood scan is performed over κb and κc. The
parameterizations for the 2D κ scan are as follows:

µV H(cc) =
κ2c

1 + (κ2b − 1)BR(H → bb̄) + (κ2c − 1)BR(H → cc̄)
(4.35)

µV H(bb) =
κ2b

1 + (κ2b − 1)BR(H → bb̄) + (κ2c − 1)BR(H → cc̄)
(4.36)

The parameterizations only consider SM Higgs decays and all couplings are set to the SM
predictions except κb and κc [2]. The branching ratios of the Higgs to bottom and charm
quarks, BR(H → bb̄) and BR(H → cc̄), are set to the SM values of 58.2% and 2.9%.
In these parameterizations, when defining the signal strengths in Equations 4.13-4.14, the
measured cross section of the VH process ([σV H ]measured) is assumed to be the same as the SM
prediction ([σV H ]SM). The parameters κc and κb modify the branching ratio BR(H → cc̄)
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and BR(H → bb̄) by changing the Higgs partial decay widths in the numerators (Γcc̄
H and

Γbb̄
H) and the Higgs total decay width in the denominators (Γtotal

H ).
With the parameterizations, the expected and observed 68% and 95% CL contours are

drawn for κb and κc as shown in Figure 4.33. The absolute value of κc (|κc|) tends to increase
with increasing |κb|. There is good agreement between the expected and observed best-fit (κb,
κc) and CL contours. While this analysis is not sensitive to the positive and negative signs
of κc and κb, it is safe to assume that all κ modifiers have the positive signs as discussed in
Section 2.2.2. The direct constraint on κc and κb from measuring the V H(→ bb, cc) process
is complementary to the indirect constraint on κc and κb from the H → ZZ∗ and H → γγ
combination [227]. The indirect constraints are set by considering the impact of κc and κb
over the total Higgs width and the pHT distribution.

In addition to the 2D κ likelihood scans, 1D likelihood scans can also be performed to
understand the κc constraints more carefully. The 1D scan over κc is performed without
parameterizing µV H(bb) in terms of κb and setting κb equal to one for the κc parameteri-
zation. The V H(→ bb) signal strength is left free floating in the fit. Therefore, the κc
parameterization becomes:

µV H(cc) =
κ2c

1 + (κ2c − 1)BR(H → cc̄)
(4.37)

The 1D likelihood scan over κc is shown in Figure 4.34. The observed (expected) 95% CL
upper limit is |κc| < 4.2 (|κc| < 4.1). This is the most stringent limit on κc to date. It
improves by a factor of two compared to the previous ATLAS V H(→ cc) analysis [2]. The
latest CMS V H(→ cc) analysis observes 1.1 < |κc| < 5.5 at the 95% CL [39]. The |κc| upper
limit of 4.2 presented improves the CMS upper bound by around 20%.

Similarly, κc/κb upper limits can be extracted. The parameterization of the signal
strengths to the ratio κc/κb is shown in Equation 4.38-4.39:

µV H(cc) =

(
κc
κb

)2(
κb
κH

)2

(4.38)

µV H(bb) =

(
κb
κH

)2

(4.39)

The parameterizations are different from the 2D κ scan parameterizations in Equations
4.35-4.36. While floating µV H(bb) and thus κb/κH , the ratio κc/κb is independent of BSM
modifications to other Higgs production and decay channels and the Higgs total width, which
makes it a powerful probe of the SM.

The 1D likelihood scan of κc/κb is shown in Figure 4.35. The observed (expected) κc/κb
upper limit at 95% CL is |κc/κb| < 3.6 (3.5). The κc/κb parameterization is updated from
the previous analysis. The observed κc/κb 95% CL upper limit is about 20% more stringent
than before.

In Figure 4.35, the green lines show the κc/κb ratio at 4.578 when the Higgs-bottom
and Higgs-charm coupling strengths are equal (|κcyc| = |κbyb|). The SM Yukawa coupling
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strengths yc and yb are proportional to the masses of the charm and bottom quarks. There-
fore, when |κcyc| = |κbyb|, κc/κb = yb/yc = mb/mc = 4.578 ± 0.008 [228]. The observed
(expected) κc/κb ratio of 3.6 (3.5) is smaller than 4.578. This means that the BSM scenario
when the Higgs-charm coupling strength is the same as the Higgs-bottom coupling strength
(|κcyc| = |κbyb|) is excluded at the 95% CL.
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Figure 4.33: The 2D likelihood scans over κb and κc in the x and y axis [1]. The expected
best-fit is marked by the blue cross at (1, 1), overlapping with the SM prediction. The
observed best-fit is marked by the black cross at (0.90, 0.93). The observed (expected) 68%
and 95% CL contours are drawn in blue and orange solid lines (dash lines).
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4.6.3.5 2-lepton only results

In this thesis, the V H(→ bb, cc) signal strengths, upper limits, and κ interpretations are
investigated in the 2-lepton standalone V H(→ bb, cc) fit to supplement the official results
from fitting all three lepton channels. The 2-lepton standalone V H(→ bb, cc) signal strengths
are:

µV H(cc) = 5.9± 9.4 (total) (4.40)
µV H(bb) = 0.85± 0.26 (total) (4.41)

The 2-lepton only V H(→ cc) signal strength (signal strength uncertainty) is approximately
40% (6%) larger than the 2-lepton V H(→ cc) signal strength and uncertainty obtained from
fitting all three lepton channels in Figure 4.30. Although the 2-lepton only V H(→ cc) signal
strength (5.9) differs from the 2-lepton result when fitting all lepton channels (4.3), they
agree within uncertainties (around 9). Most background modeling nuisance parameters are
correlated between the lepton channels. The 2-lepton only fit background composition and
signal strength are expected to be slightly different from the fit with all lepton channels.

The V H(→ cc) upper limit and the V H(→ bb) significance are:

Observed (expected) V H(bb) significance: 3.6 (4.1) standard deviations (4.42)
Observed (expected) V H(cc) upper limit: 24 (19)× SM prediction at the 95% CL (4.43)

The 2-lepton only observed (expected) V H(→ cc) upper limit is approximately 10% (6%)
larger than the 2-lepton upper limits from fitting all three lepton channels in Figure 4.31.

In Figure 4.36, the 68% and 95% CL contours are drawn over the 2D plane of µV H(bb) and
µV H(cc) from the 2-lepton standalone fit. Compared to Figure 4.32, the V H(→ cc) best-fit
signal strength in the 2-lepton standalone fit (5.9) is larger than that in the fit with all three
lepton channels (1.0). In Figure 4.36, the 2-lepton standalone fit observed and expected
signal strengths agree within the contour of 68% CL.
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Figure 4.36: The 2D likelihood scans over µV H(bb) and µV H(cc) in the x and y axis in the
2-lepton standalone V H(→ bb, cc) fit. The expected best-fit is marked by the blue cross
at (1, 1). The observed best-fit is marked by the red cross at (0.85, 5.9). The observed
(expected) 68% and 95% CL contours are drawn in red (blue) dash and solid lines.

2-lepton only kappa interpretations Using Equations 4.35-4.36, the 68% and 95% CL
contours are drawn over the 2D plane of κb and κc in Figure 4.37. Compared to Figure
4.33 from fitting all three lepton channels, the expected 68% and 95% CL contours enclose
larger phase spaces in the 2-lepton standalone fit as the 2-lepton fit sensitivity is lower. For
example, at κb = 4, approximately |κc| ≳ 15 (|κc| ≳ 20) at the 95% CL in Figure 4.33 (Figure
4.37). As the observed V H(→ cc) signal strength (5.9) and upper limit (24) are larger than
the expected signal strength (1.0) and upper limit (19) in the 2-lepton standalone fit, at
the same κb, the observed |κc| limits tend to be larger from the observed contours than the
expected contours. For example, at κb = 4, approximately |κc| ≳ 30 (|κc| ≳ 20) at the
observed (expected) 95% CL in Figure 4.37.

Using Equation 4.37, the 1D likelihood scan is performed over κc with µV H(bb) free floating
in Figure 4.38. The observed κc likelihood profile (red curve) has a bump in the middle,
favoring a higher value of |κc| than zero. The observed (expected) 95% CL of κc is: |κc| < 10.1
(|κc| < 6.0). The observed κc upper limit is larger than the expected limit. Compared to
Figure 4.34, the expected 2-lepton standalone |κc| upper limit (6.0) is approximately 50%
larger.

Using Equations 4.38-4.39, the 1D likelihood scan is performed over κc/κb with κb/κH
floated in Figure 4.39. Similar to Figure 4.38, the observed κc/κb likelihood profile (red
curve) also has a bump in the middle, favoring a higher value of κc/κb than zero. The
observed (expected) 95% CL of κc/κb is: |κc/κb| < 6.2 (|κc/κb| < 4.5). Compared to Figure
4.35, the expected 2-lepton standalone |κc/κb| upper limit is approximately 30% larger.
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Figure 4.38: The 1D κc likelihood scan. The observed and expected likelihood profiles are
shown in red solid and blue dash lines. The 68% and 95% CLs are drawn in grey dash lines.
The observed (expected) 95% CL of κc is: |κc| < 10.1 (|κc| < 6.0). The likelihood scan is
performed with µV H(bb) free floating.



CHAPTER 4. THE VH(BB/CC) ANALYSIS 169

8− 6− 4− 2− 0 2 4 6 8

bκ/cκ

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

 lo
g(

L)
∆

- 

68% CL

95% CL

observed
expected

ATLAS

VH(bb/cc)

-1 = 13 TeV, 140 fbs

Work in Progress

Figure 4.39: The 1D κc/κb likelihood scan. The observed and expected likelihood profiles are
shown in red solid and blue dash lines. The 68% and 95% CLs are drawn in grey dash lines.
The observed (expected) 95% CL of κc/κb is: |κc/κb| < 6.2 (|κc/κb| < 4.5). The likelihood
scan is performed with κb/κH free floating.
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4.7 Summary and outlook
In summary, this chapter discusses the Run 2 V H(→ bb, cc) analysis at ATLAS. Due to the
focus of the thesis work, this chapter discusses in more detail the V H(→ cc) phase space
and results.

The analysis is validated through a diboson fit. The diboson measurements are consistent
with the SM predictions. The observed (expected) significance is 13.8 (15.0) and 5.2 (5.3)
standard deviations for V Z(→ bb) and V Z(→ cc). V Z(→ cc) is observed for the first time
in ATLAS.

The observed (expected) V H(→ cc) upper limit is set to 11.3 (10.4) times the SM
at the 95 % confidence level (CL). The expected upper limit is 3 times more stringent
compared to the previous analysis [2]. There is good agreement between the expected and
observed upper limit. The improvements mainly come from the use of the MVA and PCFT
scheme. Most shape uncertainties from the alternative samples are derived using CARL,
a machine learning package. CARL can reweight the nominal MC templates to resemble
the alternative sample templates in all regions and for all MVA input variables and thus
avoid large statistical fluctuations from directly using the alternative templates. The known
mismodeling issue in sherpa 2.2.11 is also addressed by including a sherpa 2.2.1 pVT shape
uncertainty constrained by control regions fitting pVT . The final statistical interpretation is
fully harmonized between V H(→ cc) and V H(→ bb).

The V H(→ bb, cc) signal strengths are also parameterized in the κ framework. The
observed (expected) κc upper limit at 95% CL is |κc| < 4.2 (4.1). This is the most stringent
upper limit on κc to date. The observed (expected) κc/κb upper limit at 95% CL is |κc/κb| <
3.6 (3.5). This indicates that the Higgs-charm coupling strength is weaker than the Higgs-
bottom coupling. In this thesis, the statistical interpretations of the 2-lepton standalone
fit are also presented. In general, the 2-lepton only results, such as the upper limits of the
V H(→ cc) signal strength, κc, and κc/κb, are less stringent compared to the upper limits
set by all three lepton channels.

More results, such as V H(→ bb) interpretations in the simplified template cross section
(STXS) framework, effective field theory interpretations, and combination with other Higgs
measurements, can be extracted from the analysis. Looking ahead, the datasets from the
ongoing LHC Run 3 could further decrease the statistical uncertainties of the V H(→ cc)
analysis. In addition, the previous HL-LHC V H(→ cc) forecast needs to be updated to
account for the latest analysis updates [229].
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Chapter 5

High luminosity LHC upgrade and
silicon detector

Higgs physics is entering a precision era at the high-luminosity LHC (HL-LHC). The HL-
LHC is planned to start in 2029. In this chapter, an overview of the HL-LHC collider, the
physics prospect, and the ATLAS detector upgrades is presented in Section 5.1. Section
5.1.1.1 discusses the ATLAS inner tracker pixel detector upgrade in more detail. The focus
then shifts to the basic silicon detector mechanism in Section 5.2. Section 5.2.3 focuses on
the radiation damage of the silicon detector and quantifies the HL-LHC expected radiation
damage on the pixel detector. Lastly, the radiation testing of the pixel detector readout chip
is discussed in Section 5.3.

5.1 HL-LHC upgrades and physics
The Run 2 peak luminosity of the LHC was approximately 21×1033 cm−2s−1 at the center-of-
mass energy

√
s = 13 TeV. In Run 3, the peak luminosity is approximately 24×1033 cm−2s−1

at
√
s = 13.6 TeV [65]. The high luminosity LHC (HL-LHC) upgrade aims to increase the

peak luminosity to 5 × 1034 cm−2s−1 at
√
s = 14 TeV [230]. Figure 5.1 shows the planned

HL-LHC timeline and luminosity target [231]. The Run 1, Run 2 and Run 3 total integrated
luminosity goal is approximately 450 fb−1. With the increased luminosity of the HL-LHC,
the integrated luminosity aims to reach at least 3000 fb−1 (up to 4000 fb−1) around the
2040s. The average pileup will increase from around 33 in Run 2 and roughly 48 in Run 3
to 140− 200 in the HL-LHC [65].

The HL-LHC upgrade is achieved through various collider upgrades [232]. For example,
the beam β∗, as defined in Equation 3.3, is decreased by using stronger focusing Nb3Sn
quadrupoles. However, reducing β∗ causes the beam crossing angle to increase. New crab
cavities, tested at the e+e− Belle experiment, will be deployed at the LHC [230]. The crab
cavities can rotate the beam and ensure head-on collisions.
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Figure 5.1: The LHC and HL-LHC data runs executed and planned till 2040s [231].

HL-LHC physics prospects As shown in Equation 3.2, the increased luminosities can
directly increase the number of data events observed for physics processes of interest and
decrease the statistical uncertainties of measurements. The HL-LHC can achieve promising
precision results in various aspects.

The HL-LHC precision for the Higgs coupling κ modifiers can reach the % level from
around 10% as shown in Figure 5.2. Specifically, for the Higgs-charm coupling, κc can be
constrained to ≲ 3 at 95% confidence level [229]. The extrapolation is based on the previous
V H(→ cc) analysis [2]. The signal and background yields are scaled up according to the
HL-LHC luminosity and

√
s. The experimental and theoretical systematic uncertainties are

scaled down according to the expected statistical and analysis technique improvements [233,
234]. Specifically, the flavor tagging uncertainties are scaled down by 50%, while some other
experimental uncertainties, such as the jet and lepton uncertainties, are left unchanged. The
modeling uncertainties are scaled down by 50% as well. The MC statistical uncertainties are
considered negligible. The list of all systematic uncertainty scale factors used is available in
[229]. With the analysis upgrades from the Run 2 V H(→ bb, cc) analysis, the next HL-LHC
κc constraint forecast is expected to be significantly better.

More HL-LHC Higgs highlights include [235]: the invisible Higgs branching ratios such
as Higgs decaying to dark matter can be limited to ≲ 3.8%; the di-Higgs measurement from
ATLAS and CMS can reach 4σ; for the Higgs width, the uncertainties can be decreased from
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∼ 3 MeV to sub-MeV.

Figure 5.2: The HL-LHC projected κ modifier precisions [235].

5.1.1 ATLAS detector upgrades
While the HL-LHC can deliver precision Higgs physics, the detector environment is de-
manding. The main challenges are: 1) high event rate, 2) high pileup, and, 3) high radiation
damage. The increased pileup will degrade the physics object resolution and increase uncer-
tainties. To ensure precision physics performance in the HL-LHC environment, the ATLAS
detector upgrades aim to have: 1) finer granularity, timing precision, and fast readout, and
2) high radiation tolerance. Section 5.1.1.1 focuses mainly on the inner tracker pixel detector
upgrades, which is closely related to the work in Section 5.3. Section 5.1.1.2 gives a brief
overview of the other sub-detector upgrades.

5.1.1.1 Inner tracker upgrades

The ATLAS inner detector, as discussed in Section 3.2, will be replaced by a new inner
tracker for the HL-LHC [236, 237]. The current inner detector cannot handle data rates and
radiation damage at the HL-LHC. The L1 trigger data rate will increase from ∼ 100 kHz to
∼ 1 MHz and the L1 latency time from ∼ 2 µs to ∼ 10 µs. The increased radiation damage
from the HL-LHC on the inner tracker is discussed in more detail in Section 5.2.3.
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The new inner tracker (ITk) design schematic is shown in Figure 4. Unlike the ATLAS
inner detector, the inner tracker has only two components, the pixel detector and the strip
detector. Both detectors use silicon as the sensor because of its radiation hardness. The
inner tracker |η| coverage increases from 2.5 to 4. This will allow higher η coverage for
charged particle tracking and forward jet flavor tagging. For the pixel detector, the sensor
pitch is 50 × 50 µm2 for most sensors, finer than the IBL (Insertable B-Layer) 50 × 250
µm2 pixel pitch. The sensor thickness is thinner as well, either 100 or 150 µm. In addition,
the innermost layer of the pixel detector uses the 3D sensor technology [238]. The 3D
sensor technology arranges the p-type and n-type charge collecting electrodes in columns
perpendicular to the sensor plane. For traditional planar sensors, the electrodes are parallel.
The 3D arrangement decreases the electrode distance and improves the radiation hardness.

Figure 5.3: The ATLAS HL-LHC inner tracker schematic [236]. The pixel detector (red
bars) and the strip detector (blue bars). The endcap detectors are shown in darker colors
than the barrel detectors. The radial coverage is till ∼ 1 m from the beam pipe similar to
the inner detector.

Pixel module upgrades Pixel modules are the building blocks of the ITk pixel detector.
The modules are composed of the silicon sensors and the readout chips. Figure 5.4 shows
the module schematic. The readout ASIC (application-specific integrated circuit) chip, also
called the front-end chip, amplifies the charge particle signal, digitizes the signal, and sends
the hit information to the DAQ (data acquisition) system.
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The readout chip is connected to the pixel sensors through hybridization, also called bump
bonding. While the bump bonding method has been developed for the current inner detector,
the increased granularity requires a higher bump bonding density and is thus technologically
challenging for the vendors. Given the challenges in assembling modules, there has been
R&D towards a monolithic pixel detector as well. The monolithic pixel detector fabricates
the sensor and the readout chip together on a single wafer. This would simplify the module
production process and allow commercial module production. The idea has already been
implemented in the ALICE detector but will not be implemented for the ATLAS inner
tracker [239].

The readout chip is connected to the flexible printed circuit board (module flex) by
wire bonds, as shown in Figure 5.4. The flex connects to the local electrical support. The
readout chip uses CMOS (Complementary Metal-Oxide-Semiconductor) transistors, which
are commonly used in building integrated circuit chips. A major improvement for the readout
chip is to switch from the 130 nm CMOS technology to 65 nm. The smaller unit cell size
allows more space for the digital architecture. The readout chip has been developed in
collaboration with CMS within the RD53 collaboration [240]. More details on the RD53
chip, such as its improved data transmission speed and radiation testing, are presented in
Section 5.3.

The strip detector upgrade extends the silicon detector coverage to radius up to 1000
mm, covering the radius originally covered by TRT before the HL-LHC [237]. The increased
silicon coverage causes many challenges in the detector production, testing, and assembly
[241].

Figure 5.4: The ATLAS HL-LHC inner tracker pixel detector module schematic. The green
dots are the bump bonds connecting the readout chip and the sensors. The green lines are
the wire bonds connecting the readout chip and the flex.
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5.1.1.2 Other detector upgrades

Similar to the inner tracker pixel and strip detector, the other sub-detectors need to be up-
graded to cope with the increased radiation and data rates as well. Some upgrade highlights
are discussed below:

• Timing detector: The High Granularity Timing Detector (HGTD) is a new detec-
tor that provides precision timing information at the HL-LHC [242]. HGTD will be
installed at z ∼ ±3.5 m with a radius from 120 mm to 640 mm. The timing resolution
is ∼ 50 ps. HGTD sensors use silicon-based Low Gain Avalanche Detectors (LGADs).
The readout chip, ALTIROC, is similar to the RD53 chip used in the ITk pixel detector
but with fewer channels.

• TDAQ: The TDAQ system will use a new TDAQ architecture [243]. The existing
L1 (Level-1) and HLT (High Level Trigger) triggers will be replaced by the hardware-
based L0 trigger system and the Event Filter (EF) system. Compared to the L1
triggers, the L0 system can perform offline-like algorithms over the full granularity of
calorimeter data. The L0 system transmits data to DAQ at ∼ 1 MHz. Events selected
by the EF system will be sent to permanent storage at 60 GB/s, compared to 2 GB/s
before. More trigger systems will utilize both flexible FPGA (Field Programmable
Gate Arrays) technologies and custom ASICs.

• Muon spectrometer: The muon spectrometer upgrades mainly focus on the trig-
ger chambers, RPC and TGC [244]. Solid angle coverage and granularity of trigger
chambers will be improved. In addition to trigger chambers, the readout electronics of
the MDT chamber will be upgraded to handle increased data rates and latency time
requirements.

• Calorimeters: Similar to muon detector upgrades, the calorimeter upgrades focus
on readout electronics to handle increased data rates, latency time, and radiation
tolerance requirements [245, 246]. All calorimeter system readout electronics will be
replaced except the FCal.

• Computing: Given the high data rates from the HL-LHC, the computation needs
for MC simulation, object reconstruction, and data analysis and storage all increase
[247]. For example, without more R&D, the CPU consumption per year is estimated
to increase by 8 times during HL-LHC. The current computing frameworks cannot
cope with the HL-LHC data increase and significant R&D is needed. There are various
R&D approaches, such as enabling additional parallel-processing with hardware such as
GPUs, adopting the columnar data format, and implementing fast detector simulation
with parameterized models.
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5.2 Silicon detectors
This section focuses on the basic working principles of silicon detectors [248]. Section 5.2.1
discusses the basics of semiconductors and their role in silicon sensors. Section 5.2.2 describes
the interactions between charged particles and silicon sensors. Section 5.2.3 focuses on
radiation damage in the silicon detector and briefly discusses the HL-LHC pixel detector
expected radiation damage dosage.

5.2.1 Semiconductor and the silicon sensor
Silicon is a semiconductor, which means that its conductivity lies between insulators and
metals. Its development as a semiconductor has revolutionized the field of electronics. Like
conductors and insulators, semiconductor crystals can be described by energy bands [249,
250]. Electrons in crystals are arranged in energy bands. The bands are separated by band
gaps, energy regions where no electron orbitals exist. Insulators tend to have filled or empty
energy bands and no electrons can move in an external electric field. Metals have partly
filled energy bands. The semiconductor energy band structure has been studied by solid
state physicists for decades.

For semiconductors, there are two bands separated by an energy gap, the lower valence
band and the higher energy conduction band. At room temperature, the semiconductors can
conduct electricity, as there are electrons in the conduction band or unoccupied orbitals,
called holes, in the valence band. In a pure semiconductor, at temperature T = 0 K, the
conduction band is empty, the valence band is full, and the semiconductor becomes an
insulator. The energy gaps Eg in semiconductors are:

Eg = Ec − Ev (5.1)

Ec and Ev are the lowest energy of the conduction band and the highest energy of the valence
band. In silicon, Eg ≈ 1.1 eV. Insulators tend to have Eg greater than 2.5 eV.

In particle detectors, Eg is the minimum energy needed to generate an electron-hole pair
[17]. Smaller band gaps generate larger signals and thus improve the energy resolution.
The electron and hole concentration in semiconductors, ne and nd, can be calculated from
Fermi-Dirac distribution:

fe(E, T ) =
1

exp ((E − Ef )/kBT ) + 1
(5.2)

Here, E is the energy of the electrons, T is the temperature, and kB is the Boltzmann
constant. The parameter Ef is the electron chemical potential, also called the Fermi level.

Doping semiconductors In pure semiconductors, also called intrinsic semiconductors,
the electron and hole concentrations are equal, ne = nh. In practice, most semiconductors
are doped with impurities, also called dopants [251]. Dopants can introduce additional charge
carriers and drastically increase the conductivity.
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In the case of silicon, silicon has four valence electrons. It can be doped with an atom
of 5 valence electrons such as phosphorus. In Figure 5.5, the schematic on the left shows
the doping of silicon with phosphorus (red circle). There is one left-over electron after the 4
covalent bonds are established. The dopant that gives up an electron to the conduction band
is called a donor. On the other hand, trivalent impurities, such as boron atoms, are called
acceptors. In Figure 5.5, the schematic on the right shows the doping of silicon with boron
(green circle). The acceptors accept electrons from the valence band and leave holes behind.
Semiconductors with more conduction electrons than holes are called n-type (negative charge
carriers). Semiconductors with more valence band holes than conduction electrons are called
p-type (positive charge carriers). For the n-type (p-type) semiconductors, the Fermi level
shifts to the conduction band (valence band) at low temperature.

Figure 5.5: Doping for silicon [252]. Silicon (Si) doped by donor phosphorus atoms (P) (left)
and acceptor boron atoms (B) (right).

p-n junctions P-type and n-type semiconductors can be placed together to form a p-n
junction. In particle detectors, the sensors are made of fully depleted p-n junctions [248].
The depletion removes free charge carriers in semiconductors and allows detecting signals
from ionizing particles.

An illustration of the p-n junctions is shown in Figure 5.6. A p-type semiconductor is
placed at x < 0, while an n-type semiconductor is at x > 0. The intersection of the p-n
junction is at x = 0. The Fermi level (ϵf ) is lower for x < 0 and higher for x > 0. This
causes electrons to move from the n-side to the p-side and holes from the p-side to the n-side
until the Fermi level is the same throughout the system, as shown in the top row of Figure
5.6.
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This redistribution also creates a space charge region or a depletion region. In the deple-
tion region, the electrostatic potential is higher on the n-side as more positive space charges
(from the fixed ions) are left. This is illustrated in the middle row of Figure 5.6. Lastly,
electrons and holes annihilate in the depletion regions, causing unbound carrier densities to
reduce significantly, as shown in the bottom row of Figure 5.6.

The electrostatic potential step Vdiffusion can be calculated from the shift in the conduction
band energies on the p-side (Ecp) and on the n-side (Ecn).

Vdiffusion = Ecp − Ecn =
kBT

e
ln(nand

n2
i

) (5.3)

Here, na and nd are the doping concentrations. The symbol ni is the intrinsic carrier con-
centration. The electrostatic potential step is a function of the depletion width w.

w =

√
2ϵ

e

na + nd

nand

(Vdiffusion − 2kBT/e) (5.4)

ϵ is the semiconductor permittivity.
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Figure 5.6: The p-n junction illustration before (left column) and after equilibrium (right
column) [251]. (Top) chemical potential as a function of position x. Here, ϵF stands for
the level. And, ϵc(x) (ϵv(x)) stands for the conduction (valence) band energies. (Middle)
electrostatic potential ϕ. Here, e is the charge. (Bottom) density of free carriers. p(x) is the
number density of valence band holes and n(x) conduction electrons.

Reverse biasing The depletion region in p-n junctions exists without any external volt-
age. However, in particle detectors, the depletion regions are often extended to the full
sensor thickness to maximize the detector sensitivity to ionizing signals. Sensors can be
fully depleted using reverse biasing. The schematic of reverse biasing is shown in Figure 5.7.
When a positive voltage is connected to the n-type semiconductor, electrons from the exter-
nal circuit fill the holes in p-type semiconductors. Electrons from the n-type semiconductors
are displaced towards the positive external potential and the depletion region increases. The
forward biasing works in the opposite way and the depletion region shrinks.

Assuming the external field Vbias ≫ Vdiffusion, the depletion region width in Equation 5.4
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simplifies to:

w ≈
√

2ϵ

e

na + nd

nand

Vbias (5.5)

Given the sensor thickness, the bias voltage needed to fully deplete the sensor can be esti-
mated. When the bias voltage is too high and the sensor is over-depleted, a breakdown can
occur and the current through the semiconductor increases dramatically [248]. Before the
breakdown, the semiconductor still has some leakage current.

Figure 5.7: Reverse biasing (left) and forward biasing (right) of p-n junctions [253].

5.2.2 Silicon sensor signals
When charge particles transverse silicon sensors, the ionized charge generated Q is propor-
tional to the ionization energy loss of the particles, dE/dx. A schematic is shown in Figure
5.8.

Q =
dE/dx

Eeh

d (5.6)

Here, d is the silicon sensor thickness. And, Eeh ≈ 3.65 eV is the average energy for creating
an electron-hole (e-h) pair [17].

The ionization energy loss of particles is described by the Bethe-Bloch equation [17].
The ionization energy loss dE/dx of muons on copper is shown in Figure 5.9. The ionization
energy loss is at its minimum around βγ ≈ 3. Silicon sensors need to have noise below the
minimum ionization energy to detect the minimum ionizing particles (MIP). The mean loss
of a MIP in silicon is: 〈

dE

dx

〉
= 388 eV/µm (5.7)

When describing individual particles, the mean loss as shown in Equation 5.7 is not
effective because the probability distribution function (pdf) of the loss is highly skewed. The
pdf describing the energy loss is called the Landau distribution [17]. An example of the
Landau distribution for silicon is shown in Figure 5.10. The most probable value (MPV)
tends to be 30% lower than the mean energy loss. Therefore, taking a sensor thickness d =
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100 µm, the sensor thickness of the inner tracker pixel detector, the charge generated is as
follows:

Q ≈ 388 eV/µm× 0.7

3.65 eV × 100µm ≈ 7433 (5.8)

This means that typically 7433 e-h pairs are created by a MIP transversing the pixel sensor.
In addition, the charge collection time and signal current pulse shape can be estimated from
the Shockley-Ramo theorem [17].

Figure 5.8: The schematic of ionizing signals from charge particles in silicon sensors.
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Figure 5.9: The ionization energy loss of muons in copper [17].
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Figure 5.10: The Landau distribution of 500 MeV pion in silicon [17]. The ionization loss
∆/x is normalized to unity at the most probable value∆p/x. The different curves correspond
to different silicon sensor thickness, d. The value of dρ is shown in the bracket with ρ ≈
2.33 g/cm3 for silicon density. The ionization loss ∆/x can be expressed in the units of
MeVg−1 cm2 and eV/µm. The two expressions differ by a factor of ρ.
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5.2.3 Silicon detector radiation damage
One of the main challenges of the HL-LHC ATLAS upgrade is the high radiation damage.
The silicon sensors and readout chips tend to suffer two kinds of radiation damage: bulk
damage and surface damage:

• Bulk damage: The sensors mostly suffer from the bulk damage, where the atoms are
displaced. Atoms can be replaced and create interstitials, vacancies, and more complex
structures. The displacements change the band gap energy levels and the initial silicon
properties. Such as increasing the leakage currents, changing depletion voltages, and
trapping charge carriers. The bulk damage can be quantified in terms of NIEL, non-
ionizing energy loss, in the unit of 1 MeV neutron equivalent fluence (neq/cm2). The
reference value corresponds to 95 MeV mb/cm2.

• Surface damage: Surface damage is introduced by ionization instead of atom dis-
placement. Thus, the surface damage is measured by the total ionizing dose (TID) in
the unit of rad. It is most prominent in the transistors of the readout chip. The 65
nm CMOS technology allows sufficiently thin gate oxide to be insensitive to the TID.
However, the size of other insulating oxides such as the spacer and shallow trench
isolation oxide (STI) does not scale down [254, 255]. Spacers are thin insulating layers
between transistor components that prevent leakage. STI isolate adjacent transistors.
Surface damage causes charge build-up in the silicon oxide and silicon interface. Ioniz-
ing radiation generates electron-hole pairs in the oxides. Electrons in oxides are more
mobile and quickly drift to the metal electrode, while holes are trapped in the interface
region [248]. This causes the threshold voltage of transistors to shift and the leakage
current and noise to increase. Irradiation studies also show worse damage for smaller
transistors, lower dose rate, and, higher temperature [256, 257].

• Annealing: After irradiation, two types of annealing process can happen: beneficial
and reverse annealing. In beneficial annealing, radiation defects can diffuse and re-
verse the macroscopic damage. On the other hand, reverse annealing degrades the
macroscopic damage. Annealing can be frozen out at low temperatures. Therefore,
the readout chips are always kept at low temperatures after irradiation to avoid reverse
annealing [248].

The expected radiation damage in the ATLAS inner tracker pixel detector at the end
of HL-LHC is quantified in Figure 5.11. At the left of Figure 5.11, the fluence distribution
quantifies the bulk damage on sensors in the unit of 1 MeV neutron equivalent fluence
(neq/cm2). At the right of Figure 5.11, the surface damage on the chip is quantified in TID.
Here, the TID is measured in the unit of Gray (Gy), where 1 Gray = 100 rad. The radiation
dose is highest in the central region of the detector where the radius r = 0 and decreases as
r increases. At smaller radii, the radiation damage is roughly homogeneous in z. At larger
radii, the radiation dose is higher at smaller z.
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Various radiation tests have been performed on pixel detector sensors and readout chips
to validate the inner tracker performance at the end of HL-LHC [236, 258]. Sensors have
shown good hit efficiency after 1 × 1016neq/cm2 [259]. The readout chip has been shown
to withstand up to 1 Grad [258]. The readout chip radiation tolerance testing is discussed
in more detail in Section 5.3.2. Currently, the inner barrel and endcaps are planned to be
replaced after 2000 fb−1 of irradiation with roughly 1 Grad of TID.

Figure 5.11: The fluence (left) and TID (right) distribution in the inner tracker pixel detector
after 4000 fb−1 [236]. The ITk pixel detector schematic is marked in black lines. The y-axis
covers the radius from the beam pipe (r ∼ 0 cm) to the last layer of the ITk pixel detector
(r ∼ 30 cm). The x-axis covers the from z = 0 cm to z = 300 cm (the end of the ITk pixel
detector).

5.3 Radiation tolerance of the inner tracker readout
chip

The RD53 readout chip is an important component in building the ATLAS HL-LHC pixel
detector [240]. As mentioned above, the ATLAS HL-LHC pixel detector readout chip has
many improvements, such as the 65 nm technology and the improved data transmission
speed from ∼ 100 Mb/s to ∼ 5 Gb/s [260, 236]. The readout chip, along with the pixel
silicon sensors, also suffers a high dose of radiation. It is thus important to characterize
the readout chip performance after the radiation. In this section, Section 5.3.1 introduces
the basic circuitry of the RD53B ASIC. Section 5.3.2 discusses the results from the RD53B
radiation testing campaign.
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5.3.1 RD53B readout chip
The RD53 readout chip amplifies the current pulse from the pixel detector silicon sensor,
digitizes the signal, and sends the signal to the DAQ [240]. The RD53 readout chip three two
generations, RD53A [261], RD53B [240], and RD53C [262]. The RD53 chip framework is used
by both ATLAS and CMS HL-LHC upgrades. The ATLAS and CMS versions mostly differ
in the pixel matrix size. The ATLAS chip version is called ITkPix. ITkPixV2, developed for
ATLAS under the RD53C framework, is the final chip version for the ATLAS pixel detector.
ITkPixV1, based on RD53B, is the chip tested in this section as the ITkPixV2 chip was not
available at the time.

There are minor updates from RD53B to RD53C, such as power stability. Both RD53B
and RD53C satisfy all HL-LHC upgrade requirements [263]. Most functionalities discussed
below about RD53B are valid for RD53C. The radiation tests on ITkPixV1 are informative
for ITkPixV2 as the basic digital logic cells stay the same in both versions [258].

The ITkPixV1 chip consists of a pixel matrix and a chip bottom. The chip schematic is
illustrated at the left of Figure 5.12. The pixel matrix is built from cores with 8× 8 pixels.
Since each pixel is 50 µm× 50 µm, each core is 400 µm × 400 µm. ITkPixV1 has 48 × 50
pixel cores. Each core has 64 analog front ends for shaping the signal pulse and comparing
it to a threshold. 64 pixels are controlled by one digital core. The digital core digitizes the
signal from the analog front end and stores the signal and its timestamp while retrieving
the trigger decision. The digital and analog circuitry layout view is presented at the right of
Figure 5.12.

The chip bottom contains many analog and digital functionalities. For example, it gen-
erates the analog front end threshold bias voltage through a 10-bit digital analog converter
(DAC). It also implements readout, configuration, monitoring, and powering. The wire bond
pads to the module flex are located below the chip bottom.
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Figure 5.12: The RD53B chip schematic (left) and the analog front end in digital sea layout
view (right) [240]. The chip schematic shows a small fraction of all cores in RD53B. For
ITkPixV1, there are 48 × 50 cores and thus 384 × 400 pixels. Thus, the chip size is around
2 × 2 cm. On the right, the analog front ends are the purple squares. The digital ”sea” is
the green portion surrounding the purple squares. The digital sea refers to the digital cores
on the chip.

Chip settings There are various configurations that govern chip operations. The chip
powering is performed through a combination of a linear low dropout regulator with a shunt
element (SLDO). The schematic is shown in Figure 5.13. The SLDO provides constant
current and voltage to chips connected in serial powering. That is,

Iin = IS + IL = const (5.9)

Here, Iin is the input current to the SLDO, IS is the shunt current, and IL is the load current
of the chip. The main settings related to the SLDO powering are:

• VINA: the SLDO input voltage for the analog front end; default: 1.6 V.

• VIND: the SLDO input voltage for the digital core; default: 1.6 V.

• VDDA: the SLDO output voltage for the analog front end; default: 1.2 V.

• VDDD: the SLDO output voltage for the digital core; default: 1.2 V.

• VREFA or SldoTrimA: the SLDO reference voltage for the analog front end, adjustable
by a 4-bit DAC; default: 0, 1, ... 14, 15.

• VREFD or SldoTrimD: the SLDO reference voltage for the digital core, adjustable by a
4-bit DAC; default: 0, 1, ... 14, 15.

In addition, RD53B has an external reference current independent of the SLDO circuits:
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• IREF: the main reference current; default: 20 µA and can be adjusted through wire
bonds.

• VREF_ADC: the reference voltage for the ADC; default: 0.8 V.

IREF sets the reference voltage for other chip functions such as the SLDO powering and the
ADC (analog-to-digital converter) for digitizing the analog signal and timing information.
VREF_ADC sets the analog front end injection voltages and is determined by IREF.

In addition to the powering settings, the analog front end settings can be adjusted as
well. The analog front end has three main parts: pre-amplifier (preamp), pre-comparator
(precomp), and comparator (comp). The schematic is shown in Figure 5.14.

The preamp amplifies and integrates the signal current into a voltage pulse using an op-
amp with a continuous reset feedback current. The preamp outputs can be adjusted through
three different settings:

• DiffPreamp: the DAC bias voltage for preamp; default: 900 or 400 [DAC units];

• DiffVff: the continuous reset feedback current; default: 150 or 60 [DAC units];

• LCC: additional leakage current compensation circuit; default: enabled (1) or disabled
(0);

The precomp stage introduces the global threshold by offsetting the signal voltage with
two voltages, DiffVth1 and DiffVth2. In addition, each pixel threshold can be trimmed
through 5-bit TDAC.

• DiffVth1: main global threshold voltage; default: tuned for the chip to allow thresh-
olds of 1000 or 2000e, much lower than the typical MIP charge signal around 7000
electrons in Equation 5.8.

• DiffVth2: secondary global threshold voltage; default: 0 [DAC units];

• TDAC: individual pixel threshold tuning voltage, adjustable by 5-bit DAC; default: -15,
-14, ... 14, 15;

The last comp stage outputs the voltage over the threshold as a step function. The
analog voltage signal is then sent to the digital domain and digitized as time-over-threshold
(ToT). ToT is proportional to the charge deposited by the charged particles. Similar to the
previous stages, the bias voltage can be set:

• DiffComp: the DAC bias voltage for comp; default: 500 [DAC units];
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Figure 5.13: The ITkPixV1 SLDO conceptual diagram [240].

Figure 5.14: The ITkPixV1 analog front end schematic [240].
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Chip scans The chip is configured, operated and read out through YARR (Yet Another
Rapid Readout) [264]. YARR is a DAQ system for reading out the ITkPixV1 chip. It uses
a PCIe card with an FPGA for reconfigurable fast processing. It was first developed for the
Run 2 inner detector IBL layer. There are several types of scans in YARR to test the chip
performance at the per pixel level:

• Digital scan: In digital scans, a fixed length of pulse is injected into the digital
domain of the chip for every pixel bypassing the analog domain for a fixed number of
times. Ideally, each pixel should see the same number of pulses (hits) injected in the
occupancy map. This scan is usually run first to configure the chip and ensure chip
communications. A noise scan is similar to a digital scan. No injections are made, but
the chip is read out for a fixed amount of time.

• Threshold tuning: The threshold determines whether a pixel registers a hit when
a charged particle passes through and affects the ToT values of the hits. Ideally, all
pixels should have the same thresholds at 1000 or 2000e. This is achieve by threshold
tuning. A desired amount of charge is directly injected to the analog front end using
a capacitor and injection voltages. In the case of 2000e threshold tuning, the global
threshold setting DiffVth1 is varied in the range from 600 to 0 [DAC units] until 50%
of the pixels register a hit. Once the global threshold DiffVth1 is tuned, the per pixel
threshold is further fine tuned by adjusting the TDAC.

• Threshold scan: After tuning, the threshold of each pixel can be measured through
the threshold scan. Various analog signals are injected by varying VCAL multiple times
and the occupancy of pixels is measured each time. The occupancy for pixels increases
as a function of injection charges, resulting in an S-curve. The 50% occupancy point for
the pixel is defined as the pixel threshold. Consequently, the chip threshold distribution
for all pixels can be derived.

5.3.2 RD53B radiation tolerance testing
The irradiation testing of the ITkPixV1 chip presented in this thesis is carried out at Berkeley
Lab using a commercial X-ray machine that has been recently installed in the lab [265].
Section 5.3.2.1 discusses how to calibrate the X-ray machine in the lab. Section 5.3.2.2
discusses the X-ray radiation campaign on ITkPixV1.

5.3.2.1 X-ray and irradiation calibration

The X-rays are generated in the X-ray tube using a tungsten anode and sealed off with
beryllium windows. The empty X-ray machine cabinet is shown at the left of Figure 5.15.

The X-ray generation schematic is shown at the right of Figure 5.15. Inside the X-ray
tube, X-rays are emitted when high voltage accelerates electrons from the cathode to the
tungsten anode. X-rays are generated from both bremsstrahlung and characteristic radiation.
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In bremsstrahlung, the energy spectrum of the X-rays is continuous. The electrons lose
kinematic energy, which is then converted to X-ray photon energy. In characteristic radiation,
the electrons eject bound inner shell electrons from the atom. Outer shell electrons emit X-
ray photons and fill the inner shell. The X-ray energy spectrum was measured in an earlier
irradiation campaign using a similar X-ray machine at Oxford University [266]. The results
show that 150 µm aluminum foil can filter low-energy X-rays below 8 keV. As shown in Figure
5.15, the aluminum foil is always installed during X-ray calibration and chip irradiation.

The X-ray tube is operated at 40 kV. The tube current can increase from 20 mA to 55
mA. The maximum power is 3 kW. The X-ray dose rate is calibrated using the AXUVHS5
photodiode. The photodiode has an active area of 1 mm2. The photodiode is reverse biased
to -50 V using a Keithley oscilloscope and measures the X-ray dose rate in terms of the
photocurrent produced. The diode outputs roughly 657 nA when the dose rate is 2 Mrad/h.
The diodes are calibrated using the Oxford X-ray machine as shown in Figure 5.16 [266].

Cathode Anode
HV I

Beryllium window

Diode

Aluminum filter
xray

Figure 5.15: The empty X-ray machine (left) and calibration schematic (right). In the
schematic, HV stands for high voltage and I current. The X-ray machine is well-shielded
during irradiation.
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Figure 5.16: The diode calibration curve from the Oxford X-ray machine [266]. The diode
current readings can be converted to the X-ray dose rate using the slope of 50.77 rad/min
nA.

Calibration setup The calibration setup is shown in more detail in Figure 5.17. The
photodiode is installed on a customized metal plate. The metal plate is then mounted
inside a plastic calibration box. The calibration box is installed on a breadboard platform
connected to the xyz stage. The z stage is manual and has a load of 15 kg and 30 cm range.
The xy stage is composed of two NLE series high-precision linear stages from Newmark in
the orthogonal directions. The xy stage range is 30 cm with a 0.1 µm resolution. The load
is 22.6 kg. The xy stage is programmed in a c++ xrayCtrl package using the Newmark
NSC-A2L Two Axis USB Stepper Motor Controller to scan a grid of xy coordinates or move
to one coordinate in the xy plane. The xyz stage allows scanning a 2D X-ray dose rate map
near the beryllium window at different z positions from the X-ray platform.

The c++ xrayCtrl package controls the xy stage, the Keithley oscilloscope, and the X-
ray machine shutter to measure the X-ray dose rate in a 2D plane. The program moves the
xy stage to the position of interest. X-ray shutter opens for 1 second to allow the Keithley
oscilloscope to read out the photodiode current. At the same position, a second measurement
is made with the X-ray shutter closed for 1 second. The xy scan range and X-ray wait time
are adjustable through a configuration file. The final photodiode current subtracts the dark
current. It is necessary to conduct dark current measurements at each scanned point as the
dark current increases with the irradiation time, as shown in Figure 5.18. As shown in the
figure, the beam spot is not uniform with higher dose rates in an eclipse shape, due to the
X-ray heel effect [267].
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Figure 5.17: The diode calibration box on the xyz motion stage (left) and the calibration
photodiode inside the box (right). On the left, the yellow arrows show the coordinate system
defined in the xyz stage. The y-axis points into the X-ray machine. On the right, the yellow
arrow marks the X-ray emission point and direction from the tube.

Figure 5.18: The X-ray calibration dark current (left) and dose rate (right) measured in a 40
mm x 40 mm grid with 1 mm step size. The measurements are performed at z = 0 and X-ray
current = 20 mA. The xyz coordinate is shown in Figure 5.17. The origin in the xy plane
follows from that of the xy motion stage. The dark current increases with y coordinates due
to larger irradiation time. Dark currents are subtracted from the dose rate on the right. The
current and dose rate conversion is shown in Figure 5.16.
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Calibration results Detailed calibration measurements are made at z = 23, 17.25, 11.5,
5.75, 0 cm and X-ray current = 20, 40, 55 mA. At each z and X-ray current setting, a 90
mm x 90 mm scan with 10 mm step size is performed to locate the beam spot. Then, 1 mm
step size fine scan is performed around the beam spot. The beam intensity increases with
the X-ray current and the beam size decreases closer to the beam spot as shown in Figure
5.19.

After understanding the X-ray beam profiles, the 2D calibration scans help determine
the final irradiation settings. The z position is set to 5.75 cm to ensure a uniform beam
across the chip as shown in Figure 5.20. The beam current is set at 55 mA to maximize the
dose rate. During the ITkPixV1 irradiation campaign, the chip is carefully positioned in the
plastic irradiation box similar to the calibration box such that the dose rates on the chip are
the same as shown in Figure 5.20. With these irradiation settings, the radiation dose rate
on the chip is taken as the maximum dose rate in the 2D plane in Figure 5.20: 0.48 Mrad/h.

Figure 5.19: The X-ray maximum dose rate with respect to the tube currents (left) and the
X-ray beam size as a function of the distance to the beam spot (right). (left) The maximum
dose rate increases from around 1 Mrad/h at 20 mA to 2.5 Mrad/h at 55 mA. The maximum
dose rate are measured at z = 23 cm. (right) The diameter of the beam spot at 60% of the
maximum dose rate decreases from 40 mm at z = 0 to around 15 mm to z = 23 cm closest
to the beam. The beam size is consistent at different X-ray currents.



CHAPTER 5. HIGH LUMINOSITY LHC UPGRADE AND SILICON DETECTOR 196

Figure 5.20: The X-ray beam spot for irradiating the ITkPixV1 chip. A 2× 2 cm square is
drawn around the beam center with the ITkPixV1 chip overlaid. The chip bottom with the
wire bonds connected to the single chip card is placed at the maximum dose rate regions.

5.3.2.2 Irradiation setup and damage to the chip

The final irradiation dose rate is measured to be 0.48 Mrad/h. To irradiate the chip, the
ITkPixV1 chip is connected to a single chip card and irradiated at the position shown in
Figure 5.20. The dose rate is 0.48 Mrad/h. The single chip card (SCC) is a printed circuit
board (PCB) for operating and reading out the chip in the lab. The irradiation box is shown
in Figure 5.21. Unlike the calibration box, the chip irradiation box cools and stabilizes the
readout chip temperature to approximately -7 ◦C. This irradiation temperature is similar
to the ITk operation temperature at -10 ◦C. The cooling is performed with a CP60231H
Peltier. The Peltier schematic is shown in Figure 5.21. Nitrogen is constantly flushed into
the box to avoid condensation. The temperature is stabilized at ±1◦C through a PID loop
in the rd53b_anamon package by adjusting the Peltier voltage [268]. The temperature is an
important parameter to control during irradiation as the radiation damage is temperature
dependent.

The temperature and humidity inside the box are constantly monitored through a humid-
ity sensor, the SCC Negative Temperature Coefficient (NTC) thermistor and the rd53b_anamon
package and displayed in Grafana [269]. Peltier cooling is adjusted when the temperature is
below the condensation point. In addition, rd53b_anamon and Grafana also monitors: the
chip VINA, VIND, VDDA, VDDD, and VREF_ADC read out through the SCC. Most settings are
stable throughout the month-long irradiation campaign. The X-ray operation status, high
voltage, shutter status, and dose irradiated are also monitored in xrayCtrl and Grafana.
If any value deviates outside the expected range, Grafana will send a message alarm. To
minimize the radiation exposure, most electronic equipment, such as the chip power supply,
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the Peltier power supply, and the YARR readout, is placed on the rack next to the X-ray
machine, as shown in Figure 5.22. The cables are fed through the cable chase inside the
X-ray machine.

Figure 5.21: The ITkPixV1 irradiation box (left) and Peltier cooling schematic (right).

Figure 5.22: The X-ray irradiation campaign equipment rack (left) and cable chase inside
the X-ray machine (right).

Ring oscillator radiation damage The readout chip transistor radiation damage is
quantified by measuring the ring oscillator gate delays. There are 42 ring oscillators at the
chip bottom of ITkPixV1 near the SCC wire bonds. Each ring oscillator drives a 12-bit
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counter enabled for a given amount of time. During this time, the ring oscillator outputs
oscillate between 0 and 1 at specific frequencies. The frequencies f are related to the ring
oscillator gate delay T as:

T = 1/f (5.10)
After irradiation, the ring oscillator frequencies decrease, which means that the gate delays
increase. When the gate delay increases by 200%, the ITkPixV1 digital logic performance is
degraded.

The ring oscillators are separated into two banks; bank A contains the same oscillators as
RD53A, allowing direct comparison with previous radiation studies. Bank B ring oscillators
are separated into 4 groups and each group shares the same enable signal. The ring oscillators
are made of different logic cells. The numbers of cells (lengths) are chosen to allow typical
frequencies of 600 MHz for Bank A and 800 MHz for Bank B. The ring oscillators also
use different transistor drive strengths. The transistor drive strength is proportional to the
transistor size. As discussed above, smaller transistors with strength 0 tend to suffer more
radiation damage. All ring oscillator types, strengths, and lengths are summarized in Table
5.1.

The ring oscillator frequencies depend on the VDDD settings. The VDDD can be adjusted
using SldoTrimD. The ring oscillator frequencies are read out at different VDDD settings as
shown in Figure 5.23. The ring oscillator frequencies with respect to temperature changes
are also measured. The frequency dependence on temperature is negligible within ±1◦C.

During irradiation, in addition to the environment and chip monitoring discussed above,
YARR reads out the ring oscillator frequencies every 0.1 Mrad, scans the ring oscillator
frequencies with respect to VDDD every 50 Mrad, and performs noise scans on the chip oth-
erwise. The final ring oscillator gate delay changes with respect to the radiation dose are
shown in Figure 5.24. The frequencies are corrected for the drifting of VDDD using the scans
done every 50 Mrad. The dose is also corrected by 20% due to the attenuation from a thin
copper layer covering the ring oscillators on the chip.

Up to 415 Mrad, the bank B ring oscillators gate delay increases by less than 25%. As
shown in Figure 5.24, the strength 0 ring oscillators tend to suffer more radiation damage
compared to strength 4 as discussed above. Different logic cell ring oscillators also tend to
have different radiation damage.

Similar ring oscillator irradiation tests were also performed at Oxford university. The
ring oscillator radiation damage results at Berkeley are compared with the Oxford results
and found to be consistent [266]. The slopes of the gate delay change with respect to the
dose are similar independent of the measurement sites.

Lastly, in addition to the ring oscillator radiation damage, the radiation damage to the
chip threshold can be assessed by comparing the threshold distribution before and after
irradiation as shown in Figure 5.25. The threshold distribution broadens after irradiation,
which means that the chip threshold tuning will be required during operation to mitigate
the radiation damage.



CHAPTER 5. HIGH LUMINOSITY LHC UPGRADE AND SILICON DETECTOR 199

Ring oscillator Type Strength Length

Bank A
0 Inv. CLK driver 0 55
1 Inv. CLK driver 4 51
2 Inverter 0 55
3 Inverter 4 55
4 4-input NAND 0 19
5 4-input NAND 4 19
6 4-input NOR 0 19
7 4-input NOR 4 19

Bank B left & right
0 & 1 Inv. CLK driver 0 38.2
2 & 3 Inv. CLK driver 4 44.5
4 & 5 Inverter 0 38.1
6 & 7 Inverter 4 44.3
8 & 9 4-input NAND 0 12.6
10 & 11 4-input NAND 4 16
12 & 13 4-input NOR 0 14.5
14 & 15 4-input NOR 4 14.5

Bank B FF
16 & 17 Scan D-flip-flop 0 6.1
18 & 19 D-flip-flop 1 6.2
20 & 21 Neg. edge D-flip-flop 1 5

Bank B LVT
22 LVT inverter 0 40.6
23 LVT inverter 4 56
24 LVT 4-input NAND 0 16.5
25 LVT 4-input NAND 4 22.8

Bank B CAPA
26-33 Inj-cap loaded 4-input NAND 4 16.8

Table 5.1: ITkPixV1 ring oscillator summary [240].
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Figure 5.23: The ring oscillator frequencies with respect to VDDD for bank A (left) and bank
B left (right) ring oscillators.

Figure 5.24: The ring oscillator gate delay changes with respect to radiation dose up to 415
Mrad for bank A (left) and bank B left (right) ring oscillators. The gate delays are calculated
from the frequencies using Equation 5.10.
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Figure 5.25: The threshold distribution before (left) and after (right) irradiation. The chip
threshold was tuned to 1000 e before irradiation with DiffVff, DiffPreamp, LCC, TDAC, and
VDDA fixed at specific settings.
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5.4 Summary and outlook
In summary, the HL-LHC upgrade has the potential to probe the Higgs boson more precisely.
However, the ATLAS detector needs significant upgrades in order to cope with the HL-LHC
environment. The ATLAS HL-LHC inner tracker uses mature silicon detector technology
to record charged particle tracks. However, radiation damage during HL-LHC poses new
challenges to the sensor and readout chip radiation tolerance.

The first X-ray radiation campaign on the ATLAS ITkPixV1 chip was conducted success-
fully at Berkeley Lab, paving ways for future irradiation measurements on site. The X-ray
machine dose rates are well understood and the ring oscillator radiation damage matches
expectations. However, much more work is needed to understand the ITkPixV2 and pixel
sensor performance under the HL-LHC radiation environment and ensure that they meet
the inner tracker performance requirements.

The X-ray radiation dose rate is high compared to the actual radiation environment. The
radiation damage on chips depends on the dose rate. Slower dose rates tend to cause more
damage. SLIPPER (SLow Irradiation of Phase-II Pixel Readout) intends to understand
this issue with the low dose rate Kryton source [270]. The radiation damage on a bare chip
without sensors might be different compared to ITk modules. Irradiating the module requires
a proton source with both bulk and surface damage to the sensor and the chip [266]. Both
the slow dose rate and the proton irradiation campaigns show promising radiation tolerance
of the ITkPixV1 chip. While the ITkPixV2 chip is finalized and ready for production, more
realistic testings of the ITkPixV2 chip are crucial to characterize the detector performance
and inform the detector operation.
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Chapter 6

Summary and outlook

The Standard Model of particle physics has successfully predicted many Higgs boson prop-
erties. However, many beyond the Standard Model theories offer compatible predictions
with the existing measurements and deviations in uncharted regimes. The Higgs coupling
to charm is one example where potential new physics can hide as the Higgs-charm coupling
has not been measured yet.

This thesis presented the results from the ATLAS V H(→ bb, cc) analysis using the full
Run 2 dataset. In the analysis, most object are reconstructed using the standard ATLAS
reconstruction techniques. The Higgs to bottom and charm couplings are measured using
Higgs bosons produced in association with the vector bosons. The analysis regions are further
divided into three lepton channels given the decay signature of the vector bosons. The signal
and background modeling uses various Monte Carlo generators. The modeling uncertainties
are assessed in terms of the normalization uncertainties and shape uncertainties. Profile
likelihood fits are performed to correct the background simulation given data and extract
the final signal strength and upper limits. The results presented in the thesis primarily focus
on the V H(→ cc) 2-lepton channel, which probes the ZH(→ cc) process.

In the V H(→ bb, cc) analysis, the DL1r flavor tagging algorithm is used, which improves
the c-tagging performance compared to the previous DL1 algorithm [2]. In addition, the flavor
tagging working points are customized using the pseudo-continuous flavor tagging scheme.
This ensures orthogonality between the V H(→ bb) and V H(→ cc) phase spaces and enhances
the signal sensitivities with more flavor tagging bins available. The multivariate analysis
method significantly improves the signal sensitivities by separating signal and background
events using boosted decision trees. Lastly, CARL, the neural network reweighting package,
enables assessing the MVA shape uncertainties in all phase space.

The V H(→ bb, cc) analysis sets the most stringent upper limits on µV H(cc), κc, and κc/κb
to date. The observed (expected) µV H(cc) upper limit is set to 11.3 (10.4) times the SM at
the 95% confidence level (CL). The observed κc upper limit at the 95% CL is |κc| < 4.2. The
observed (expected) κc/κb upper limit at the 95% CL is |κc/κb| < 3.6 (3.5). The observed
upper limits agree well with the expected values and are consistent with the Standard Model
expectations. Looking ahead, the Higgs charm coupling sensitivities can be further improved
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with the latest ATLAS flavor tagging algorithm, GN1 and GN2 [133, 271]. GN1 has 50%
better light jet rejections using graph neural networks, while GN2 has two times better
light jet rejections using transformer neural networks. There is also ongoing work to further
improve the GN1 and GN2 performance by adding soft leptons. The boosted phase space
with vector boson pVT above 400 GeV also shows promising sensitivities [272]. There is
now a dedicated large-R jet tagger for identifying boosted Higgs decaying to bottom and
charm quarks based on a transformer neural network [273]. In addition, various other Higgs
production channels could also be explored to enhance the Higgs-charm sensitivity [274].

In addition, this thesis discusses the ATLAS high luminosity upgrades and the first X-
ray irradiation campaign at Berkeley Lab on ITkPixV1, the prototype inner tracker pixel
detector readout chip. The inner tracker will replace the current ATLAS inner detector in the
HL-LHC. To perform irradiation testing, the X-ray dose rates are first calibrated carefully.
The maximum dose rate during the month-long irradiation campaign is 0.48 Mrad/h. The
ITkPixV1 ring oscillator radiation damage agrees with the observation from other sites up
to a dose of 415 Mrad.

The RD53C collaboration has delivered the final version of the ATLAS inner tracker pixel
detector readout chip, ITkPixV2. Production and extensive testing are currently ongoing.
Beyond HL-LHC, many future collider proposals are being developed and reviewed such as
the CERN Future Circular Collider [275], Chinese Circular Electron Positron Collider [276],
and the Muon Collider [277]. The proposed future lepton colliders tend to have high precision
in measuring the Higgs-charm coupling with around a few % of the total uncertainties [278,
279, 280]. The lepton colliders offer a clean environment for detecting hadronic final states.
All future colliders continue to need silicon trackers. Many silicon tracker R&D programs
are being explored to extend the current signal sensitivities such as 4D tracking [281] and
monolithic detectors [282].

Further down the road, while the Standard Model of particle physics successfully predicts
many properties of the Higgs boson, there are still many open questions beyond the current
Standard Model framework. What is the shape of the Higgs potential [283]? What is
the mass of neutrinos [10]? What can explain the observed matter-antimatter asymmetry
in the universe [284]? What is the nature of dark matter and dark energy [285]? Can
gravity be quantum as well [286]? Answering these challenging questions requires many
more groundbreaking experiments yet to come.
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