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ABSTRACT OF THE DISSERTATION

FSM-Centric Speculative Parallelization for Scalable Data Processing

by

Junqiao Qiu

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, September 2020

Dr. Zhijia Zhao, Chairperson

Parallelism is key for designing and implementing high-performance data analyt-

ics on modern processors. However, many data processing routines cannot be executed in

parallel, due to the sequential nature of their underlying computation models. This disser-

tation focuses on an important class of sequential data processing routines that are driven

by or can be modeled as finite-state machines (FSMs). It proposes a series of speculation-

based parallelization and modeling techniques to improve the parallelism and scalability

of FSM-based computations. Moreover, it successfully applies the FSM-based speculative

parallelization to non-FSM computations, significantly expanding the applicability of the

proposed techniques.

More specifically, we first introduce multi-level speculation by integrating the

instruction-level and SIMD-level parallelism into the existing multicore-level speculative

parallelization. We then systematically model the scalability of speculative FSM paralleliza-

tion and point out its limitations. To address them, we design two novel optimizations: path

fusion and higher-order speculation, which together bring the scalability to another level for

vii



FSMs that are conventionally hard to parallelize effectively. Finally, we demonstrate that,

with rigorous static analysis, we can precisely model bitstream computations with FSMs,

hence solve their parallelization with existing FSM parallelization techniques.
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Chapter 1

Introduction

As a basic computation model, finite-state machine (FSM) embodies a variety

of important applications, ranging from intrusion detection [134, 71, 114, 9] and data de-

coding [67, 113] to motif searching [109, 29], rule mining [129], and textual data analyt-

ics [92, 42, 30]. For its fundamental role in many performance-critical applications, it is

anticipated that emerging architectures will feature hardware supports for FSM computa-

tions, including accelerators such as automata processor [32].

Unfortunately, the execution of an FSM is known to be “embarrassingly sequen-

tial” [8, 138] due to the inherent dependences among state transitions – in each state

transition, the current state always depends on the prior state 1. Figure 1.1 shows an

example FSM with six states. The valid transitions in an FSM can be represented as a

table, called transition table. Given an input string, the execution of an FSM starts from a

predefined state (called initial state). Each time it reads one symbol from the input string.

1Here, it refers to a deterministic FSM; Non-deterministic FSMs can be converted to deterministic ones via

a classic conversion algorithm [2].
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Figure 1.1: An FSM Example

The FSM looks up the transition table based on the current state and the read symbol to

find and transition to the next state. The dependence between the current state and next

state exists at every transition step. These dependences form a tight dependence chain,

inherently preventing any parallelism from being exposed. Assume the input to the FSM is

partitioned into two chunks, as shown in Figure 1.1, each of which is then assigned to one

thread to process. Due to the dependences among state transitions, the starting state for

the second thread would be unknown, until the first chunk has been processed – the ending

state of the first chunk is the starting state of the second chunk.

State of The Art. To address the inherent state dependences in FSM computations,

existing work [50, 62, 138, 83, 137, 99, 100] has followed two basic parallelization schemes:

(1) speculative parallelization [138] and (2) parallel prefix-sum [83] . The former breaks

the dependences by predicting the states at the beginning of a divided input chunk. In

the cases that some predictions fail, reprocessing would be needed to ensure correctness.

Instead of making prediction, the latter scheme needs no prediction at the beginning of an

2



input chunk. Instead, it enumerates all the possible states, which always cover the actual

one. With either of the two ways, different input chunks can be processed in parallel.

FSM-based 
Data Processing

Non-FSM Applications
(bitstream processing)

P1: Granularity
• fine-grained
• ILP/SIMD

P2: Scalability Modeling
• performance
• energy

P3: Scalability Optimization
• path fusion
• higher-order speculation

P4: Applicability
• non-FSM code
• bitwise analysis

Figure 1.2: Scalable FSM-Driven Data Processing

1.1 Dissertation Overview

The benefits of existing FSM parallelization solutions are restricted in several

dimensions. First, the speculative parallelism is limited to the coarse granularity – they are

unaware of the more fine-grained instruction level and vector level parallelism prevalent on

modern CPUs. Second, the existing FSM speculation frameworks are scalability insensitive

– they aggressively employ all the available cores on the CPUs, which might not only waste

energy, but also suffer from suboptimal performance. Third, despite promising results

of speculative parallelization and parallel prefix-sum, the efficiency of both parallelization

3



schemes highly depends on the properties of the FSM. For FSMs exhibiting limited state

convergence, the former is bottlenecked by the serial reprocessing among the misspeculation

cases, while the latter suffers from the overhead of maintaining multiple execution paths.

Last but not least, the existing solutions are designed for computations that explicitly use

FSMs as the underlying models, limiting their applicability. Figure 1.2 summarizes the

above limitations as the granularity, scalability, and applicability issues.

In this dissertation, we tackle all issues discussed above with practical parallel

programming techniques, systematic performance modeling, and rigorous program analysis

and optimizations.

1.2 Contributions

1.2.1 Fine-Grained FSM Parallelization

First, this dissertation presents MicroSpec, a set of parallelization techniques that

expose fine-grained speculative parallelism to FSM computations. This work makes the

following contributions.

• It proposes two new dimensions to explore the fine-grained parallelism for FSM com-

putations: multi-state speculation and multi-level speculation, which makes the paral-

lelization design more flexible.

• Through a rigorous analysis on three types of parallelism for fine-grained FSM paral-

lelization, it theoretically reveals the efficiency issue in the state-of-the-art and offers

guidelines for the design of efficient FSM parallelization techniques.
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• It designs and implements four speculation-centric fine-grained parallelization tech-

niques which, for the first time, enable fine-grained speculative parallelization.

• It evaluates the proposed techniques on a large group of real-world benchmarks,

demonstrating significant advancement over the state-of-the-art.

1.2.2 Scalability-Sensitive Speculative Parallelization

In this dissertation, we conduct a systematic scalability analysis for speculative

FSM parallelization. Unlike many other parallelizations which can be modeled by the classic

Amdahl’s law or its simple extensions, the scalability of speculative FSM parallelization is

challenging to analyze due to the non-deterministic nature of speculation and the cost

variations of misspeculation. This work makes the following four-fold contributions.

• This work, for the first time, points out the suboptimality of the state-of-the-art

speculative FSM parallelization when moving to larger-scale parallel platforms.

• It provides a series of rigorous scalability models, including a sample-based conditional

regression technique, that enables the characterization of complex scaling behaviors

in speculative FSM parallelization.

• To facilitate the use of the proposed models, this work designs S3, a scalability-

sensitive speculative parallelization framework that can automatically characterize

the FSM properties and guide the speculative parallelization with the optimal config-

uration at runtime.

• It evaluates S3 on both many-core processor (i.e., the latest Xeon Phi processor) and
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multi-socket multi-core architectures, and demonstrates large ratio of performance

improvements and significant energy reduction.

1.2.3 Scalable FSM Parallelization

In this dissertation, we introduce two techniques: path fusion and higher-order

speculation, to address the scalability limitation in each basic FSM parallelization scheme,

respectively. This work makes a three-fold contribution.

• First, it introduces the path fusion technique to address the high cost of main-

taining multiple execution paths in state enumeration-based FSM paralleliza-

tion.

• Second, it proposes higher-order speculation for FSM parallelization and de-

signs an iterative speculation scheme to address the serial validation bottleneck

in the existing speculation-based FSM parallelization.

• Finally, this work designs a heuristic-based method to select the better par-

allelization scheme for the given FSM and confirms the effectiveness of the

proposed techniques with a systematic evaluation.

1.2.4 Non-FSM Applications Parallelization

In the dissertation, we look beyond the FSM computations and find an important

class of non-FSM computations, that is, bitstream processing, that may also benefit from

speculative FSM parallelization. This work makes the following major contributions to

bitstream processing.

6



• First, it offers a new perspective to the sequential bitstream processing, bringing

FSM-based dependence modeling to bitstream programs.

• Second, it introduces a static analysis to rigorously find out the dependent bits in

bitstream programs.

• Third, it adopts FSM speculation to bitstream processing with customized mis-speculation

handling.

• Finally, it integrates ideas from static analysis, automata theory, and speculation, into

principled bitwise speculation, and confirms its effectiveness in accelerating real-world

bitstream applications.
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Chapter 2

Fine-Grained Speculative

Parallelization for FSM

Computations

2.1 Introduction

Exposing parallelism is key to computing efficiency and scalability of software ap-

plications. Modern microprocessors feature a variety of hardware parallelism from instruc-

tion level to on-chip multiprocessors. Effectively leveraging such rich hardware parallelism

critically affects the performance.

This chapter focuses on exposing effective fine-grained parallelism to Finite State

Machine (FSM)-based computations. Even though speculative parallelization and parallel

prefix-sum developed in recent years break the barrier of making FSM computations run
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parallel, none of them has released the full potential of processing power in today’s proces-

sors. The former relies on sophisticated prediction and only works at thread level; while

the latter only exposes fine-grained parallelism to state enumeration – making transitions

for each possible state. None of them can further shorten the critical execution path of an

individual input segment (see Section 2.3.2).

To address these concerns, this chapter introduces two new dimensions of paral-

lelism, multi-state speculation and multi-level speculation. The former extends the spec-

ulation from commonly used single-value prediction to multi-value prediction, while the

latter expends the speculative parallelism across different layers of hardware parallelism.

Based on a rigorous analysis on parallel prefix-sum and the two new types of parallelism,

this chapter presents MicroSpec, a set of speculation-centric parallelization methods that

maximize the efficiency of FSM computations by effectively exploiting fine-grained specu-

lative parallelism. Specifically, MicroSpec consists of a list of four fine-grained speculation

techniques as well as a speculation-oriented data layout optimization. Together, they are

able to effectively exploit both Instruction-Level Parallelism (ILP) and Single Instruction

Multiple Data (SIMD) parallelism 1.

Our evaluation of MicroSpec on a set of 17 FSM benchmarks from four application

domains demonstrates its effectiveness in accelerating FSM computations, yielding about

14X speedup on 13 benchmarks, boosting the state-of-the-art by up to a factor of four.

1This chapter focuses on vectorization on CPUs, but general ideas are applicable to SIMD parallelism on

GPUs as well.
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2.2 Background and Problem

2.2.1 FSM and Its Dependences

FSMs form the backbone of a variety of applications, ranging from intrusion detec-

tion and data decompression to compilation and pattern searching. The core computation

of these applications can be formulated as an abstract machine with a finite number of pos-

sible states. Transitions are allowed among certain states when satisfying given conditions.

FSMs can be deterministic or non-deterministic depending on if a condition can lead to a

unique following state. This chapter focus on deterministic ones for their better efficiency 2.

Parallelizing FSM computations are extremely difficult due to their inherent se-

quential characteristics — dependences exist between every consecutive state transitions,

as illustrated by Figure 1.1 (c). A natural way to parallelize its execution is to partition the

input string into to segments, and let thread process segments concurrently, one segment

per thread. However, the starting states are unknown except the first thread (which starts

from initial state ‘A’). A starting state for a segment is essentially the ending state of the

previous segment. These dependences form a chain structure, preventing any concurrent

execution among threads.

Existing work to solve this problem mainly follow two directions: speculative par-

allelization and parallel prefix-sum. Zhao and others [138] followed the first direction and

proposed a coarse-grained speculative parallelization approach to circumvent the depen-

dences. Instead of speculation, Todd and others [83]’s approach enumerates all the possible

cases to leverage classic parallel prefix-sum. They implemented with both coarse-grained

2Non-deterministic FSM can be converted to deterministic ones through subset construction.
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and fine-grained parallelism to take advantage of different levels of hardware parallelism.

However, each of them has its own limitations. The former is only able to explore coarse-

grained thread-level parallelism, leaving widely available fine-grained hardware parallelism

(such ILP and SIMD) unused. The latter uses fine-grained hardware parallelism only for

enumerating different cases. None of them fully take advantage of the computing power of

today’s microprocessors.

Hence, the goal of this chapter is to maximize the parallel efficiency on modern pro-

cessors by exposing more effective fine-grained parallelism to FSM computations. However,

challenges exist at several levels. First, fine-grained parallelism is notoriously more difficult

to expose comparing to coarse-grained thread-level parallelism due to the lack of friendly

programming models. For example, programming with Intel SSE instruction set requires

knowledge about microarchitecture and is more error-prone. Second, different types of

parallelism exist for FSM computations, it is non-trivial to find out which ones are more ef-

fective at fine-grained levels. Third, fine-grained hardware parallelism varies across different

architectures. For example, some microarchitectures may not support gather instruction,

which is critical for fine-grained FSM parallelization (see Section 2.4.2).

2.2.2 Coarse-Grained Speculative Parallelization

As this chapter mainly follows the first direction – speculation-based paralleliza-

tion, we briefly summarize its ideas for self-containedness. At high-level, there are four

major steps in coarse-grained speculative FSM parallelization. To make it easier to follow,

we use Algorithm 1 to illustrate its basic ideas, followed by a step-by-step explanation.
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Algorithm 1 Coarse-Grained Speculative Parallelization

1: Π = coarse grained partition(Ncore); /* Step 1 */

2: for thread 1 · · · Ncore do

3: Sstart(i) = predict (suffix of Π(i− 1)); /* Step 2 */

4: process(Π(i), Sstart(i)); /* Step 3 */

5: thread join();

6: for partition 1 · · · Ncore do /* Step 4 */

7: if validate(Sstart(i)) == FALSE then

8: reprocess(Π(i));

1. Partitioning. Given an input string of length L, it first cuts it evenly into Ncore

segments, where Ncore is the number of available cores.

2. Predicting Starting States. For each segment (except the first one), it predicts its

starting state with a technique called lookback. For segment i, lookback examines the

suffix of its prior segment i− 1 and uses it as conditions to rule out impossible states

or states with low chances to be the correct starting state (more details in [138]).

Later, a single state is selected as the predicted starting state.

3. Parallel Execution. With predicted starting states, it then executes each segment

of length Lseg = L/Ncore in parallel. For each individual segment, this execution is

the same as a sequential FSM execution.

4. Validation and Reprocessing. At last, it validates the correctness of the predicted

starting states after the parallel execution. The validation compares the predicted

starting state of segment i with the ending state of segment i− 1, if they are different

(i.e., prediction fails), segment i would be reprocessed.
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Three things are important to note. First, According to prior results [138], the prediction

accuracy highly depends on segment suffix, rather than how far it is away from the input

beginning. Second, in Step 4, validations among different segments need to be in sequen-

tial order to ensure the correctness; Third, the reprocessing of a segment may stop earlier

thanks to the state convergence property that widely exists in many FSMs. We elaborate

this property using the example in Figure 2.1.

1  1  0  0  1 …   0 

A  B  C  B  B  C …   D
D  A  B  B  B  C …   D 

Input 

Path 1 
Path 2 

Figure 2.1: Example of State Convergence.

Consider processing a piece of an input string, starting with two different states

A and D. There are two paths of state sequence, each for a different starting state. After

processing the first three symbols 110, both paths get into the same state B. Since then,

these two paths would keep producing the same state sequence as they will observe the

same symbols. This phenomenon is referred to as State Convergence [138, 83].

In the context of reprocessing, as long as the predicted (wrong) state converges

with the actual starting state before reaching the end of the segment, the reprocessing

can safely stop since the remaining states would be the same as the correct ones. In

fact, state convergence is not only useful for speculative FSM parallelization, but also for

parallel prefix-sum, where paths from different starting states may also converge and hence

maintaining one of them is sufficient. We elaborate the details shortly in Section 2.3.2.
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2.3 Fine-Grained Parallelism

Fine-grained parallelism is becoming increasingly prevalent in mainstream micro-

processors, in a variety of forms, such as deep pipelining, multi-instruction issue, and SIMD

vector units. For example, Intel’s recent microarchitectures, Haswell, supports Advanced

Vector Extensions 2 (AVX2) which features 256-bit vector units that can process 8 integer-

typed data in parallel.

Effectively utilizing such fine-grained hardware parallelism is critical to maximiz-

ing the efficiency of various applications. In this section, we first discuss three types of

parallelism that can be used in fine-grained level, two of which are proposed by this chap-

ter. Then, we compare their effectiveness with a rigorous analysis, which in turn guides the

design of FSM parallelization techniques.

2.3.1 Three Dimensions

The only fine-grained parallelism that has been seen in prior work comes from

associative parallelism [73, 83]. We propose two other types of parallelism that are applicable

to fine-grained levels, namely, multi-state speculation and multi-level speculation. We next

elaborate each of them. For convenience, we refer to them as P1, P2, and P3.

P1: Parallelism in Associative Operations

Computations with associative operations can be trivially parallelized, such as multiplying

a sequence of matrices. In fact, an FSM execution on an input sequence c1c2 · · · cL can

also be associative. This is achieved by enumerating all the states in the FSM and making

transitions for each of them, referred as prefix-sum parallelism by Ladner and Fischer [73].
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In practice, as described in [83], it first cuts the input into T segments, then it

enumerates all the n states for each segment except the first segment (which starts from

initial state) to start transitions. After a segment has been processed, a mapping between

each starting state and its ending state would be available. With the known initial state, it

finally goes through every resulted mapping in order and selects the correct path. Clearly,

it brings in n − 1 times extra computations, where n is the number of states. It may

be beneficial when the available hardware parallelism is more than n. However, with state

convergence optimization, the extra cost can be dramatically reduced [83] (see Section 2.2.2).

P2: Parallelism in Multi-State Speculation

Existing work on speculative parallelization of FSMs partition the input based on the num-

ber of CPU cores and predict a single starting state for each segment, the one with the

highest potential to minimize the misspeculation penalty. A straightforward extension to

this approach is speculating multiple starting states for each segment, instead of one. The

intuition is that the more candidates are used for prediction, the more likely the correct

starting state gets covered and the more likely the misspeculation penalty gets reduced.

Such extension enables new parallelism as each one of the speculated starting states can

start its own path independently. We refer to it as multi-state speculative parallelism. The

difference between single-state and multi-state speculation is significant because most pre-

vious work was based on single-value prediction, such as the BOP system [64]. Essentially,

multi-state speculative parallelism provides a tradeoff between single-state speculative par-

allelization and parallel prefix-sum. It offers more flexibility to deal with FSMs that are

hard to speculate and FSMs that are hard to enumerate due to a large number of states.
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P3: Parallelism in Multi-Level Speculation

The third way to expose parallelism is further partitioning the Ncore input segments into

Ncore ∗W l−1 finer-grained segments recursively, assuming that W is the degree of paral-

lelism at fine-grained levels (l is the number of levels). We refer to this type of parallelism

as Multi-Level Speculation. Since hardware parallelism is also hierarchical – a CPU has

multiple computing cores, each with its own SIMD units – multi-level speculation offers

a natural mapping from software parallelism to hardware parallelism. For example, the

first level speculative parallelism can be mapped to coarse-grained thread-level hardware

parallelism (i.e., multicores), while the second level can be mapped to fine-grained ILP or

SIMD parallelism. Note that such parallelism is not free; it may bring more overhead as it

involves more speculation. We will shortly prove that it is still more efficient than the first

two types of parallelism when used properly.

2.3.2 Efficiency Analysis

We next analyze the efficiency of three types of parallelism theoretically. To facil-

itate our analysis, we bring two commonly used metrics into the context of FSM execution.

• Expected Critical Path Length (ECPL). This is the expected number of state transi-

tions on the longest transition path of an FSM execution.

• Degree of Parallelism (DoP). This is the number of processing units that can be

effectively used by an FSM execution.

For example, in a sequential execution, an FSM proceeds on a single transition

path. Hence, ECPL(seq) = L, where L is the input length. As only one processing unit is
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used for all the transitions, we have DoP (seq) = 1. Since state convergence is used by recent

work [138, 83] for its large efficiency boost, we assume that it is applied in our discussion.

Without loss of generality, we also assume that the input is partitioned into two segments

at a coarse-grained level and the following analysis is on the second segment.

To analyze the effects of state convergence, we introduce two concepts: convergence

length and convergence matrix.

Definition 1 Given an input string I and two different starting states si and sj. The

convergence length between si and sj on I is the least number of transitions for each of

them to take in order to transition to the same state, denoted as LI(si, sj). If by end of I,

they end at different states, set LI(si, sj) =∞.

Consider the example in Figure 2.1, we have LI(A,D) = 3. Based on this, we

define convergence matrix as follows.

Definition 2 Given an FSM with n states, the convergence matrix over an input I is an

n×n matrix, where each element is the convergence length between states si and sj on input

I (i.e., LI(si, sj)), denoted as ML.

ML=



LI(s1, s1) L
I(s1, s2) . . . L

I(s1, sn)

LI(s2, s1) L
I(s2, s2) . . . L

I(s2, sn)

...
...

. . .
...

LI(sn, s1)L
I(sn, s2) . . . L

I(sn, sn)


(2.1)
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ML has some properties: (i) It is symmetric as LI(si, sj) = LI(sj , si); (ii) LI(si, si)

= 0; (iii) If LI(si, sj) = l1, l1 ≤ ‖I‖ and LI(sj , sk) = l2, l2 ≤ ‖I‖, then LI(si, sk) =

max{l1, l2}, where ‖·‖ means the length or number of transitions.

Convergence matrix embodies information about how states converge at each step

during an FSM execution, it hence can help us reason about the reprocessing cost for P2

and P3.

In P1, each state starts its own transition path (denoted as Path(si)). Once a path

finds that it converges with another path, one of the two paths would be killed (stopped),

the other one would be kept live. Hence, the length of Path(si) is the shortest convergence

length between si and any other states, supposing that si converges with at least one of

other states. Otherwise, its length would equal to the length of the input. Formally, we

have

‖Path(si)‖ = min{LI(si, S − {si}), ‖I‖} (2.2)

where si converges with S − {si} when si converges with at least one state from S − {si}.

Correspondingly, LI(si, S − {si}) = min{LI(si, sj)|sj ∈ S − {si}}.

By definition, it is possible that ‖Path(si)‖ < ‖I‖ for every si. To finish the whole

input, one of the transition paths Path(si), si ∈ S, has to continue ‖I‖ - max1≤i≤n{‖Path(si)‖}

transitions. Hence, the ECPL of P1 is simply the input length.

Lemma 3 Given an input I, the ECPL of P1 is

ECPL(P1) = ‖I‖ (2.3)

On the other hand, the DoP of P1 may vary as the FSM executes depending on

state convergence. Starting from all states S, when the number of live paths at the j-th
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input symbol, live(S, j), exceeds the number of processing units, PU , the DoP equals to

PU ; Otherwise, the DoP drops to live(S, j).

DoP (P1) = min{live(S, j), PU}, where 1 ≤ j ≤ ‖I‖ (2.4)

In P2, suppose K states, denoted as SK , are selected as the prediction. Since the

selection does not change the path length of any state, if SK covers the correct state, then

ECPL equals to the input length. Otherwise, it needs to reprocess the input until the

correct state converges with one of selected K states. The reprocessing length is

‖redo‖ = min{LI(si, s
∗)|si ∈ SK , s∗ is the true state} (2.5)

Assuming that the reprocessing in P2 runs sequentially, we have Lemma 4 holds

for P2.

Lemma 4 Given an input I, the ECPL of P2 is

ECPL(P2) = ‖I‖+ (1− Pk) · ‖redo‖ (2.6)

where Pk is the probability that SK covers the true state s∗.

Before reprocessing, the DoP of P2 is similar to P1; During reprocessing, the

DoP (P2) drops to one.

DoP (P2) =


min{live(Sk, j), PU} 1 ≤ j ≤ ‖I‖

1 redo

(2.7)

In P3, the input segment is further cut into PU finer-grained chunks, each of them

is processed with a predicted starting state ŝi, 1 < i ≤ PU . Suppose the probability of each
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predicted starting state is p(ŝi) and the corresponding reprocessing length is redo(ŝi), then

the expected amount of reprocessing is

∥∥redo∥∥ =
PU∑
i=2

(1− p(ŝi)) · ‖redo(ŝi)‖ (2.8)

Note that the reprocessing of different chunks runs sequentially, since the correct-

ness validation of chunk i depends on the validation of chunk i − 1. This is also true at

coarse-grained level. Hence, the expected reprocessing length for the whole input should

include the reprocessing at both coarse-grained and fine-grained levels, that is, replacing

PU in Equation 8 with PU · (T − 1), where T is the number of threads at coarse-grained

level.

Putting them together, we have Lemma 5 for P3.

Lemma 5 Given an input I, the ECPL of P3 is

ECPL(P3) = ‖I‖ /PU +
∥∥redo∥∥ (2.9)

According to Lemma 3, any misspeculation has the potential to lengthen the crit-

ical path, compromising the benefits of speculative parallelization. In the worst case, when

all prediction fails, ECPL(P3) would equal to the input length, the same as a sequential

execution.

As each processing unit processes a different input chunk, no state convergence

would happen. Hence, the DoP of P3 equals to PU before reprocessing and drops to one

during reprocessing.

DoP (P3) =


PU 1 ≤ j ≤ ‖I‖

1 redo

(2.10)
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Discussion. Based on the above analysis, we compare the three types of parallelism in

terms of both ECPL and DoP .

First, ECPL captures the expected execution length. For P1 and P2, since enu-

merating all states or a set of states do not shorten the critical path, ECPL(P1) and

ECPL(P2) at least equals to the segment length. In comparison, by cutting the segment

into finer-grained chunks, P3 have the chances to further shorten the critical path length.

However, due to the dependence in reprocessing, the ECPL of P3 could be as long as the

whole input length, which happens when all prediction fails.

Second, DoP captures the utilization of fine-grained hardware parallelism. DoP (P1)

and DoP (P2) start dropping when the number of live paths goes below the number of

processing units PU . In another word, some of the processing units become idle. Unfortu-

nately, DoP (P3) cannot guarantee full utilization all the time neither, due to possibility of

sequential reprocessing.

Overall, the efficiency of a type of parallelism depends on the properties of FSMs

and hardware architecture (e.g., PU). In this chapter, we choose P3, mainly based on

our observation that the reprocessing lengths are usually short thanks to the quick state

convergence. This has two positive consequences. First, it ensures that ECPL(P3) is

usually much shorter than segment length (see Section 2.5). Second, it guarantees high

hardware utilization by keeping DoP (P3) mostly as high as PU .
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2.4 MicroSpec

Guided by the analysis in Section 2.3, we design and implement MicroSpec, a

library that leverages multi-level speculation to maximize the efficiency of parallel FSM

execution on modern processors. We first describes its major techniques, then introduces

an optimization to facilitate its use.

2.4.1 Overview

At high-level, MicroSpec consists of four speculation-centric parallelization tech-

niques (denoted as S1 - S4) plus a speculation-oriented data transformation. The paralleliza-

tion techniques are able to expose fine-grained speculative parallelism to FSM computations

while the data transformation automatically re-layouts the input for better locality.

Predicting Starting States. Since starting states prediction is not the focus of this chapter,

we simply choose a relatively straightforward prediction, named simple lookback, which has

been used by prior work [138, 12].

Basically, it starts from the suffix of a prior segment with a random state, then uses

its ending state after processing the suffix as the predicted starting state. More advanced

predictions can be ported to MicroSpec. However, there will be a tradeoff between accuracy

and overhead, which remains to be investigated. In the following, we elaborate these four

major techniques and the optimization in details.
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2.4.2 Techniques

In multi-level speculation, each level follows a speculative parallelization scheme

that is similar to the one in Algorithm 1. The key differences lie in the implementations.

In the following, we consider two cases: two-level speculation and three-level speculation.

For the first level, that is, the coarse-grained level, we simply follow the coarse-grained

speculative parallelization in Algorithm 1. For the second and third levels, we mainly

focus on ILP and SIMD parallelism, both of which are common features owned by modern

processors. As the first level is given in Section 2.2, in the following, we only show the

algorithms in the second and third levels. Next, we first present two two-level speculations,

followed by two three-level ones.

S1: Speculative SIMD Gather

We first consider SIMD parallelism only for the second-level speculation. Algo-

rithm 2 shows the pseudo-code of this approach. As this approach mainly relies on SIMD

operation gather, we refer to it as Speculative Gather.

Algorithm 2 Speculative SIMD Gather

1: π = fine grained partition(W );

2: S = predictInitStates(π);

3: for (i=0; i < Lseg/W , i++) do

4: I = readInputVec(i);

5: F = S × Nsym + I;

6: S = gather(T , F );

7: end
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Basically, given an input segment of length Lseg from the first-level speculation,

speculative gather partitions it based on the SIMD width W (e.g., W = 8 for 256-bit integer

operations) (Line 1). Then, it predicts the starting states for the W smaller segments with

simple lookback (Line 2). Since there are no dependences among predictions, they can be

vectorized with SIMD operations as well.

With the predicted starting states, stored in a vector S, it goes through W smaller

segments in parallel with SIMD operations, as shown through Lines 3 to 6 in Algorithm 2.

The readInputVec() can be implemented either in SIMD operation or a sequence of non-

SIMD read operations. To find next states, it accesses the transition table T , which is stored

in a state-major one-dimensional array. This is finished in two steps. First, it calculates

the address of next states and stores them in the offset vector F . Then it leverages a single

gather operation to load W next states to vector S.

To illustrate the functionality of gather, consider the running example. Suppose

the SIMD width W = 8, current state vector S = [D, C, A, C, F, A, E, B] (i.e., [3, 2, 0, 2,

5, 0, 4, 1]), input vector I = [1, 0, 0, 1, 1, 0, 1, 0], then offset vector F = S × 2 + I = [7, 6,

0, 5, 11, 0, 9, 2]. The next state vector would be S = gather(base, F ) = [A, B, E, D, A, E,

F, B].

S2: Speculative Unrolling

Alternatively, we can also consider unrolling for the second-level speculation. Unrolling is

one of the major ways to expose ILP. However exposing such low-level parallelism is not

straightforward. In fact, by default, due to the tight dependences across state transitions,

unrolling does not provide any benefits. As shown in Figure 2.2, the performance of after
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unrolling is almost the same as the default version. This is mainly because the state tran-

sition dependences turn into instruction dependences, making most unrolled instructions

incapable of executing in parallel.

To overcome the above difficulty, we apply the idea of speculation to unrolling,

aiming to break the most dependences among the unrolled instructions. We refer to it as

Speculative Unrolling, illustrated by Algorithm 3.

Algorithm 3 Speculative Unrolling

1: π = fine grained partition(R);

2: s[0 · · ·R− 1] = predictInitStates(π);

3: B = Lseg/R;

4: for (i=0; i < B, i++) do

5: c[0] = readInput(i);

6: s[0] = T[s[0]][c[0]];

7: c[1] = readInput(i+B);

8: s[1] = T[s[1]][c[0]];

9: · · · · · ·

10: c[R-1] = readInput(i+B ∗ (R− 1));

11: s[R-1] = T[s[R-1]][c[R-1]];

12: end

The basic idea of speculative unrolling is as follows. At first, it takes a coarse-

grained input segment and partitions it into finer-grained segments according to the un-

rolling factor, R. Then it predicts the starting state for each fine-grained segment. So far, it

is the same as S1, speculative SIMD gather. The difference is in the next. Instead of using
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Figure 2.2: Performance of Naive Unrolling

some SIMD operations, it unrolls the loop body R times, with a goal to bring in artificial

ILPs. Note that, with starting state prediction, the unrolled loop iterations do not have

any dependences, hence, can be executed in parallel and optimized by microprocessors.

A key question in speculative unrolling is the selection of unrolling factor R. If

choosing R too high, it takes more risks of bringing in misspeculated segments; If choosing

R too low, it may not fully utilize the potential of ILPs in microprocessors. In Section 2.5,

we will examine this with experiments.

Discussion. Note that both of the above approaches rely on speculation to expose fine-

grained parallelism. The former exposes SIMD parallelism while the latter exposes ILP.

They are essentially orthogonal, hence, might be combined to expose even richer paral-

lelism, the third-level speculative parallelism, pushing the utilization of microprocessor to

the extreme. Depending on the order that they are combined, we refer to the combined

approaches as Speculative SIMD Gather+ and Speculative Unrolling+, respectively. We

elaborate them next, namely, S3 and S4.
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S3: Speculative SIMD Gather+

Intuitively, this approach applies speculative unrolling to speculative SIMD gather. This

essentially requires more speculation, in particular, W ×R times of speculation for a coarse-

grained input segment, where W is the SIMD width and R is the unrolling factor. Algo-

rithm 4 describes this approach. Basically, the loop body in Algorithm 2 is unrolled R times

as that in Algorithm 3. Note that the number of loop iterations drops to Lseg/W/R.

Similarly to speculative unrolling, it also needs to select the loop unrolling factor

R. An interesting question is whether it has a smaller optimal R comparing to that of

speculative unrolling. We show our findings to this question in Section 2.5.

S4: Speculative Unrolling+

Different from S3, speculative unrolling+ first applies speculative unrolling to the second

level of speculation, then applies speculative gather to the third level. The pseudo-code of

this approach is illustrated as in Algorithm 5. Each for-loop corresponds to the unrolling

as in S2. Within each for-loop, a segment is further partitioned into W segments to initiate

speculative gather. Similarly to S3, S4 also aims to realize the maximal utilization of the

processing power by aggressively increasing the amount of speculation.

In sum, S1 and S2 are based on two-level speculation, while S3 and S4 are based

on three-level speculation. The total number of partitions increases from W and R in the

former cases to W ×R in the latter cases.
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Algorithm 4 Speculative SIMD Gather+

1: π = fine grained partition(W ×R);

2: S[0 · · ·R− 1] = predictInitStates(π);

3: B = Lseg/W/R;

4: for (i=0; i < B, i++) do

5: I[0] = readInputVec(i);

6: F [0] = S[0] × Nsym + I[0];

7: S[0] = gather(T , F [0]);

8: I[1] = readInputVec(i+B);

9: F [1] = S[1] × Nsym + I[1];

10: S[1] = gather(T , F [1]);

11: · · · · · ·

12: I[R− 1] = readInputVec(i+B ∗ (R− 1));

13: F [R− 1] = S[R− 1] × Nsym + I[R− 1];

14: S[R− 1] = gather(T , F [R− 1]);

15: end

2.4.3 Optimization

For coarse-grained speculative parallelization, the input is partitioned evenly into

coarse-grained segments based on the number of cores. Each thread sequentially accesses its

own segment which is stored in a piece of continuous memory (since inputs are arrays). In

this case, the locality is ideal. However, when multi-level speculation is used, the accessing

pattern is not sequential any more, instead, it becomes stride-based. Even worse, the width

of stride is typically large (i.e., the length of a fine-grained segment). This non-coalesced

memory accessing pattern could drag the performance benefits down.
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Algorithm 5 Speculative Unrolling+

1: π = fine grained partition(W × R);

2: S[0 . . . R− 1] = predictInitStates(π);

3: B = Lseg/R ;

4: for (i=0; i < B/W ; i++) do

5: I[0] = readInputVec(i);

6: F [0] = S[0] × Nsym + I[0];

7: S[0] = gather(T , F [0]);

8: end

9: for (i=B; i < B +B/W ; i++) do

10: I[1] = readInputVec(i);

11: F [1] = S[1] × Nsym + I[1];

12: S[1] = gather(T , F [1]);

13: end

14: . . . . . .

15: for (i=B ∗ (R− 1); i < B ∗ (R− 1) +B/W ; i++) do

16: I[R− 1] = readInputVec(i);

17: F [R− 1] = S[R− 1] × Nsym + I[R− 1];

18: S[R− 1] = gather(T , F [R− 1]);

19: end

To overcome this, we propose a speculation-oriented data transformation that re-

layouts the data according to the accessing pattern in multi-level speculation scheme to

minimize the memory accessing delays. Basically, it transforms the big stride-based access-

ing to simple sequential accessing. It does this by moving each group of stride-based accessed
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for (i = 0; i < B; i++) /* before transformation */
{  I = (in[i],in[i+B],in[i+2B],in[i+3B]);

     …
} 

for (i = 0; i < Lseg; i = i + W) /* after trans. */
{  I = (in[i],in[i+1],in[i+2],in[i+3]);

     …
} 

Figure 2.3: Spec.-Oriented Data Transformation

data next to each other, as shown in Figure 2.3. Consider S1, speculative SIMD gather 3.

Suppose the SIMD width W = 4, a coarse-grained input segment with length of Lseg is

further partitioned into four fine-grained segments, each with a length of B = Lseg/W . To

get an input vector I (as in Algorithm 2), the original memory accessing has a stride width

of B. After the data transformation, the memory accessing becomes strictly sequential.

Speculation-oriented data transformation can either work offline (pre-layout) or

online (on-the-fly re-layout). In many scenarios, the whole dataset is available and stable

and different FSMs are executed over the same dataset many times. A typical example

is biological sequence analysis, which may search different patterns on the same sequence

database multiple times. Though the database may be updated sometimes, it is expected

that updating rate is much lower than accessing rate. For scenarios like this, it is reasonable

to do offline data transformation as the cost of data transformation will be amortized across

different FSM executions.

3Similar analysis is applicable to other three fine-grained speculation techniques in MicroSpec.
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2.4.4 Implementation

We prototyped MicroSpec as a C library using Pthread and Intel’s AVX2 instruction

set. The library provides a uniform interface to various FSMs through a set of APIs, which

implement both the four speculative parallelization methods and the data transformation.

The major arguments to the APIs include the FSM FSM* and input char*. Other parameters

such as the number of threads are automatically configured. In terms of FSM formats, it

supports both transition table and dot file (a graphical FSM representation). It can also

take regular expressions as arguments with the help of some off-the-shelf regular expression

processors.

The compilation of MicroSpec depends on the use of the APIs. Since S1 does

not include any SIMD instructions, it can be compiled even on machines without AVX2

using standard C compilers, such as GCC or ICC. In comparison, the implementations of

S2-S4 use mm256 i32gather epi32 instruction from AVX2, hence need to be compiled on

recent Intel microarchitectures, such as Haswell and its successors. We implement the data

transformation in two versions: an API call that can be invoked by S1-S4 at runtime and

a standalone tool that runs the transformation offline.

2.5 Evaluation

In this section, we evaluate the effectiveness of MicroSpec using a set of real-

world FSM applications that are manually collected from different domains, including motif

searching in Bioinformatics, rule matching in NIDS, and Huffman decoding in data decom-

pression, among others.
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2.5.1 Methodology

The evaluation of MicroSpec includes all four speculation-based fine-grained par-

allelization techniques as well as the speculation-oriented data transformation. Table 2.1

summarizes them and lists their abbreviation used in the evaluation.

Table 2.1: MicroSpec Framework

Techniques in MicroSpec Abbreviation

S1: Speculative SIMD Gather SpecGather
S2: Speculative Unrolling SpecUnroll
S3: Speculative SIMD Gather+ SpecGather+
S4: Speculative Unrolling+ SpecUnroll+

Spec.-Oriented Data Trans. SpecTrans

We compare MicroSpec with prior techniques, the coarse-grained speculative par-

allelization [138] and parallel prefix-sum [83], including both state convergence and range

coalescing optimizations. For convenience, we refer to them as coarseSpec and prefixSum,

respectively. Our implementations are based on our best understanding of their papers.

Our major experiments run on a quad-core machine equipped with Intel 2.8GHz

Xeon E5-1603 v3 processor with AVX2. The machine runs CentOS Linux 7.2.1511 and

has GCC 4.8.5. For comparison, we also tested a machine without AVX2 supports. It is a

quad-core machine equipped with Intel 3GHz Xeon CPU E5-1607 v2 processor with SSE

4.2. It runs Ubuntu 14.04.4 LTS and has GCC 4.9.3. All programs are compiled with “-O3”

optimization flag. The timing results reported are the average of 10 repetitive runs with

all runtime cost included. We do not report 95% confidence interval of the average when

the variation is not significant. In fact, we found that the measurements are usually stable

since FSM executions involve a large amount of repetitive but similar computations.
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2.5.2 Benchmarks

The benchmarks are selected to cover a wide range of FSM applications with

different levels of complexities. We first elaborate them by groups, then summarize their

statistics.

Biological Sequence Analysis. Pattern searching is a basic way to analyze biological

sequences, such as DNA sequences or protein sequences. For example, a DNA motif is a

short pattern of nucleic acid, while a protein motif is a pattern of amino acids. Usually, pro-

tein patterns are represented as regular expressions. Table 2.2 lists three protein patterns

randomly selected from a widely used protein database PROSITE [34]. In Table 2.2, [·]

means alternative symbols and ‘x’ means any symbol; while (·) is the number of repetition.

For DNA motifs, they are more commonly represented with Hamming distances. In our

benchmarks, dna1 is a DNA motif ATCGGTCC(8,3), which means three of the eight pre-

ceding symbols can be different as specified. Similarly, dna2 and dna3 are two other DNA

motifs TCGAGGACCA(10,4) and AGGGTAAA(8,1), respectively. We converted the above pro-

tein and DNA motifs to FSMs using standard regular expression transformation algorithms.

Table 2.2: Protein Motifs

Bench Description and Regular Expression

protn1 IQ calmodulin-binding motif.
[FILV]Qx(3)[RK]Gx(3)[RK]x(2)[FILVWY]

protn2 Hemopexin domain signature.
[LIFAT]ILx(2)Wx(2,3)[PE]xVF[LIVMFY][DENQS][STA][AV][LIVMFY]

protn3 P-type ’Trefoil’ domain signature.
[KRH]x(2)Cx[FYPSTV]x(3,4)[ST]x(3)Cx(4)CC[FYWH]
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Intrusion Detection Rule Matching. Network Intrusion Detection Systems (NIDSs)

use regular expressions (called signatures) to detect malicious activities on the internet

traffic. Among various NIDSs, Snort [108] is arguably the most widely used open source

NIDS. It has a rich body of signatures/rules, most of them have a pcre field, where a

Perl-compatible regular expression is used to specify the pattern interested.

In our evaluation, we randomly chose a set of 15 PCRE patterns from 15 signatures

in Snort version 2.9.8.0 as our benchmarks. They are then randomly put into 5 groups,

each with 3 patterns. We created the 6th group by putting all the 15 PCRE patterns

together. Each group then is compiled to a single FSM using off-of-shelf PCRE to FSM

tools. Table 2.3 lists the 6 groups with their PCRE patterns. The inputs to the Snort FSMs

are network traffic trace collected from a Linux server and a laptop via tcpdump.

Table 2.3: Snort Rules.

Bench Description and Regular Expression

snort1 (\xff{32})|([0-9A-F]{22})|(Color|Motion)
snort2 (\xFF\x41)|(Start)|(\/999)
snort3 (admin|axis2)|(\x3d?\x3d\r\n)|([rs]{4})
snort4 (\x2F\d{10})|(L\d\d\x00)|(POST\s)
snort5 (asp\x5C)|(2x\/.*php)|(htr\x5C)
snort6 snort1 | snort2 | snort3 | snort4 | snort5

Mixed FSM benchmarks. This group contains a mixed set of FSM benchmarks, including

Huffman decoding, mathematical testing and a couple of searching patterns.

For its optimality, Huffman algorithm has been widely used for encoding and

decoding digital data (e.g., text, JPEG and MPEG). During the decoding stage, an FSM is

employed to automate the decoding process. Basically, a Huffman decoding FSM contains a

set of accept states, each of them corresponding to a code. It runs over an encoded (binary)
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file. Each time it reaches an accept state, a code is recognized. Note that this chapter

targets the decoding phase, as the encoding phase is embarrassingly parallel [53].

Our Huffman FSM benchmark huff is built based on a collection of e-books down-

loaded from Project Gutenberg (as of Dec 15th, 2015). To make the decoding FSM more

applicable, we created a single Huffman tree and a single decoding FSM that are capable

of encoding any text files with ASCII symbols and decoding them, respectively. Since ex-

tended ASCII contains 256 symbols, there are 256 accept states (i.e., leaf nodes of Huffman

tree). Together with 255 non-accept states, huff consists of 511 states. The inputs to huff

are binary files that encode a large collection of e-books.

Mathematical testing benchmarks include div and evenodd. The former tests if a

binary sequence is divisible by seven while the latter tests if a text file of {a, b, c, d} satisfies

that |a|+ |b| is even and |c|+ |d| is odd, where | · | means the number of appearances in the

file.

We also include two searching patterns that are more challenging to speculate,

namely, commadot and likeapple. Their patterns are ((.+, .+n.){4}|(.+n, ){4}|(.+n.){4}){3}

and (. ∗ l. ∗ i. ∗ k. ∗ e){6} | (. ∗ .a. ∗ .p. ∗ .p. ∗ .l. ∗ .e){5}.

Table 2.4 summarizes the benchmarks used in our evaluation, including the total

number of states, the number of accept states, state visiting frequency range and the state

range after range coalescing optimization [83].
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Table 2.4: Summary of FSM Benchmarks.

Bench #States #Accept FRange CRange

dna1 371 76 0 - 3.6% 133
dna2 2871 583 0 - 2.1% 953
dna3 40 5 0 - 32.9% 15
protn1 69 6 0 - 73.4% 31
protn2 281 14 0 - 24.7% 99
protn3 832 48 0 - 61.9% 509

snort1 86 4 0 - 56.0% 32
snort2 10 1 0 - 99.4% 4
snort3 15 2 0 - 91.3% 5
snort4 19 1 0 - 98.7% 13
snort5 20 3 0 - 91.3% 5
snort6 299 22 0 - 44.7% 72

huff 511 256 0 - 11.3% 255
div 7 1 14.28% 7
evenodd 4 1 25% 4
commadot 130 7 0 - 97.1% 81
likeapple 495 1 0 - 88.3% 494

2.5.3 Results

Unrolling Factor. Since the selection of the unrolling factor R may affect the performance

of MicroSpec, we first discuss it. Table 2.5 shows the execution time of dna4 on a small

testing input using different unrolling factor values. The results answer the question in

Section 2.4.2 – the best R varies across methods, 6 or 8 for SpecUnroll, 2 for SpecGather+

and SpecUnroll+. This implies that the ILP for SIMD operations is less effective than the

one for non-SIMD operations. Since we found that the best Rs are stable across different

benchmarks, we empirically set R = 8 for SpecUnroll and R = 2 for SpecGather+ and

SpecUnroll+ in the following.

Group A: Motif Searching. Figure 2.4 shows the performance results for motif searching

benchmark group. Overall, the performance of four speculation-based methods in MicroSpec
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Table 2.5: Unrolling Factor Selection

exec. time(ms) unrolling factor

method 1 2 4 6 8

SpecUnroll 397.3 199 100.7 73.3 75.6
SpecGather+ 145.6 97.6 188 484.1 251.7
SpecUnroll+ 147.9 94.6 129.7 299.6 210
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Figure 2.4: Speedups for Biological Benchmarks

outperform previous two methods substantially, achieving about 14X speedups among all

six benchmarks.

More specifically, specUnroll yields the best speedups among all tested methods.

This implies that even though modern processors come with highly optimized ILP, they

can be barely utilized by the default version. specGather yields about 8X speedup on

average, also exceeding prior methods. It demonstrates the benefits of utilizing gather

intrinsic from Intel AVX2 for FSM computations. However, on the other hand, it barely

reaches around 60% performance of specUnroll, which indicates that the limitation of current
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gather compromises the speculation benefits. Methods specGather+ and specUnroll+, yield

similar speedups, higher than specGather but lower than specUnroll.

Note that prefixSum yields inconsistent speedups across different benchmarks. The

reason is that its performance depends on the properties of FSMs. For FSMs with fast con-

vergence length and less number of states, it tends to perform much better. For example, it

gets about 7X speedup on benchmark dna3, which has only 40 states. These states converge

quickly to a single state within 50 transitions. In comparison coarseSpec shows consist but

limited speedups due to its unawareness of fine-grained parallelism.

Group B: Snort Rules Matching. Figure 2.5 shows the performance results for Snort

rules benchmarks. In general, the results are similar to those in the first group. The main

differences come from prefixSum, which achieves the best speedups for two benchmarks

snort2 and snort3. The reason is that both benchmarks have less than 16 states, smaller

than the maximal number of states that a single SIMD shuffle ( mm shuffle epi8) can han-

dle. This means it only needs a single shuffle instruction for each transition. Hence, this

shows the optimal speedup of prefixSum. Comparing with specGather, this also validates

that shuffle is much more efficient than gather on current processors.

Group C: Mixed FSM benchmarks. Figure 2.6 shows the performance results of the

last benchmark group, which are mixed with Huffman decoding (huff) and some hard-to-

speculate FSM benchmarks div, evenodd, commadot, and likeapple. After range coalescing,

huff has a state range of 255. Though it can be executed by prefixSum using a mix of
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Figure 2.5: Speedups for Snort Benchmarks

shuffle and blend operations, it hardly gets any benefits due to the large number of

SIMD operations involved. In comparison, the four methods from MicroSpec show similar

speedups on huff as those in the previous two groups.

The other four benchmarks in this group are more difficult to speculate due to their

special structures. For div and evenodd, no states converge no matter what input sequences

they are given. In this case, MicroSpec either shows limited improvement, about 2X speedup

on evenodd or even performance degradation, about 10% slowdown on div. In comparison,

prefixSum reaches 1.39X and 14X speedups, respectively, thanks to its speculation-free

property and the small number of states in these two benchmarks (7 and 4). The other

two benchmarks, commadot and likeapple, have relatively large number of states, mean-

while most states take long distances to converge (often exceeding 10K transitions). In this

situation, MicroSpec gets about 8-9X speedup on average. Note that specUnroll+ and spec-

Gather+ all get similar or better performance than their counterparts, demonstrating the
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Figure 2.6: Speedups for Mixed FSM Benchmarks

potential of combining SIMD gather and with speculation unrolling. In comparison, prefix-

Sum could not get any speedups due to a large number of states in these two benchmarks

(130 and 495).

Optimization specTrans. Table 2.6 shows the cost of specTrans optimization. In fact,

the cost is quite comparable to the FSM execution time, about 1/3 of the sequential FSM

execution time for input size of 100MB. Hence, it is recommended to used only offline,

where the same datasets are reused across different FSM executions, such as different motif

queries to the same DNA or protein sequence database. Figure 2.7 shows the improvements

of specTrans optimization. On average, it brings about 8.5% extra speedup.

Comparison on Different Architectures. Finally, we also tested MicroSpec on an archi-

tecture without SIMD gather. In this case, only S2, specUnroll is experimented. Figure ??
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Table 2.6: Cost of specTrans (ms)

num. of chunks

input size 2 4 8 16

10MB 15 13 13 12
100MB 122 105 93 99
1GB 63K 63K 83K 64K
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Figure 2.7: Performance Improvements of specTrans

summarizes the results. Haswell has AVX2, which supports an 8-way integer SIMD gather

( mm256 i32gather epi32). In comparison, Sandy Bridge EP only comes with an earlier

version of instruction set AVX. Overall, the performance on Sandy Bridge EP is slightly

less than Haswell; but both follow a similar pattern. This demonstrates the potential of

MicroSpec in a larger scope, across different architectures.
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2.6 Summary

This chapter provides a rigorous analysis among three types of parallelism that

can be exposed at fine-grained levels for FSM computations. It deepens the understand-

ing to the efficiency of different FSM parallelization schemes. Guided by the analysis, it

presents MicroSpec, a set of speculation-centric parallelization techniques that expose fine-

grained speculative parallelism into FSM computations, along with a data transformation

optimization. MicroSpec extends the available parallelism in FSM computations to a new

level. Experiments show that MicroSpec outperforms the state-of-the-art by up to a factor

of four, demonstrating the benefits of fine-grained speculative parallelism.
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Chapter 3

Scalability-Sensitive Speculative

Parallelization for FSM

Computations

3.1 Introduction

Scalability is fundamental to the high-performance applications. An accurate scal-

ability analysis not only helps realize the optimal performance, but also avoid unnecessary

use of additional computing resources. In this chapter, we aim to provide an accurate

scalability analysis for the speculative parallelization of finite state machine (FSM) compu-

tations.

For the fundamental role of FSMs in many performance-critical applications, it is

anticipated that emerging architectures will feature hardware supports for FSM computa-
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tions, including accelerators such as automata processor [32]. However, due to the tight

dependences among state transitions, FSM computations are extremely difficult to paral-

lelize. As shown in the code snippet below, at each transition, the current state state not

only depends on the input symbol c but also the prior state prior. Such dependences es-

sentially form a dependence chain, inherently prevent any FSM computations from running

in parallel.

prior = init;

while c!=EOF do {

c = read();

state = trans(prior, c); // dependence

φ(state, c); // action at a state

prior = state;

}

State of the Art. To overcome the dependences, existing methods often rely on speculative

parallelization [97, 138, 83]. Basically, they first partition the input sequence evenly into

Ncore chunks where Ncore is the number of available cores, then process the chunks in

parallel, each with a predicted starting state, except the first chunk. In the case where

a prediction fails, they need to reprocess the wrong part to ensure the correctness (more

details in Section 3.2). This strategy has shown promise on small-scale multicore processors

(up to eight cores). However, it is still poorly understood how well it can scale to larger
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Figure 3.1: Suboptimal Speedup of Existing Methods [138] on Larger-scale Platforms (256-
core Xeon Phi).

parallel platforms with tens of or even hundreds of processing cores 1 (such as Xeon Phi

processors).

In particular, is it always the best practice to use all available cores (i.e., Ncore)

to achieve the best performance? If not, what is the optimal number of cores to employ to

maximize the benefits of speculative FSM parallelization?

Without answering these questions, existing methods may not only suffer from

suboptimal performance, but also waste precious computing resources that would be oth-

erwise used for other computations. As illustrated by Figure 3.1, when executed on a

Xeon Phi processor with 256 logical cores, existing methods [138, 137] result in suboptimal

speedup on two FSM benchmarks, up to nearly 5X performance degradation, comparing

to the optimal ones. It is also important to note that the optimal number of cores varies

across different FSMs.

Unlike prior work that focus on either designing sophisticated speculation tech-

niques [138] or reducing the cost of profiling [137], this chapter aims to achieve the optimal

1By default, this chapter refers to logical cores as cores, unless noted otherwise.
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performance gain for speculative parallelization of FSM computations by offering an accu-

rate scalability analysis.

However, accurately analyzing the scalability for speculative FSM parallelization

is challenging for four-fold reasons. First, by nature, speculative parallelization is non-

deterministic. Its overall performance highly depends on the accuracy of the speculation.

Second, when a speculation fails (misspeculation), it is required to reprocess the incorrect

part. But the processing cost may vary across different chunks, depending on the conver-

gence. Consequently, the total cost of misspeculation correlates with the number of cores

non- linearly, making existing models fail to capture its scalability. Finally, the actual scala-

bilities of FSM computations are also constrained by the machines where they are executed

via resource contention and relative execution speed.

To address the above complexities, this work introduces a series of scalability

models for speculative FSM parallelization. The models integrate a probabilistic analysis

to capture the non-deterministic behaviors of speculation and an offline sample-based con-

ditional regression (SCR) technique to characterize the cost variation of misspeculation.

Unlike existing FSM characterization [138, 137] that requires to profile the convergence

property for every pair of states, SCR only profiles state pairs that are more likely to ap-

pear in the actual speculative execution. Based on the probabilistic models and SCR, this

work designs both architecture-independent scalability analysis and architecture-aware scal-

ability analysis. The former analyzes the scalability solely based on the design of speculative

parallelization and the properties of an FSM. It guides the designers to tune speculative

parallelization scheme and helps developers compare the scalabilities of various FSMs. In
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comparison, the latter further characterizes the architecture factors that may affect the

actual scalability, making the scalability analysis practical in real- world computing envi-

ronments.

To effectively leverage the above scalability analyses, this chapter develops S3 – a

scalability-sensitive speculative parallelization framework for FSM computations. At high

level, S3 works in three steps: (1) it first characterizes the FSM’s properties and measures

the architectural factors of the machine; (2) With the measurements, S3 next automatically

reasons about the scalability and infers the optimal number of cores n∗ to use; (3) Finally,

it feeds n∗ into the speculative parallelization to maximize its performance gain.

Experiments on a set of real-world FSM benchmarks demonstrate the accuracies

of the proposed models and show that S3 can boost the performance of existing techniques

up to 5X, with significant energy savings in most cases (up to 77%).

3.2 Motivation

In this section, we first illustrate the basic approach of speculative parallelization

used by existing work for FSM computations, then point out the suboptimality of perfor-

mance in existing solutions due to their unawareness of scalability, hence the necessity to

enable scalability-sensitive speculative parallelization.

Speculative Parallelization. To address the tight dependence among state transitions in

FSM computations, existing solutions often rely on speculative parallelization techniques,

which is based on a predict-validate-reprocess strategy. Next, we describe the high-level

ideas of speculative FSM parallelization, which consists of three major phases.
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Figure 3.2: Projected Scalability v.s. Actual Scalability

1. Partition: Divide the input sequence into equal-sized chunks according to the total

number of CPU cores Ncore.

2. Predict & Process: For each chunk i, predict its starting state sipred and assign a

thread to process 2.

3. Validate & Reprocess: Once every thread has finished its chunk, check if the

predicted state equals to the true state (i.e., sitrue = sipred) one by one. If a prediction

fails, reprocess its corresponding chunk before validating the next starting state. Note

that the reprocessing may stop earlier when states sitrue and sipred both transition to

the same state (known as state convergence, see Section 3.4.1).

According to the first phase, the basic speculative parallelization approach assumes

that it can scale up to the total number of CPU cores Ncore. While this might be true

for small-scale multicore processors (e.g., quad/oct-core processors), but may not hold for

larger-scale platforms with tens of or hundreds of CPU cores.

2More details about the design of the prediction can be found in prior work [138, 137].
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Performance Suboptimality. Figure 3.2 shows the speedup curve for an FSM bench-

mark on a Xeon Phi machine with 256 cores. As the blue line shows, the actual speedup

increases linearly at the beginning before reaching about 10 cores, which is confirmed by

prior work [138, 137]. However, the increase becomes non-linear thereafter and even starts

dropping after about 30 cores. Finally, the speedup drops to merely 5.7X when all 256 cores

are used. This result clearly demonstrates that using all available cores may not lead to the

optimal performance.

On the other hand, unlike many parallel applications, the speedup curve of specu-

lative FSM parallelization is difficult to model using the classic Amdahl’s law and its simple

extensions. As Figure 3.2 shows, the speedup curve predicted by Amdahl’s law, with 3%

of serial execution (green line), follows an obviously different trend comparing with actual

speedup curve.

The principle reason to such a discrepancy is due to the inherent complexities

of speculative FSM parallelization. First, during a speculative FSM execution, not only

the parallel part (i.e., Phase 2) depends on the number of cores, but also the sequential

execution part (i.e., Phase 3). In comparison, the serial part in Amdahl’s law, by default,

is assumed to be a constant. Furthermore, the relation between the sequential execution

performance and the number of cores in parallel part is non-linear, due to the variation of

state convergence. The two complexities make existing scalability models fail to faithfully

capture the scalability of this advanced parallelization technique.

To address the challenges and seek for the optimal performance, we propose S3, a

speculative parallelization framework that can automatically characterize the scalability of
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a given FSM and calculates the best configuration to maximize the performance. We next

give an overview of S3 before presenting its details.

3.3 Overview

At high level, S3 includes three layers. From bottom to top, they are characteri-

zation, modeling and guidance, as shown in Figure 3.3. We next briefly present each of the

three layers in order.

Characterization. As both FSM computations and the underlying architecture can affect

the scalability of speculative parallelization, but from completely different perspectives,

it is natural to separate the characterization on two orthogonal dimensions: application

dimension and architecture dimension. Symbolically, we refer to the characterization results

on the application side and architecture side as FSM.properties and Arch.properties,

respectively.

1 On one side,FSMs exhibit dramatically different behaviors when executed spec-

ulatively. Some FSMs are easier to speculate while others may be much more challenging

(such as div in [138]), depending on their transition structures and the characteristics of

their input domains. Furthermore, when a misspeculation happens, the penalty not only

varies across different FSMs, but also varies across different speculatively processed chunks

of the same FSM, depending on how fast the predicted (wrong) state spred converges with

the correct starting state strue. The faster they converge, the less penalty the misspecu-

lation incurs. Prior work [138, 137] introduce a couple of metrics, namely state feasibility

and expected convergence length, to quantify some of the above characteristics. While being

50



FSM Characterization

Scalability-Sensitive Speculative Parallelization

Architecture Effects 1 2

4

Scalability Analysis3

• relative speed

• architecture-independent • architecture-aware

• convergence length • contention

Optimal Performance

Figure 3.3: Overview of S3

useful to tune the design of the predictor, these metrics are inadequate to accurately model

the details of the non-deterministic behaviors of speculation, such as the distribution of

misspeculation penalty across different chunks.

Rather than computing the expected convergence length by averaging the samples,

S3 maintains a short list of raw convergence length samples (typically < 150) for each state

pair. The list of samples encapsulates not only the average convergence length, but also its

distribution, which is the key to accurately model the variation of misspeculation penalty

(Section 3.4.2). To reduce the overhead of characterization, unlike existing methods which

require to profile the convergence property for every pair of states, S3 only profiles the state

pairs that are more likely to appear in actual speculative executions. We will elaborate

FSM characterization and its uses in Section 3.4.

2 On the other side, the characteristics of the architecture also directly affect

the scalability of speculative FSM parallelization in various ways, depending on the specific

design of the architecture. In this chapter, we focus on two main factors that play critical
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roles in the scalability analysis: resource contention and relative execution speed. Resource

contention happens when different threads share the same computing resources, such as

last level cache (LLC) and memory bandwidth. Depending on the design of the architec-

ture and the number of concurrent threads, such contention could vary significantly. Note

that resource contention only happens in the parallel phase of speculative FSM execution.

When moving into the reprocessing phase, only a single thread is left due to dependences,

the contention hence reduces to zero. However, due to the tracking of state convergence,

the execution speed in the reprocessing phase might be slightly slower than the parallel

phase. This difference directly influences the scalability, but may vary across architectures.

Therefore, it is necessary to capture the relative execution speed between the two phases,

in order to precisely quantify the scalability. We will present architecture characterizations

in Section 3.5.1.

Scalability Modeling. In this chapter, the scalability is defined as the capability of spec-

ulative parallelization to scale up to larger amount of computing units (i.e., CPU cores). In

particular, given an FSM with a fixed-size input, the scalability concerns how the execution

time varies with the number of CPU cores used 3.

3 With the characterization results, S3 can automatically reason about the scala-

bility using a series of scalability models that are derived based on the design of speculative

FSM parallelization.

In specific, the models define the speedup of speculative FSM parallelization S as

a non-linear function of the number of cores employed n, along with other parameters, such

3This is commonly referred to as strong scaling.
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as the properties of FSM computations FSM.properties and the architecture properties

Arch.properties 4. Depending on if Arch.properties is considered, the models fall into two

types:

architecture-independent scalability model:

S = f(n, FSM.properties) (3.1)

architecture-aware scalability model:

S = f ′(n, FSM.properties, Arch.properties) (3.2)

where n is the number of cores used in speculative execution, FSM.properties represents

convergence properties of the given FSM, and Arch.properties contains architecture charac-

teristics such as resource contention among threads and relative execution speed of different

FSM operations. The architecture-independent models can be used to compare the scalabil-

ities of different FSMs and guide the design of speculative parallelization; The architecture-

aware models provide more accurate scalability analysis results that are customized for a

specific architecture.

At high level, the modeling breaks down the entire speculative FSM execution

time Tspec into two parts: the parallel processing time Tpara and the sequential reprocessing

time Trepr. Let Tseq be the sequential execution time, then the speedup of speculative

parallelization can be defined as follows:

S =
Tseq
Tspec

=
Tseq

Tpara + Trepr
(3.3)

4Note that some architecture properties, such as resource contention, also depend on the number of cores

used n.
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Unlike the classic Amdahl’s law that assumes a constant ratio for the sequential

part, in Equation 3.3, both the parallel part Tpara and the sequential part Tseq primarily

depend on the number of cores n. Moreover, the relation between Trepr and n follows a non-

linear pattern, making standard scalability models fail to faithfully capture its scalability.

We address the challenges with a novel sample-based conditional regression (SCR) technique.

Different from traditional regression models, SCR conditionally accept convergence length

samples (i.e., FSM.properties) based on the parameters of speculative parallelization. With

such fine-grained customization, SCR can precisely model the above non-linear relation.

We will describe the basic scalability analysis in Section 3.4.2 and the integration

of architecture properties in Section 3.5.2.

Scalability-Sensitive Speculative Parallelization. The goal of S3 is to maximize the

efficiency of speculative parallelization by reasoning about its scalability and discovering

the optimal number of cores to use (i.e., n∗).

4 With the scalability models, this problem can be formalized as the following

discrete optimization problem.

max S

s.t. 1 ≤ n ≤ Ncore

(3.4)

where the number of cores used by speculative FSM parallelization is bounded by the total

number of cores on the machine. When n = 1, the FSM execution becomes sequential.

To solve the optimization problem, depending on the models, S3 either simply

enumerates each configuration and chooses the one with the highest speedup, or directly

computes the optimal configuration from a closed-form expression. By setting n∗ in the
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speculative parallelization, S3 can maximize the benefits of the objective. We refer to this

scheme as scalability-sensitive speculative parallelization.

In sum, the three layers closely depend on each other from top to bottom. They

together enable a new speculative parallelization scheme for FSM computations on larger-

scale parallel platforms. In the following, we elaborate architecture-independent scalability

analysis and architecture-aware scalability analysis, respectively.

3.4 Architecture-Independent Scalability Analysis

This section presents the scalability analysis that does not assume any particular

architecture, but solely based on the properties of the FSM computations and the design of

speculative parallelization.

3.4.1 FSM Characterization

As a basic computation model, FSMs feature many properties. In this work,

we focus on a type of characteristics that has a significant influence on the penalty of

misspeculation – the convergence length.

As mentioned in Section 3.2, when a misspeculation happens, the speculative par-

allelization framework may not have to reprocess the whole chunk, thanks to the fact that

the predicted (wrong) state spred may converge with the actual state strue. The shorter

it takes for them to converge, the less penalty of the misspeculation incurs. To effectively

model such behaviors, we leverage the concept of state convergence length [138], defined as

follows.
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Figure 3.4: Example of State Convergence in FSM Transitions

Definition 6 Given an input string I and two different starting states si and sj. The

convergence length between si and sj on I is the least number of transitions for each of

them to take in order to transition to the same state, denoted as LI(si, sj). If by end of I,

they end at different states, set LI(si, sj) =∞.

In Figure 3.4, though starting from two different states, transition paths s1 and

s4 reach the same state s2 after consuming the third input symbol, hence the convergence

length between s1 and s4 on this piece of input is LI(s1, s4) = 3.

Given an FSM, its convergence length properties can be profiled either offline using

a set of training inputs [138], or online using the testing inputs [137]. Note that prior work

require to profile the average state convergence length for every pair of states, in order to

guide the design of the starting state predictor [138, 137]. In comparison, S3 maintains a

pool of raw convergence length samples for state pairs that are more likely to appear in

actual speculative executions, in order to facilitate a high-precision scalability analysis, as

explained in the next subsection.
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3.4.2 Scalability Analysis

The goal of scalability analysis is to examine how speedup S varies as the number of

cores used n changes. Based on the definition of S in Equation 3.3, this requires to model the

ratio between sequential execution time and its corresponding speculative execution time.

In architecture-independent scalability analysis, we use the number of state transitions to

quantify the relative execution time, instead of the concrete execution time which may vary

across different architectures. For example, given an input of length ‖I‖, when processed

sequentially, the execution time is Tseq = ‖I‖.

For speculative execution, the total time Tspec mainly consists of the parallel pro-

cessing time Tpara and the sequential reprocessing time Trepr (Phases 2 and 3 in Section

3.2) 5.

Tspec = Tpara + Trepr (3.5)

In parallel processing phase, each thread first predicts the starting state, then

processes its corresponding chunk with the predicted starting state. In general, there is a

tradeoff between the prediction accuracy and prediction cost. However, after the design

of predictor is fixed, the prediction cost becomes a constant (more details in [138, 137]).

We use Cpred to represent the prediction cost and Tproc to represent the processing time of

chunks. Since the input is evenly partitioned based on the number of cores n, we have Tproc

= ‖I‖ /n. Hence, the parallel phase execution time Tpara is

Tpara = Cpred + Tproc = Cpred +
‖I‖
n

(3.6)

5The partitioning time in Phase 1 is typically negligible.
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Next, we analyze the execution time of the reprocessing phase, which is more chal-

lenging due to two complexities inherited in the design of speculative FSM parallelization.

Complexitiy I: Undeterministic behaviors of speculation. By its nature, speculation

is non-deterministic. If a speculation succeeds, there would be no cost of reprocessing;

otherwise, the speculation framework has to initiate reprocessing to correct the mistakenly

processed parts. As only the latter case degrades the scalability, an effective scalability

model needs to distinguish the two cases. However, since the speculation happens during

the actual runs, such a distinction is as hard as the speculation itself.

Complexity II: Variation of reprocessing costs. To reduce the penalty of mis-

speculation, existing methods [138, 137] leverage the convergence property of FSMs (see

Section 3.4.1) by tracking if the misspeculated state spred converges with the actual state

strue. Once they converge, the reprocessing can safely stop. On one hand, this design helps

reduce the reprocessing costs of misspeculation. On the other hand, it also complicates the

modeling of speculative parallelization, as the reprocessing costs for different chunks may

vary significantly, depending on their convergence lengths.

In the following, we present an analytical model that address both complexities

together, referred to as sample-based conditional regression model. Before introducing the

model, we first formalize the total execution time of reprocessing.

In reprocessing phase, due to dependences, all chunks, except the first one, have

to be validated and reprocessed sequentially. Therefore, the total reprocessing time Trepr is

composed of the reprocessing time of each chunk T i
repr, where 1 < i ≤ n. Let Li(sipred, s

i
true)

be the convergence length between the misspeculated state sipred and the actual state sitrue
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for chunk i. Then the total reprocessing time can be represented as

Trepr =
n∑

i=2

T i
repr =

n∑
i=2

Li(sipred, s
i
true) (3.7)

Two points worth to mention here. First, to address the above two complexities

together, we unify the representations by referring to a successful speculation as a “mis-

speculation” with reprocessing length of zero, that is,

Li(sipred, s
i
true) = 0, if sipred = sitrue (3.8)

Second, the reprocessing of a chunk cannot go beyond the size of the chunk, hence

the following constraint holds:

Li(sipred, s
i
true) ≤

‖I‖
n

(3.9)

Sample-based Conditional Regression. A key challenge in the scalability analysis

of speculative FSM parallelization is precisely estimating Equation 3.7 in practice. We

address this challenge with sample-based conditional regression (SCR). Different from a

classic regression analysis, SCR considers samples conditionally – only if they satisfy the

given constraint.

In the context of reprocessing time modeling, a sample in SCR is the convergence

length for a pair of states Lk(si, sj) on a piece of training input k. The constraint for the

samples is the chunk size ‖I‖ /n. For a given state pair (si, sj), SCR maintains a short

list of K samples 6. However, during the regression analysis, SCR only chooses samples

with convergence length shorter than the constraint (i.e., Lk(si, sj) < ‖I‖ /n). Note that

6K is tunable to balance the accuracy and cost. In our evaluation, K is set to 120.
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the constraint can vary, depending on the input size ‖I‖ and the number of cores n. This

flexibility allows the customization of SCR based on the needs of scalability analysis. On the

other hand, with a pool of samples, the differences among samples resemble the variation

of reprocessing costs among different chunks.

Note that convergence length profiling for different state pairs is already required

by existing speculative FSM parallelization [138, 137], in order to improve the starting state

prediction. In these cases, SCR does not require any extra profiling.

However, maintaining a list of samples for every pair of states could be expensive

in terms of both space cost and the cost of regression analysis, especially when the number

of states is large. To reduce the total amount of samples, SCR maintains samples only for

state pairs that are more likely to appear in actual runs. To find out these state pairs,

SCR performs a lightweight state pair frequency profiling offline, by invoking a speculative

execution with a large number of parallel threads 7. Let the set of high-frequency state

pairs be S2
f , then

S2
f = {(s, s′)|frequency(s, s′) > Hf} (3.10)

where Hf is a predefined frequency threshold.

With the samples of high-frequency state pairs, SCR computes the total repro-

7In our experiments, this number is set to 1000.
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cessing cost estimate T ′repr for a configuration n with the following equation:

T ′repr(n) =
n− 1∥∥∥S2
f

∥∥∥ ·K
∑

(s,s′)∈S2
f

K∑
k=1

Lk(s, s′), where

Lk(s, s′) =


Lk(s, s′), Lk(s, s′) < ‖I‖ /n

‖I‖ /n, otherwise

(3.11)

Note that each sample Lk(s, s′) is considered only if it satisfies the constraint, that

is, Lk(s, s′) < ‖I‖ /n. Statistically speaking, if set Hf = 0, then we have

lim
K→∞,n→∞

T ′repr(n) = Trepr(n) (3.12)

Model M1. Putting all together, we have the estimated speculative execution time

Tspec = Cpred +
‖I‖
n

+ T ′repr(n) (3.13)

As the sequential execution time Tseq = ‖I‖, we have the first scalability model M1:

SM1 =
Tseq
Tspec

=
‖I‖

Cpred + ‖I‖ /n+ T ′repr(n)
(3.14)

Based on Equation 3.14, for a given FSM and an input size ‖I‖, Model M1 can compute

the speedup of speculative FSM parallelization for any configuration n, with the help of

SCR (Equation 3.11), hence, find out the optimal configuration n∗, such that,

SM1(n
∗) = max{SM1(n)|1 ≤ n ≤ Ncore} (3.15)

Depending on the number of state pairs
∥∥∥S2

f

∥∥∥ and the number of samples for

each state pair K, the calculation of Equation 3.11 may introduce some runtime cost.

One way to reduce the cost is by tuning the state pair frequency threshold Hf and the
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number of samples K, which in turn may compromise the accuracy. Next, we will discuss

another way to balance the accuracy and modeling cost, by simplifying the SCR model.

The simplification will lead to a closed-form representation of the optimal configuration.

Model M2. Considering the SCR model in Equation 3.11, there are two scenarios in

which the model can be simplified by eliminating the constraint. First, when the input size

is large enough or the convergence lengths between state pairs are relatively short, such that

Lk(s, s′) is often smaller than ‖I‖ /n, then we can assume that Lk(s, s′) = Lk(s, s′). Second,

when the speculative parallelization does not adopt the state convergence optimization (e.g.,

because few states can converge, like FSM div in [138]), or the convergence length is so long,

such that Lk(s, s′) is often larger than the chunk size, then we assume Lk(s, s′) = ‖I‖ /n.

Putting two scenarios together, we have a new model for reprocessing time estimation:

T ′′repr(n) =


L̄ · (n− 1), L̄ < ‖I‖ /n

(1− Ps) · (n− 1) · ‖I‖ /n, otherwise

(3.16)

where L̄ is the average convergence length among all samples and Ps is the probability of

successful speculation, that is, P (s = s′). Depending on the ratio between input size and

number of cores, the new model T ′′repr(n) switches between two equations.

By substituting the corresponding term in Equation 3.14 with the new model, we

get the second scalability model M2:

SM2 =
Tseq
Tspec

=
‖I‖

Cpred + ‖I‖ /n+ T ′′repr(n)
(3.17)

One advantage of Model M2 is that the optimal number of cores n∗ can be rep-

resented in a closed-form expression, hence calculated directly without going through the
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pool of samples (required by Model M1). Considering Equation 3.16 and Equation 3.17

together, we can solve speedup maximization problem in Equation 3.3 and get the following

optimal configuration:

n∗ =


√
‖I‖ /L̄, L̄ < ‖I‖ /Ncore

√
1/(1− Ps), otherwise

(3.18)

where L̄ and Ps capture the convergence properties of the FSM and the speculation accuracy,

respectively.

Equation 3.18 quantitatively reflects two basic intuitions behind scalability anal-

ysis. First, as the convergence length L̄ increases, the optimal configuration n∗ should be

reduced. Second, when the speculation accuracy Ps increases, the speedup tends to be

better when choosing to use more available cores.

Discussion. Comparing models M1 and M2, there is a tradeoff between the accuracy

and the modeling cost. On one hand, with the SCR, Model M1 captures more details of

misspeculation cost variation, hence tends to be more accurate in most cases. Meanwhile,

M1 incurs more overhead as it needs to go through the pool of samples to calculate the

speedup for each configuration. On the other hand, though Model M2 directly computes the

optimal configuration, it may lose some accuracy, especially when the average convergence

length L̄ is close to the chunk size ‖I‖ /n.

Both models M1 and M2 are solely based on FSMs’ properties, and can be used for

comparing the scalability of different FSMs when being executed speculatively. In practice,

the actual scalability also depends on the characteristics of underlying architecture. Next,
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we will discuss how to extend the FSM properties-based scalability models to architecture-

aware scalability models.

3.5 Towards Architecture-Aware Scalability Analysis

On different architectures, the scalability of a type of computations may vary sig-

nificantly, not only depending on the characteristics of the architecture, but also depending

on their interaction with the computations. To enable accurate and practical scalability

analysis for a given computing platform, this section presents architecture characterizations

and discusses how to integrate them into the scalability models introduced in Section 3.4.

3.5.1 Architecture Effects

Considering the complexity of modern architectures, the interplay between an ar-

chitecture and an application can be quite involved. Here, we focus on the end-to-end

architecture effects that are closely relevant to the performance of speculative FSM paral-

lelization. In another word, our architecture characterizations are customized for speculative

FSM parallelization.

Since the execution time of speculative FSM execution mainly consists of two

phases: parallel processing phase and sequential reprocessing phase (Section 3.4.2), we

separate our discussion on the two phases. In specific, for each phase, we identify the major

factor(s) that directly influences the performance.

Resource Contention in Parallel Phase. During the parallel phase, a group of n threads

are created, each of them occupying a separate (logical) core. Based on their predicted
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starting states, these threads proceed with their own input chunks individually, and do not

need to communicate either other. Thus, they do not suffer from any lock contention that

is often caused by concurrent access of the shared data structures 8. However, different

cores physically share hardware resources, such as last level cache (LLC) and memory

bandwidth, and even more resources among logical cores in a hyper-threaded core. The

sharing of resources leads to contentions that directly influence the performance of this

phase.

As the number of cores used increases, the resource contention tends to increase as

well. However, the contention may not increase linearly or even monotonically, depending

on the design of the architecture as well as the mapping between threads and logical cores.

Without loss of generality, this chapter assumes that S3 uses the default mapping that is

chosen by the operations system (defined in /proc/cpuinfo).

To quantitatively measure the resource contention, we introduce the metric con-

tention factor, denoted as α(n).

α(n) = T (n)/T (1) (3.19)

where T (i) is the execution time of processing i input chunks of the same length with i

cores. Contention factor α(n) captures the degree of resource contention when executing

with n parallel threads, comparing with a single thread execution. For commonly used

architectures, it is expected that α(n) > 1. For a given architecture, the contention factor

α(n) can be easily measured by running a micro benchmark Ncore times.

8Threads do share the same FSM transition table, but only perform read operations.
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Relative Execution Speed of Reprocessing. After entering into the reprocessing phase,

only one thread is left, responsible for validating the correctness of each speculation and

correcting the mistakenly processed parts caused by misspeculation. This implies there

is no resource contention in this phase (i.e., α(1) = 1). However, due to the tracking of

state convergence (between spred and strue), the execution speed (i.e., processing time per

symbol) in reprocessing phase might be relatively slower than regular state transitions. The

actual difference depends on the architecture, meanwhile, affects the scalability: the slower

the reprocessing is, the less scalability the speculative parallelization can achieve.

To capture the relative execution speed, we introduce the relative speed factor,

denoted as γ.

γ = T 0
repr/T

0
seq (3.20)

where T 0
repr and T 0

seq are the processing time of a single symbol during reprocessing and

a sequential execution, respectively. It is also expected that γ > 1. Similar to contention

factor, γ can be measured with a micro FSM benchmark, but just running twice.

For a given architecture, α(n) and γ only need to be profiled once. Next, we

discuss how to integrate these two architecture factors into the scalability models presented

in Section 3.4. The integration will lead to a pair of architecture-aware scalability models

that are more accurate and practical than their counterparts.

3.5.2 Integration of Architecture Factors

We first consider the resource contention factor α(n) in the parallel phase, then

the relative speed factor γ in the reprocessing phase, and finally put them together.
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The parallel phase execution time model in Equation 3.6 assumes that the parallel

processing time Tproc equals sequential processing time (modeled as ‖I‖) divided by the

number of cores n. When considering the resource contention factor (Equation 3.19), that

is, α(n) = Tproc/(Tseq/n), we can easily infer

Tproc = α(n) · Tseq
n

= α(n) · ‖I‖
n

(3.21)

Equation 3.21 implies that the higher the resource contention is, the longer the

parallel processing time would become.

Similarly, we can extend to the reprocessing phase model in Equation 3.7 by inte-

grating relative speed factor γ

Trepr = γ ·
n∑

i=2

Li(sipred, s
i
true) (3.22)

Putting all together, we have two enhanced scalability models M1+ and M2+,

corresponding to models M1 and M2, respectively.

Model M1+. Based on Model M1 in Equation 3.14, we have the following extended Model

M1+ with architecture factors.

SM1+ =
Tseq
Tspec

=
‖I‖

Cpred + α(n) · ‖I‖ /n+ γ · T ′repr(n)
(3.23)

Model M2+. Similarly, based on Equations 3.16 and 3.17, we extend Model M2 to Model

M2+ as follows.

SM2+ =
Tseq
Tspec

=
‖I‖

Cpred + α(n) · ‖I‖ /n+ γ · T ′′repr(n)
(3.24)

where T ′′repr(n) is defined the same as that in Equation 3.16.

Augmented with architecture factors, models M1+ and M2+ are expected to pro-

vide more accurate scalability analysis results that are customized to a specific architecture.
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3.6 Implementation

We implemented S3 based on the OptSpec library [138, 137], which is implemented

in C language and leverages Pthread for multi-threading. At high level, there are three ma-

jor components: (i) An FSM property collector for profiling state convergence properties.

The collector can be tuned either online using testing inputs or offline using training in-

puts. The cost of online profiling has been optimized with techniques from prior work [137]

(typically less than 5%); (ii) An offline architecture property collector which runs a small

set of micro FSM benchmarks on the target machine to measure the resource contention

α(n) and relative speed factor γ; And (iii) a runtime controller that implements the scala-

bility models. Based on the collected the FSM and architectural properties, the controller

calculates the optimal configuration n∗, and feeds it into speculative parallelization setting

at runtime.

3.7 Evaluation

In this section, we evaluate S3 on large-scale shared memory architectures, includ-

ing a standalone Xeon Phi processor with 256 logical cores. The evaluation mainly focuses

on two aspects: the accuracy of scalability analysis and the performance and energy benefits

from using S3. We also discuss of scalabilities of some specific FSM computations based on

experimental results.
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3.7.1 Methodology

We compare S3 with two methods. One is the default setting of OptSpec [138,

137] which uses all available cores on the machine; The other is the exhausted searching

that provides the ground truth of optimal configuration. In specific, given a FSM, the

input size and an architecture with Ncore cores, the exhausted searching executes the FSM

with its inputs on the architecture using 1 to Ncore cores to find the optimal number of

cores. Obviously, it is unreasonable to use exhausted searching in real situations as trying

one configuration is already at least as costly as the executing the best configuration, not

mentioning enumerating all configurations.

We run our experiments on three different architectures, which are summarized in

Table 3.1. Due to space limit, we mainly focus on the results on Xeon Phi architecture.

Xeon Phi runs Linux 3.10.0 with GCC 4.8.5, while the other two run Linux 3.10.0 with

GCC 4.47. All programs are compiled with “-O3” optimization flag. The timing results

reported are the average of 10 runs on 10 inputs, with all runtime cost included.

Table 3.1: Architectures in Evaluation

Arch. model freq. #cores∗ #SMT #Sockets

Xeon Phi Xeon Phi 7210 1.30 Hz 256 4 1
Haswell Xeon E5-2698 2.30 Hz 64 2 2
Ivy Bridgy Xeon E7-8860 2.27 Hz 80 1 8

*The numbers of cores shown are the number of logical cores recognized by operating systems.

The benchmarks are collected from real-world FSM applications, primarily from

Snort [108], one of the most widely used open source Network Intrusion Detection Systems

(NIDSs). It has a rich body of signatures/rules, most of which are specified by a Perl-
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Table 3.2: FSM Benchmarks and Their Properties

FSM #states avg(L) FSM #states avg(L)

openview 501 1.27E+07 spirit 2041 8.09E+01
tomcat 10 6.56E+06 jnlp 1211 8.09E+01

iis 32 1.27E+07 postgre 28 9.98E+04
cnc 115 9.93E+04 apache 6 2.55E+05
rtf 768 8.66E+04 mutiny 21 2.53E+05

warehouse 82 1.81E+06 buffer 10 1.12E+06
dfs 26 6.83E+04 adware 5265 1.20E+02

compatible regular expression (PCRE). We converted the PCREs to FSMs using standard

regular expression to FSM conversion algorithms [2]. The inputs to the FSMs are network

traffic traces collected from a Linux server and a laptop via tcpdump, with a total size

of 18GB. Table 3.2 summarizes the 14 benchmarks used in our evaluation, including the

number of states and the average convergence length collected from high-frequency state

pairs, each with 120 samples.

3.7.2 Model Accuracy

Table 3.3 reports the optimal configuration n∗ found by exhausted searching and

the four models of S3, on architectures Xeon Phi and Haswell 9. “Exs” shows the actual

optimal number of cores by enumerating all configurations (i.e., the “ground truth”). Note

that, the predicted optimal number of cores is bounded by the total number of cores in the

tested platforms. Overall, architecture-aware models (M1+ and M2+) are more accurate

than architecture-independent models (M1 and M2), especially for benchmarks with better

scalabilities, thanks to their consideration of architecture factors α(n) and γ. The differences

between M1+ and M2+ are not significant for most benchmarks, similar to M1 and M2. The

9The results on Ivy Bridge follow similar patterns.
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largest difference happens on benchmark rtf, where M2 turns to be much over optimistic

(80 v.s. 42). In comparison, the result of M1 is very close to the actual optimal (43 v.s.

42). Also note that the results of M2 is closer to the ground truth than M1 in general. On

one hand, due to the simplification of SCR model, M2 predicts less accurately than M1 in

reprocessing length (more pessimistic in most cases). On the other hand, both M1 and M2

miss the architecture factors as mentioned above, and tend to be more optimistic. Because

of the “balance” that happens to M2, results from M2 turn to be closer to the real cases

than M1.
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Figure 3.5: Comparison of Speedup Curves from Different Models. (x-axis is the number
of cores; y-axis is the speedup)

To further examine the overall accuracy in scalability analysis, we collected the

speedup curves for each benchmark on each architecture. Due to space limit, we only

report some representative results in Figure 3.5. In general, the speedup curves clearly show

the effectiveness of the two architectural-aware models (M1+ and M2+), whose speedup

curves precisely align with the actual speedup curve for most benchmarks. Between M1+

and M2+, M2+ performs less reliable than M1+, especially on benchmarks openview and
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Table 3.3: Optimal Configurations from Different Methods

Xeon Phi Haswell
Exs M1 M1+ M2 M2+ Exs M1 M1+ M2 M2+

openview 6 7 6 7 6 7 7 7 7 7
tomcat 8 9 8 8 8 12 9 11 9 11

iis 6 7 6 7 6 7 7 7 7 6
warehouse 15 18 15 18 15 21 18 22 18 22

apache 37 48 40 47 37 53 48 49 47 49
mutiny 34 49 39 47 37 44 49 47 47 47
buffer 26 33 27 22 17 34 33 40 22 22

cnc 51 83 60 75 54 62 62 59 64 59
rtf 42 43 41 80 63 54 43 49 64 62
dfs 54 100 62 90 62 59 64 57 64 57

postgre 50 85 57 74 57 56 63 55 64 55
adware 110 256 112 256 112 58 64 57 64 57

spirit 116 256 116 256 116 62 64 58 64 58
jnlp 116 256 114 256 114 60 64 59 64 59

buffer, due to its simplification of the SCR model (Section 3.4). Model M1+ shows some

slight discrepancy on benchmarks buffer, openview, and mutiny. This is mainly caused

by the characteristic differences between the samples and the testing inputs.

3.7.3 Performance Improvement

We next present the performance benefits of S3, comparing with the default setting

of speculative FSM parallelization [138, 137]. Figure 3.6 shows the speedup (baseline is

sequential FSM execution) of all five methods on 14 benchmarks and three architectures.

“Exhaust” represents the ideal speedup that can be achieved by tuning the number of cores.

The most performance gains come from the results on Xeon Phi, for its larger number of

available cores. On average, S3 boosts the speedup from 6.1X to 16.7X with Model M1+.

For architecture-independent models (M1 and M2), the improvements are slightly less, but

still reaching 15X. For benchmark buffer, the speedup is improved by a factor of five (3.2X
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Figure 3.6: Speedup Comparison between S3 and The State of The Art [138] on Three
Architectures: Xeon Phi, Haswell, and Ivy Bridge

v.s. 15.6X). Results on Haswell and Ivy Bridge follow similar trends in general, but are

less significant due their limited number of available cores. Overall, the results imply the

necessity of scalability-aware speculative FSM parallelization, especially considering future

parallel platforms with even more number of processing units.

3.7.4 Energy Saving

Finally, we briefly discuss one side benefit of scalability-sensitive speculative FSM

parallelization – energy saving. The energy saving primarily comes from the use of less

number of processors. Table 3.4 reports the energy saving in percentage on Xeon Phi and

Haswell architectures. On Xeon Phi, the energy saving is more significant, up to 77%,

because it has more room to reduce the amount of core uses. However, on Haswell, we also

observed cases with even more energy consumption. This is because when using all available

cores (64 cores), though the power consumption is higher, the execution time becomes
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Table 3.4: Energy Saving by S3 (baseline: Default Setting)

Xeon Phi Haswell
M1 M1+ M2 M2+ M1 M1+ M2 M2+

openview 67.7% 67.1% 67.7% 67.1% 37.2% 37.2% 37.2% 37.2%
tomcat 78.6% 75.7% 75.7% 75.7% 46.0% 44.0% 46.0% 44.0%

iis 69.5% 67.7% 69.5% 67.7% 41.2% 41.2% 41.2% 40.4%
warehouse 79.9% 80.3% 79.9% 80.3% 18.7% 19.6% 18.7% 19.6%

apache 67.2% 68.0% 67.1% 68.3% -1.4% -1.8% -2.4% -1.8%
mutiny 68.0% 69.2% 69.6% 69.5% -0.8% -0.6% -0.6% -0.6%
buffer 76.9% 77.3% 77.2% 75.3% -11.4% -1.4% -18.9% -18.9%

cnc 49.7% 54.8% 51.8% 55.8% 0.3% 1.2% 0.0% 1.2%
rtf 66.3% 66.3% 57.2% 64.1% -8.9% -4.7% 0.0% 0.7%
dfs 35.4% 48.1% 37.6% 48.1% 0.0% 5.0% 0.0% 5.0%

postgre 47.3% 54.5% 50.9% 54.5% -1.6% 1.0% 0.0% 1.0%
adware 0.0% 13.7% 0.0% 13.7% 0.0% 3.6% 0.0% 3.6%

spirit 0.0% 15.2% 0.0% 15.2% 0.0% 3.9% 0.0% 3.9%
jnlp 0.0% 12.9% 0.0% 12.9% 0.0% 4.8% 0.0% 4.8%

shorter (due to smaller chunk size ‖I‖ /n), comparing with the optimal core predicted

by the models (e.g., 22 cores for M2 and M2+). In another word, for speculative FSM

parallelization, it is not necessary that more number of cores always leads to higher energy

consumption. We leave further investigation as future work.

3.8 Summary

With a systematic scalability study, this chapter points out a principal fallacy in

the existing design of speculative FSM parallelization when being ported to a larger parallel

platform. To address the issue, this work introduces a series of scalability analysis models,

which are tailored to both the properties of FSM computations and the characteristics

of the underlying architecture. To leverage the proposed models, this chapter develops an

automatic speculative FSM parallelization framework S3, which, for the first time, enables a
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scalability-sensitive speculative parallelization for FSM computations. For a given FSM, its

input size and the architecture, S3 can automatically compute the optimal number of cores

to use and guide the speculative parallelization towards the best performance. Evaluation

on FSM benchmarks with a spectrum of scalabilities demonstrates the effectiveness of the

new speculative parallelization scheme, showing up to 5X speedup comparing to the state-

of-the-art methods as well as up to 77% energy saving.
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Chapter 4

Scalable FSM Parallelization via

Path Fusion and Higher-Order

Speculation

4.1 Introduction

The effectiveness of the existing parallelization schemes highly depends on the

state convergence properties of the FSM. For FSMs exhibiting limited state convergence,

they suffer from high overhead and poor scalability.

In this work, we introduce two techniques: path fusion and higher-order specula-

tion, to address the scalability limitation in each basic FSM parallelization scheme, respec-

tively. For state enumeration, to reduce the cost of maintaining multiple execution paths,

we propose to fuse different paths into a single execution path. Unlike path merging, path
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fusion is not based on the state convergence of different execution paths. Instead, its idea

stems from the classic NFA to DFA 1 conversion [2] – a way to remove the non-deterministic

behaviors of NFA. Basically, path fusion encodes a vector of states (rather than a subset

of states as in the NFA-DFA conversion) in the original FSM into a new state, based on

which it generates a fused FSM. Thus, a single execution path of the fused FSM mimics

multiple state execution paths of the original FSM. However, in principle, the fused FSM

could be much larger than the original one. To address this, we explore dynamic fused FSM

generation techniques, which leverage biased transitions to generate a partially fused FSM

on the fly.

For state speculation, the scalability is bottlenecked by the serial validation – the

validation of a speculated state has to wait for the ground truth to be propagated from

the first chunk to its own chunk. To address it, we propose to speculatively validate the

correctness of the speculated state, referred to as higher-order speculation. In another word,

in the scheme of higher-order speculation, the “ground truth” for the validation itself could

be speculated.

Based on this concept, we design an iterative speculation scheme for FSM par-

allelization, where the whole processing is organized into a series of iterations. In each

iteration, a worker thread always validates its starting state using the ending state of the

prior chunk (which may be incorrect). The iteration finishes when the actual ground truth,

called frontier, reaches the last chunk. In essence, iterative speculation allows different in-

put chunks to be validated in parallel (though speculatively), thus potentially accelerating

the propagation of the ground truth, shortening the total time.

1Non-deterministic finite automata and deterministic finite automata.
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Furthermore, to cope with the rich yet diverse properties of FSMs, we design a

heuristic to automatically select the FSM parallelization scheme that can maximize the

performance benefits. Finally, we implemented the proposed techniques into an FSM par-

allelization framework, named BoostFSM. Our evaluation using a set of real-world FSMs

with a spectrum of state convergence properties confirms the effectiveness of the proposed

techniques. For FSMs exhibiting limited state convergence properties, BoostFSM im-

proves the speedups from 1.1X-4.6X to 12.3X-35.5X on a 64-core machine.

Next, we start with the background of this work.

4.2 Background

In this section, we first introduce the basics of FSM and the inherent dependences

in its execution, then present the details of the two basic parallelization schemes.

FSM and Its Dependences. As shown in Figure 4.1-(a), an FSM can be represented

as a directed graph, where nodes represent the states, edges represent the transitions, and

labels on the edges indicate the conditions for the transitions to happen. The transitions

can be stored in the memory as a transition table, as shown in Figure 4.1-(b). The size of

the table is N ×M , where N is the number of states and M is the number of symbols.

The execution of an FSM starts from the initial state (S0 in the example) and

makes transitions by consuming input symbols one by one, as shown in Figure 4.1-(c). An

FSM may consist of accept states, denoted as nodes with double circles. The meaning of

accept states varies across FSM applications. For example, they may correspond to the

codes in Huffman decoding [67] or matches in pattern searching [134].
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Figure 4.1: FSM Example

From the FSM execution shown in Figure 4.1-(c), it is easy to find that every state

(except the starting state) in the transition sequence depends on not only the input symbol

but also the prior state. Together, they form a chain of dependences, which inherently

prevent the FSM from running in parallel. A series of studies [50, 62, 138, 83, 137, 99, 100]

have been conducted to “break” the dependence chain. Despite the differences in detail, they

fall into two basic categories: state enumeration and state speculation. Next, we describe

each of them with examples.

State Enumeration. Considering the parallelization of the FSM execution in Figure 4.1-

(c), we partition the input into two chunks (see Figure 4.2). For the first chunk, we start

the FSM execution from the initial state S0. However, for the second chunk, we do not

know its starting state, as it depends on the processing of the first chunk. The basic idea

of state enumeration [50, 83] is to fork an execution path for each state (S0, S1, and S2)

in the FSM. Certainly, one of the execution paths must be correct. As demonstrated in

Figure 4.2, S1 is later found to be the actual starting state, based on the ending state of
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chunk 0. Hence, its execution path will be connected to that of the prior chunk, while the

others will be discarded.

Figure 4.2: State Enumeration

Obviously, maintaining multiple execution paths may create significant overhead,

which can compromise or even outweigh the benefits of parallelization. To reduce the

overhead, prior work [83] has made an interesting observation: after certain number of

transitions, different execution paths may merge. For example, the first and second paths

(started with S0 and S1) both transition into S0 after reading the first symbol 0. Later,

the third path (started with S2) also merges with the rest. After paths merge, only one of

them needs to be maintained, thus reducing the cost of paths maintenance.

However, the effectiveness of path merging highly depends on the convergence

properties of the FSM. A recent study [83] has shown that, for many real-world FSMs

(from Snort [108]), most states tend to converge quickly, but a few states fail to converge

after a large number of transitions. As an example, Figure 4.3 shows an FSM slightly

different from that in Figure 4.1. But it exhibits a very different convergence property: no

matter what input is given, none of the states converge.
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To address this limited state convergence, prior work [83] explores SIMD paral-

lelism – using different SIMD lanes for different execution paths. However, such hardware

parallelism can be otherwise used to enable more fine-grained data-level parallelization –

partitioning the input into more chunks [99]. Moreover, its efficiency is restricted by the

SIMD width. When the number of remaining paths is more than the SIMD width, a tran-

sition needs multiple rounds of SIMD operations.

Figure 4.3: FSM Example with Poor Convergence

State Speculation. Instead of enumerating all the states at the beginning of a chunk

(except for the first), another strategy is to speculate the starting state. As illustrated in

Figure 4.4, state S2 is speculated to be the starting state, with which chunk 1 is processed.

However, the speculation could be incorrect – misspeculation, in which case the correspond-

ing chunk needs to be reprocessed. In the example from Figure 4.4, S1 is later found to

be the correct starting state. As a result, chunk 1 gets reprocessed. Luckily, path merging

can also be applied here between the reprocessing path and the speculated processing path.

Once they merge, the reprocessing can safely stop.

As to how the speculation (state prediction) is performed, prior work [138] has

made a comprehensive study. The basic idea is to use the suffix of the prior chunk as a
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Figure 4.4: State Speculation

“partial context” to infer the chance that each state is the starting state. We will provide

more details about state prediction in Section 4.4.
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Figure 4.5: Sequential Validations

The scalability bottleneck in this speculative parallelization lies in the sequential

validations. When the input is partitioned into multiple chunks, the validations have to be

conducted in order from the second chunk to the last, as shown in Figure 4.5. Because,

before the prior chunk is validated (and reprocessed under misspeculation), we are not sure

if its ending state is correct. In another word, the ground truth has to be propagated from

the first chunk, chunk by chunk. This is less a concern when the speculation accuracy is

high or the reprocessing lengths are short. However, when the speculation accuracy drops

and the reprocessing paths fail to converge with their speculative processing paths quickly,

the bottleneck could seriously limit the scalability of speculative parallelization.
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In summary, the efficiency of both parallelization schemes relies on the underlying

state convergence properties of the FSM. For FSMs exhibiting limited state convergence,

they all suffer from high overhead, leading to poor scalability. In the following, we will

introduce two techniques, path fusion and higher-order speculation, to address the scalability

limitations in the two schemes, respectively. After that, we will present a heuristic-based

approach to facilitate the selection between the two augmented parallelization schemes.

4.3 Path Fusion

In this section, we present path fusion, a technique that fuses different FSM exe-

cution paths into a single path, to boost the efficiency of enumerative parallelization. Note

that, unlike the path merging mentioned in Section 4.2, path fusion is not based on the

state convergence property of FSMs. Instead, its idea is inspired by the classic NFA to

DFA conversion [2]. For this reason, we first briefly review the NFA to DFA conversion and

compare it with path fusion intuitively, then we present the basic algorithm of path fusion

and discuss how to adopt it dynamically during the enumerative parallelization.

4.3.1 Motivation

According to automata theory, NFAs exhibit non-deterministic behaviors – a state

in an NFA may transition to multiple states after reading an input symbol. Take the NFA

in Figure 4.6 as an example, state S0 transitions to both itself and S1, after reading symbol

1. Similar non-deterministic behaviors are also shown in states S1 and S2. As a result, an

NFA execution needs to maintain multiple current states (bounded by the total number of
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states), which leads to poor execution efficiency. A well-known solution to this problem is

converting an NFA to a DFA using the subset construction algorithm [2].

Figure 4.6: NFA and Its Execution

The basic idea behind the subset construction is to map a subset of NFA states to

one state of the constructed DFA. In this way, a DFA execution with one current state can

simulate an NFA execution with a set of current states. For the example in Figure 4.6, by

mapping {S0} → S′0, {S0, S1} → S′1, and {S0, S1, S2} → S′2, we can convert the NFA to the

DFA in Figure 4.1. To find out the mapping, the construction starts from the initial state

of the NFA, then it uses a worklist strategy to iteratively discover new sets of reachable

states (i.e., DFA states) by making transitions on every input symbol. More details of this

construction algorithm can be found in [2].

NFA vs. State Enumeration. One interesting observation we had is that state enumera-

tion and NFA suffer from similar kind of inefficiency issues in their executions – both of them

need to maintain multiple current states in general (compare Figure 4.3 and Figure 4.6).

However, there are some critical differences:

• First, state enumeration maintains a vector of states for an ordered sequence of

FSM execution paths. The ordering is essential to selecting the right execution
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path later during the enumerative parallelization. By contrast, an NFA only

maintains a subset of states, without any ordering.

• Second, while the number of current states in an NFA execution may increase

or decrease (see Figure 4.6), the number of current states in state enumeration

can only decrease, which happens during path merging.

Despite the differences, a natural question we asked is: can we design a technique

similar to the NFA to DFA conversion for the state enumeration to address its execution

inefficiency? Fortunately, we found the positive answer to the question. In fact, by adopting

a worklist-based strategy like the one used in the subset construction algorithm [2], we can

generate a new (fused) FSM whose single execution path simulates multiple execution paths

of the original FSM. We refer to this technique as path fusion. Next, we introduce its basic

algorithm.

4.3.2 Static Path Fusion

The key to path fusion is to construct a new FSM, referred to as fused FSM,

where each state corresponds to a vector of states in the original FSM. Similar to the subset

construction in NFA to DFA conversion [2], we can statically construct a fused FSM without

any actual inputs.
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Algorithm 6 Fused FSM Construction

1: Input: FSM with trans[Sj ][ci], j ∈ [0, N), i ∈ [0, C)

2: Output1: Fused FSM with Trans[Sj ][ci], j ∈ [0,M), i ∈ [0, C)

3: Output2: Mapping from fused states S to state vectors V : map

4:

5: V0 = [S0, S1, · · · , SN ]

6: map.insert(V0, S0)

7: cnt = 1 /* counter of fused states */

8: worklist = {V0}

9: while worklist is not empty do

10: remove an item V from the worklist

11: S = map.find(V )

12: for each input symbol ci do

13: for each state Sj in V do

14: Vnext[j] = trans[Sj ][ci]

15: if map.find(Vnext) == null then /* first time meet it? */

16: map.insert(Vnext, Scnt)

17: cnt = cnt + 1

18: add Vnext to worklist

19: Snext = map.find(Vnext)

20: Trans[S][ci] = Snext /* record fused state transition */

21: reverse the key and value in map

Algorithm. Algorithm 6 presents a worklist-based strategy to construct a fused FSM with

states {S0,S1, · · · ,SM} from a given FSM with states {S0, S1, · · · , SN}. Initially, it sets
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V0 = [S0, S1, · · · , SN ], which represents the initial state S0 of the fused FSM, because we

fork an execution path for each state Si (0 ≤ i < N) in the enumerative parallelization.

After that, the algorithm initiates a worklist with V0. From there, it iteratively removes a

state vector from the worklist, finds out its next state vector Vnext for each input symbol ci

(0 ≤ i < C). If Vnext represents a new fused state Scnt, record their correspondence and add

Vnext back to the worklist (Line 15-18). Then, record the fused state transition (Line 20).

Finally, it creates a map from fused states to state vectors (Line 21) which is to separate a

fused path back to a state vector in the end of the processing.

Note that, by only adding new fused states to the worklist, the algorithm will

always terminate, as the number of states in the fused FSM is bounded by the size of

the N -dimensional vector space NN . However, in practice, the algorithm only traverses a

very small fraction of the entire vector space, as we will demonstrate shortly after a quick

example.

Example. Figure 4.7 shows the fused FSM generated for the FSM example in Figure 4.3.

The fused FSM consists of 6 states, whose IDs follow the order that the states are created.

With the fused FSM, the three execution paths on chunk 1 shown in Figure 4.3 can be

reduced to a single execution path of the fused FSM: S0 → S1 → S3 → S1 → S0 → S1.

Later, if S2 turns out to be the actual starting state of chunk 1, we can then immediately

find that the actual ending state of chunk 1 is S2, the third element in the state vector

corresponding to S2. This shows the importance of using vectors instead of subsets as the

states of fused FSM – keeping the order of current states allow us to map the starting state

to its ending state.
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Figure 4.7: Static Fused FSM for the FSM in Figure 4.3

Note that, though the vector space for the FSM example in Figure 4.3 is 33 = 27,

the statically generated fused FSM only consists of 6 states. Next, we show this is not a

special case, but a prevalent property of the fused FSMs.

Cost in Practice. Similar to the NFA to DFA conversion [2], the actual costs of fused FSM

construction for real-world FSMs are significantly less than the theoretical complexity. To

demonstrate this, we randomly selected 392 FSMs from the Snort [108] library. Figure 4.8

reports the actual number of states in the fused FSMs for 377 out of the 392 FSMs. We

can find that, for most FSMs, the numbers of states in their fused FSMs are below N2 (red

diamonds), where N is the number of states in the original FSM. These results confirm the

feasibility of static fused FSM generation for many real-world FSMs.

Despite the promises of static fused FSM generation for many real-world FSMs,

we still found that, for 15 out of 392 FSMs, the algorithm fails to generate fused FSMs in 3

minutes or generates fused FSMs with over 1 million states. When the size of the generated

FSM is very large, it not only requires significant amount of memory, but also may slow

down the FSM execution, as the transition table would largely reside in the memory, rather
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Figure 4.8: Number of States in Fused FSMs

than CPU caches. For this reason, we next explore the possibility of dynamically generating

a partially fused FSM during the enumerative FSM execution.

4.3.3 Dynamic Path Fusion

Unlike static path fusion which builds the entire fused FSM with states and tran-

sitions for all possible inputs, dynamic path fusion constructs a partial fused FSM that only

consists of states and transitions for a single input, with the goal to reduce the memory

needs and improve the data locality. This is especially critical for FSMs whose fused FSMs

otherwise could not be constructed statically in practice.

Algorithm. The application of dynamic path fusion resembles the just-in-time (JIT) com-

pilation strategy used in modern compilers. It consists of two execution modes:

• Basic Mode. Given a vector of current states V and an input symbol c, this

mode makes individual transitions for each state in the vector to obtain the
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next state vector Vnext:

Vnext[i] = trans[V [i]][c], 0 ≤ i < N (4.1)

In addition, it generates a single transition at the fused FSM level: Snext =

Trans[S][c], where S and Snext are the fused states corresponding to V and

Vnext, respectively.

• Fused Mode. Under this mode, the current state of the fused FSM S is given.

After reading input symbol c, this mode attempts to make a transition at the

fused FSM level Snext = Trans[S][c]. If the needed transition information is

not available, it switches back to the basic mode.

With dynamic path fusion, the state enumeration scheme starts from the basic

mode, then it switches to the fused mode once the transition information Trans[S][c] be-

comes available, and switches back to the basic mode otherwise.

Data Structures. A key design question in implementing the dynamic path fusion is

how to store the transition information Trans[S][c]. A straightforward solution is using a

hash map, where the key is a combination of S and c, and the value is the next fused state

Snext. While being intuitive, it requires an invocation of a hash function for each fused state

transition. Comparing to the default two-dimensional table (Figure 4.1-b), we found the

cost of hash-map-based state transitions is about 7X higher. Instead, we employ a vector of

arrays for storing the transitions of fused states (see Figure 4.9-a). Each time a new fused

state is created, a “row” is added to the vector of arrays. In theory, if the transitions of an

execution are scattered sparsely across many fused states, this data structure may waste
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space, similar to the two-dimensional table. However, in practice, we found that for a single

input, the transitions are often concentrated to a few number of “hot” states, leading to

small memory footprints even for FSMs with very large static fused FSMs (more details in

Section 4.6).

…

c0 c1 c2 c3 c4

…
(b) Fused State (a) Transitions (c) Hash Map

…

K V

[S0, S1, S2, S3]
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struct 
FusedState{

int id;
int *stateVec;
int vecSize;

};
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Figure 4.9: Data Structures for Dynamic Path Fusion

(S∗
i is a pointer to a fused state; [Si, · · · , Sj ] is a state vector)

The FusedState, as shown in Figure 4.9-b, is defined with both a state id and its

corresponding state vector to quickly switch back to the basic mode once the fused state

transition is unavailable. Finally, to find chances of switching from the basic mode to the

fused mode, a hash map from state vectors to fused states (see Figure 4.9-c) is maintained.

Note that, to reduce memory cost, only pointers to FusedState are kept in the vector of

arrays and the hash map. Both the sizes of the vector and the hash map equal to Mdyn,

the number of unique fused states encountered in a single execution.

Example. Figure 4.10 illustrates an example execution with dynamic path fusion using

the FSM from Figure 4.3. The thick arrows indicate the switchings between the basic mode

91



S0 S1 S0 S0 S1S0
S2 S2 S2 S1 S0S1
S1 S0 S1 S2 S2S2

0 1 1 0 0 1 1 0 1 1

S1 S2 S1 S0 S1S0 S2 S1 S0 S3 S0

S0
S1
S2

S0
S1
S2

basic

fused

Figure 4.10: Example Execution with Dynamic Path Fusion

and the fused mode. The fused states and transitions in gray are generated during the

basic mode execution. As shown later in Section 4.6, for real-world FSMs and inputs, the

executions tend to be dominated by the fused state transitions, resulting in much better

efficiency than the basic state enumeration.

Optimization. As mentioned earlier, path fusion is radically different from the path merg-

ing optimization (Section 4.2). In fact, they can be combined to further boost the execution

efficiency. A straightforward way is separating the execution of state enumeration into two

phases: (i) path merging phase, and (ii) path fusing phase, and apply the two optimizations

in the two phases respectively. This design is based on the fact that states of different

execution paths tend to merge quickly at the beginning of the execution [83]. Thus, once

the number of current states is below a pre-defined threshold τn or remains unchanged for

τl transitions, we move to the second phase and start dynamic path fusion. In cases where

the path merging reduces the size of the state vector, the following dynamic path fusion will

consume even less memory and make faster switches between the basic and fused execution

modes.
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So far, we have presented the path fusion technique which addresses the low exe-

cution efficiency of state enumeration for FSMs with limited state convergence. Next, we

move to the other FSM parallelization scheme – state speculation, which also suffers from

a critical scalability issue when the FSM exhibits limited state convergence.

4.4 Higher-Order Speculation

Unlike state enumeration, speculative FSM parallelization [138, 137, 99, 100] pre-

dicts it when the starting state of an input chunk is unknown, then it relies on validations

and reprocessing to ensure the correctness. However, as explained in Section 4.2, when the

reprocessing path fails to converge quickly with the speculative execution path, the cost

would be high. This becomes especially serious when the reprocessing of different chunks

is “chained” together, forming a serial bottelneck.

In this section, we address the serial reprocessing issue by introducing the concept

of speculation order. We show that the existing FSM speculation scheme belongs to first-

order speculation, and by raising the speculation to higher orders, it is possible to validate

and reprocess different input chunks in parallel, without compromising the correctness.

4.4.1 Speculation Order

For easy reference, we formally denote the speculation at the beginning of input

chunk chunk i as:

Spec(i, S, C) (4.2)

where S is the predicted starting state and C is the correct starting state, also referred to
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as the correctness criterion. A speculation Spec(i, S, C) can be validated by replacing the

predicted state S with the correct one C, denoted as:

Spec(i, S, C)
validate−−−−−→ Non-Spec(i, C) (4.3)

The validation results in a non-speculative status regarding the starting state at

the beginning of input chunk chunk i.

If we refer to the above speculation Spec(i, S, C) as the first-order speculation,

then we can generalize the concept of speculation to higher-order speculation, recursively:

Definition 7 The order of speculation Spec(i, S, C) is

• (k+1)-th, if and only if its validation leads to a k-th order speculation, denoted

as

Speck+1(i, S, C)
validate−−−−−→ Speck(i, C,C ′) (4.4)

where C ′ is the correctness criterion for Speck(i, C,C ′);

• first order, if and only if its validation makes the starting state non-speculative,

denoted as

Spec1(i, S, C)
validate−−−−−→ Non-Spec(i, C) (4.5)

It is important to note that in Equation 4.4, the predicted state in Speck(i, C,C ′)

is in fact the correctness criterion from Speck+1(i, S, C). In another word, the correctness

criterion C itself is speculative, adding another “level” of speculation.
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Revisiting Existing Speculative FSM Parallelization. Based on the above formaliza-

tion, it is not hard to find that all the existing speculative FSM parallelization [62, 138, 137,

99, 100], in fact, belongs to first-order speculation, as the correctness criteria used in their

validations are always non-speculative. As shown earlier in Figure 4.5, the non-speculative

correctness criterion is the correct ending state of the prior chunk Send i (0 ≤ i <#chunks

−1), which would not be available until the prior chunk has been validated and properly re-

processed if needed. Therefore, chunk i (0 < i ≤#chunks −1) has to wait for the correctness

criterion to be propagated from the first chunk, whose ending state is non-speculative by

default. This essentially creates “a waiting queue” that fundamentally limits the scalability

of speculative FSM parallelization. Next, we show that, by raising the speculation to higher

orders, we can effectively alleviate this “waiting queue” problem.

4.4.2 Benefits of Higher-Order Speculation

In general, raising speculation order(s) for speculative FSM parallelization could

bring benefits in two major aspects.

• Earlier & meaningful validation. To illustrate this benefit, let us reexamine the

conventional (first-order) speculation in Figure 4.5, where the validation of chunk 3

has to wait for the completion of chunk 2’s validation, in order to obtain the non-

speculative correctness criterion, the correct ending state of chunk 2, Send 2. However,

as shown in Figure 4.11, if we raise the speculation at chunk 3 to the 2nd order and use

the speculative ending state of chunk 2, S′end 2, as the correctness criterion, then we can

immediately start its validation and reprocessing, in parallel with the validation and
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Figure 4.11: Earlier and Meaningful Validation

reprocessing of chunk 1. If S′end 2 turns out to be the correct ending state of chunk 2,

like the case shown in the figure, then the reprocessing of chunk 3 would be valid. In

summary, higher-order speculation enables deeper-level speculative parallelism that

opens chances for earlier and meaningful validations of later input chunks.

• Improved speculation accuracy. Besides extra parallelism, the other benefit of

higher-order speculation comes from the improved speculation accuracy. Without

loss of generality, consider chunk 2 and chunk 3 in Figure 4.12, whose starting states

are predicted using an existing technique [62, 138, 99], denoted as S′start 2 and S′start 3.

Statistically speaking (across many inputs), their probabilities of being the correct

starting states (i.e., speculation accuracies) are the same. Assume the ending state

after speculatively processing chunk 2 is S′end 2, then the probability that S′end 2 is the

correct starting state of chunk 3 should be no less than that of S′start 3; in fact, S′end 2

is more likely to be correct starting state of chunk 3, thanks to the potential state

convergence during the speculative processing of chunk 2. That is, even if S′start 2 is

incorrect, its execution path may converge with the correct path during the processing

of chunk 2, resulting in a correct ending state (i.e., S′end 2 = Send 2).
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Figure 4.12: Improved Speculation Accuracy

(Pi(S): the probability that S is the correct starting state of chunk i)

When the speculation of chunk 3 is second order, as shown in Figure 4.12, and using

S′end 2 (the correctness criterion) to validate (replace) S′start 3 as the starting state of

chunk 3, the speculation accuracy can potentially increase.

To take the above benefits from the higher-order speculation, we next present a

new speculative FSM parallelization strategy, referred to as iterative speculation.

4.4.3 Iterative Speculation

Unlike existing speculative FSM parallelization [62, 138, 137, 99, 100], iterative

speculation organizes the whole processing into a series of iterations. Algorithm 7 sum-

marizes its basic ideas. First, it initializes the starting state for each chunk, just like the

conventional speculation, except that it also initializes an active flag for each thread (Line

6). After initialization, the algorithm enters into a series of iterations. In each iteration,

chunk i is processed only if active[i] is true (Line 10-11). Note the processing checks

its path convergence with that of the last processing of chunk i, that is, path merging is
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applied. The value of flag active[i] is set at the end of the prior iteration (see Line 14-

19): if the starting state si in the last iteration is different from the ending state of the

prior chunk ei−1, active[i] is set to true. The algorithm terminates once all active flags

become false.

Algorithm 7 Iterative Speculation

1: for each chunk i do /* initialization */

2: if i == 0 then

3: si = s0

4: else

5: si = predict(i)

6: active[i] = true /* all threads are active initially */

7:

8: while some active[i] is true do /* iterations */

9: for each chunk i do in parallel

10: if active[i] == true then

11: ei = process(chunk i, si) /* w/ path merging */

12: barrier() /* synchronize */

13:

14: for each chunk i do in parallel

15: if si 6= ei−1 then /* validation */

16: si = ei−1

17: active[i] = true

18: else

19: active[i] = false
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Figure 4.13: Illustration of Iterative Speculation

(for clarity, all validations fail and no path merging occurred)

Next, we explain how higher-order speculation is reflected in the above algorithm

and why the algorithm in fact always terminates in #chunks iterations. As illustrated in

Figure 4.13, we use different grayscale levels to represent different orders of speculation,

with the darkest one used for the non-speculative processing. Initially, we assume that the

chunks are assigned with increasing speculation orders: chunk i is in i-th order speculation.

Then, during each iteration, the latest speculation of each chunk is validated using the latest

ending state from the prior chuck. As a result, its speculation order is reduced by one. Once

the speculation order of a chunk becomes 0th (i.e., non-speculative), it will stay inactive,

because the ending states of all its prior chunks are already fixed. Obviously, the chunk with

the highest speculation order (the last chunk) determines the maximum iteration number,

thus the algorithm takes exactly #chunks iterations to terminate.

Note that Figure 4.13, in fact, demonstrates the worst-case scenario of iterative

speculation: all validations fail and no path merging occurred in any case. Consequently,

iterative speculation would be equivalent to sequential processing; the same applies to the
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conventional speculation. In practice, as shown later in Section 4.6, iterative speculation

substantially improves the performance, thanks to the improved speculation accuracy and

successful earlier validations (Section 4.4.2).

So far, we have introduced path fusion and higher-order speculation to address the

scalability limitations in the two basic FSM parallelization schemes, respectively. Still, an

open question is which scheme works the best for a given FSM and its inputs. We address

the scheme selection next.

4.5 Parallelization Scheme Selection

Including the two basic schemes, we have discussed five FSM parallelization schemes

in total:

• B-Enum: basic state enumeration

• B-Spec: basic state speculation

• S-Fusion: state enumeration with static path fusion

• D-Fusion: state enumeration with dynamic path fusion

• H-Spec: higher-order (iterative) speculation

We also refer to the last three as augmented schemes. Which scheme works best

depends on the characteristics of the FSM and its inputs. Based on the design of the

schemes, we focus our discussion on five key properties of the FSM and its inputs: (i)

number of states, (ii) state convergence rate, (iii) speculation accuracy, (iv) the feasibility
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to generate a static fused FSM under a memory budget, and (v) the skewness of state vector

distribution. The second and last properties are defined below:

Definition 8 State convergence rate conv(l) is the number of unique current states after

consuming l input symbols in an enumerative execution.

Definition 9 Skewness of state vector distribution uniq(l) is the number of unique state

vectors encountered during the processing of l input symbols in an enumerative execution.

Note that our goal is NOT to precisely model the execution time of each scheme,

which could be extremely challenging given the diverse and complex FSM transition behav-

iors, not to mention external factors like the design of state predictor and the underlying

architecture. Instead, we intend to qualitatively reason about the conditions under which

each scheme would work well in general. This qualitative performance reasoning will provide

insights for us to guide the scheme selection.

Table 4.1 summarizes the suitability of each scheme under different value combi-

nations of three out of the five properties, where ‘H’ means the value is high and ‘L’ means

the opposite. For the other two properties, we assume the number of states is ‘L‘ and it is

feasible to generate a static fused FSM, in order to avoid exploding the size of the table.

There are several key points worth to mention. First, under ‘HHL’ and ‘HHH’, all

schemes would work very well, except for D-Fusion which does not run efficiently when the

number of unique state vectors is high. Also note that the speculation schemes B-Spec and

H-Spec work slightly better than the enumerative schemes, because the latter require two

passes of processing (see Section 4.3). Second, S-Fusion works well across all situations in

the table, thanks to its offline fused FSM generation. However, this is under the assumption
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Table 4.1: Qualitative Comparison of Parallelization Schemes

(C: state conv. rate, S: spec. accuracy, K: skewness of state vectors)

Basic Schemes Augmented Schemes
C | S | K B-Enum B-Spec S-Fusion D-Fusion H-Spec
H | H | H ✩✩✩✩ ✩✩✩✩✩ ✩✩✩✩ ✩✩✩✩ ✩✩✩✩✩
H | H | L ✩✩✩✩ ✩✩✩✩✩ ✩✩✩✩ ✩✩✩✩✩
H | L | H ✩✩✩✩ ✩✩✩ ✩✩✩✩ ✩✩✩✩ ✩✩✩✩
H | L | L ✩✩✩✩ ✩✩✩ ✩✩✩✩ ✩✩✩✩
L | H | H ✩✩ ✩✩✩✩ ✩✩ ✩✩✩
L | H | L ✩✩ ✩✩✩✩ ✩✩✩
L | L | H ✩✩✩✩ ✩✩ ✩✩
L | L | L ✩✩✩✩ ✩✩

that the static fused FSM is feasible to generate under the memory budget. Third, unlike

B-Spec, H-Spec still works well under low speculation accuracy as long as the state conver-

gence rate is high (i.e., ‘HLL’ and ‘HLH’), because state convergence can improve the rate

of successful validations (see Figure 4.12). In addition, even with high state convergence

rate, if the number of states is high (not shown in the table), both B-Enum and D-Fusion

will suffer from higher overhead at the early stage of the processing (i.e., before many states

converge).

Overall, no scheme works well in all situations, however, Table 4.1 clearly shows

that the augmented schemes extend the scope of effective FSM parallelization towards the

lower rows of the table – the more challenging situations.

Based on the above qualitative analyses, we propose a series of heuristics to guide

the FSM parallelization scheme selection, summarized by the decision tree in Figure 4.14.

The heuristics start from the best parallelization scenario checking – whether the speculation

accuracy is high (greater than a threshold). If so, either B-Spec or H-Spec will be selected.
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Figure 4.14: Decision Tree for Scheme Selection

They then examine the state convergence rate. If it is high, they further check the number

of states. For FSMs with a large number of states, they can only choose H-Spec; otherwise,

they can pick either H-Spec or B-Enum. On the other hand, without high convergence

rate, they will try to generate a static fused FSM under the given memory budget. If

that succeeds, they will use S-Fusion; otherwise, they will further consider D-Fusion by

checking the skewness of state vector distribution. If it is highly skewed, they will surely

pick D-Fusion; otherwise, it becomes the worst case scenario – the speedup would be low

anyway. Three options are provided in this case, which are H-Spec, B-Enum, and D-Fusion.

Note that it is practically very different to select the scheme online for a given

FSM and a particular input, because the cost of collecting the properties easily outweighs
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(or compromises) the benefits of parallelization. Instead, we target the scheme selection for

the given FSM and a group of its inputs. That is, a few inputs are (randomly) selected for

collecting the properties offline, based on which the scheme is selected and used online.

4.6 Evaluation

In this section, we evaluate our proposed techniques in detail, with a focus on the

extra speedups they bring over the two basic parallelization schemes.

4.6.1 Methodology

We implemented the five FSM parallelization schemes that are summarized in

Section 4.5, in C++ language and used Pthread for their parallel executions. Then, we

integrated these five schemes along with the scheme selector into one multi-scheme paral-

lelization framework, called BoostFSM.

Benchmarks. Table 4.2 lists the FSM benchmarks used in our evaluation with their

relevant properties. The 16 benchmarks are collected from the Snort library [108], a pool

of signatures in PCRE format used by the state-of-the-art Network Intrusion Detection

Systems (NIDS). They are chosen to provide a good coverage of the diverse properties

of FSMs and their inputs. The second column in the table shows the number of states,

which ranges from 17 to 4736 (one of the largest). The next two columns report the state

convergence rates for 103 and 106 input symbols, respectively (smaller is better). The fifth

column shows the speculation accuracy, ranging from 0% to 100%. The next column tells

the feasibilities to generate static fused FSMs (under the memory budget of 1GB/FSM, or
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equivalently 106 fused states): for five of the benchmarks, the generation is feasible. The

last column reports the skewness of state vector distribution – the number of unique state

vectors observed after consuming 105 input symbols.

The inputs to the FSMs are 20 traces of real-world network traffics collected from

a Linux server using tcpdump. Each trace consists of 4 × 108 symbols (i.e., 400MB). The

total size of inputs is 8GB. For each FSM, five traces are randomly selected to collect

the properties reported in Table 4.2. More specifically, we ran B-Enum on the training

inputs up to 103 and 106 symbols, respectively, to collect the state convergence rates. The

speculation accuracies are the average of 100 times of speculation over the first 105 symbols

of each trace. For the skewness of state vectors, we ran B-Enum (with path merging) over

the first 1K symbols, then recorded the unique number of state vectors for the next 9K

symbols of each input.

Platform. All experiments ran on a 64-core machine equipped with an Xeon Phi 7210

processor (1.3GHz/core) and 96GB RAM. The machine runs Linux 3.10.0. All programs

were compiled by GCC 4.8.5 with the “O3” optimization flag. The timing results reported

are the average of three repetitive runs over 20 inputs and we do not report 95% confidence

intervals of the average when the variation is not significant.

In the following, we first evaluate the augmented schemes and the scheme selection,

then, reports the scalability of each scheme over different number of cores and input sizes.
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Table 4.2: FSM Benchmarks

(conv(l): state convergence rate; Static: feasibility to generate

a static fused FSM; uniq(l): skewness of state vectors)

FSM #States conv(103) conv(106) SpecAcc Static uniq(105)

F1 207 2.0 2.0 0% Yes 6.1
F2 17 2.0 2.0 5% Yes 5.9
F3 193 46.7 20.1 1% No 130.3
F17 507 2.0 2.0 0% No 1040.1
F5 31 5.0 5.0 0% Yes 4.2
F6 31 5.7 1.0 5% No 4602.5
F7 53 3.8 1.0 9% No 529.7
F8 22 7.3 1.0 5% No 1948.8
F18 4736 1.0 1.0 100% No 78.7
F10 30 1.9 1.6 76% Yes 7.2
F11 34 7.9 1.0 4% No 3079.3
F12 65 2.0 2.0 100% Yes 4.2
F13 145 5.0 5.0 0% No 8.9
F14 1045 2.0 2.0 0% No 3.1
F15 2012 2.0 2.0 0% No 5.3
F16 1179 2.0 2.0 34% No 7.7

4.6.2 Performance

Table 4.3 reports the speedups of different FSM parallelization schemes using 64

cores over the sequential FSM execution. The second column shows the execution time

of sequential FSM execution. Since the inputs to different FSMs are of the same size,

their execution time only varies slightly. This also indicates that the number of states,

in practice, have limited impacts on the execution time, as the frequently accessed state

transitions often well fit into CPU caches. In the following, we first evaluate each of the

augmented schemes separately, then examine the effectiveness of the scheme selection.

Static Path Fusion. First, for those benchmarks whose static fused FSMs can be gener-

ated (F1-2, F5, F10, F12), S-Fusion significantly raises the speedups comparing to B-Enum,
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Table 4.3: Speedup Comparison

(Baseline: sequential execution; #threads: 64; input size: 4× 108)

Basic Schemes Augmented Schemes

FSM Seq(s) B-Enum B-Spec S-Fusion D-Fusion H-Spec BoostFSM

F1 7.47 12.9 0.6 31.2 23.6 17.6 31.2
F2 7.45 13.7 1.9 30.9 25.1 17.8 30.9
F3 7.37 7.3 1.9 - 8.5 13.0 7.3
F17 7.53 12.9 0.5 - 3.6 8.7 12.9
F5 7.43 11.1 0.6 31.1 25.5 13.9 31.1
F6 7.43 28.5 22.9 - 13.1 30.1 30.1
F7 7.49 29.8 29.7 - 25.5 32.7 32.7
F8 7.48 29.1 20 - 19.6 32.6 32.6
F18 7.51 19.3 37.2 - 17.9 36.5 37.2
F10 7.39 14.2 1.4 30.8 25.1 18.3 30.8
F11 7.57 26.9 21.6 - 16.1 32.6 32.6
F12 7.46 13.0 39.8 30.9 24.9 39.2 39.8
F13 7.44 11.6 0.6 - 23.9 10.4 23.9
F14 7.40 12.2 0.6 - 22.5 16.7 22.5
F15 7.35 13.0 0.6 - 23.4 17.1 23.4
F16 7.46 12.7 0.9 - 23.5 11.2 23.5

Geo 7.45 15.4 3.1 31.0 18.3 19.5 25.8

from 12.9X to 31.0X on average, thanks to its path fusion and offline fused FSM generation.

According to Table 4.2, after consuming 106 symbols, there are still 2.3 paths left on average

for these FSMs. S-Fusion completely eliminates such overhead. On the other hand, for

those FSMs whose static fused FSMs are too large to generate (i.e., over the memory bud-

get), static path fusion cannot help. Table 4.4 reports the sizes of the statically generated

fused FSMs (column “Static Fusion / #FS”) and the time taken for fused FSM generations

(column “Static Fusion / Time”). The memory budget is set to 1GB, equivalent to 106

fused states. With a larger sample set, as reported earlier in Figure 4.8, the sizes of fused

FSMs are often below or close to N2, where N is the number of states in the original FSM.

Dynamic Path Fusion. D-Fusion works around the memory limitation of S-Fusion
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Table 4.4: Statistics of Path Fusion

(#FS: num. of fused states; Time: generation time; #SW: num. of switches)

Static Fusion Dyn Fusion Static Fusion Dyn Fusion

FSM #FS Time #FS #SW FSM #FS Time #FS #SW

F1 19899 37.1 14 1223 F18 - - 4736 0
F2 173 0.06 7 1133 F10 2876 1.25 11 1311
F3 - - 116 10465 F11 - - 246 21121
F17 - - 1209 161796 F12 6655 4.80 5 897
F5 486 0.22 5 961 F13 - - 10 1339
F6 - - 149 10981 F14 - - 4 641
F7 - - 57 830 F15 - - 6 1025
F8 - - 131 17129 F16 - - 8 1245

by generating a partial fused FSM that only captures one execution. In Table 4.4, column

“Dyn Fusion / #FS” reports the numbers of fused states actually generated during dynamic

path fusion. Interestingly, the numbers are not only less than those in the static fused

FSMs, but also often less than those in the original FSMs (F1-3, F5, F10, F12-16). In

terms of performance, as reported in Table 4.3, the speedups of D-Fusion vary a lot across

benchmarks, ranging from 3.6X to 25.5X. In fact, for some FSMs, D-Fusion performs worse

than B-Fusion (F17, F6-8, F18, F11). As explained in Section 4.3.3, the effectiveness of

D-Fusion highly depends on the number of unique fused states encountered. In Table 4.4,

column “Dyn Fusion / #FS” reports these numbers, which roughly align with the speedups

of D-Fusion. Note that F18 is a special case in that the state vector size quickly drops

to one during the path merging phase, so when it enters into the path fusion phase, its

fused FSM is just the original FSM. The next column in Table 4.4 (“Dyn Fusion / #SW”)

reports the number of switches between the basic and fused modes. The switches are the

main source of overhead in dynamic path fusion due to their accesses to the hash tables

(see Section 4.3.3).
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Higher-Order Speculation. At last, we compare H-Spec with B-Spec. As shown in

Table 4.3, H-Spec significantly boosts the speedups from 3.1X to 19.5X on average. More

importantly, its improvements are consistent across all benchmarks, except for F12 and F18,

in which cases, both H-Spec and B-Spec work very well (over 36X speedups), with B-Spec

showing marginally better speedups. These results are consistent with our earlier discussion,

that is, H-Spec performs no worse than B-Spec in principle. The improvements come

from the two benefits of higher-order speculation: earlier and meaningful validations and

improved speculation accuracy. Table 4.5 reports both the speculation accuracies of B-Spec

and H-Spec. The initial speculation accuracy of H-Spec (Iteration-1) is the same with or

similar to that of B-Spec (23% vs. 24% on average). But, over iterations, the speculation

accuracies of H-Spec get improved quickly. By the third iteration, all benchmarks reach

100% speculation accuracy. On average, it takes 2.1 iterations for H-Spec to complete the

processing.

In summary, the augmented schemes substantially boost the performance over the

basic schemes. However, their speedups vary a lot across benchmarks, and one of them,

D-Fusion, may perform even worse than its basic scheme. As shown in Table 4.3, the best

schemes (in bolded font) for the benchmarks are scattered across the five parallelization

schemes, which confirms the needs of scheme selection.

Scheme Selection. The FSM properties used by the scheme selector are already shown in

Table 4.2. Following the heuristics in Section 4.5, the selector first checks the speculation

accuracy against the threshold (98%) and finds that only benchmarks F18 and F12 meet

the requirements. Thus, it selects B-Spec for these two FSMs. Then, it checks if the
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Table 4.5: Speculation Accuracies

Higher-Order Speculation

FSM B-Spec Iteration-1 Iteration-2 Iteration-3 #Iterations

F1 0% 0% 100% - 2.0
F2 61% 61% 100% - 1.9
F3 62% 62% 97% 100% 2.6
F5 0% 0% 98% 100% 2.4
F6 5% 5% 100% - 2.0
F7 9% 9% 100% - 2.0
F8 5% 5% 100% - 2.0
F10 0% 0% 100% - 2.0
F11 5% 5% 100% - 2.0
F12 100% 100% - - 1.0
F13 0% 0% 2% 100% 3.0
F14 0% 0% 100% - 2.0
F15 0% 0% 98% 100% 2.1
F16 33% 33% 57% 100% 3.0
F17 2% 2% 57% 100% 3.0
F18 100% 100% - - 1.0

Avg 24% 23% 86% 100% 2.1

state convergence rate conv(106) reaches one. If so, it chooses H-Spec, which happens to

benchmarks F6, F7, and F8. For the remaining benchmarks, the selector further examines

the feasibility to generate a static fused FSM. It obtains positive answers for benchmarks F1,

F2, F5, and F10, thus assigns S-Fusion to them. Finally, the selector checks the skewness

of the state vector distribution against the threshold (15) which shows benchmarks F13,

F14, F15, F16 all satisfy the requirement. So, these FSMs are assigned with D-Fusion.

At this point, there are still two benchmarks left: F3 an F17. Since our selector does not

further examine the properties based on more specific values, by default, it selects B-Enum.

The last column of Table 4.3 shows the choices of the scheme selection. Out of 16 cases,

it only fails to pick the best scheme for F3. The failure is simply due to the fact that the

heuristics stops reasoning about the performance at more fined-grained levels, which can
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Figure 4.15: Scalability of Representative Cases

(F2, F8, F12, and F14 represent the best cases of S-Fusion,

H-Spec, B-Spec, and D-Fusion, respectively)

be improved with more detailed performance modeling.

4.6.3 Scalability

In this section, we examine the scalability of different schemes in terms of both

the number of cores and the input size.

Varying Number of Cores. Due to the space limit, we report the scalabilities over dif-

ferent number of cores for a subset of representative benchmarks, as shown in Figure 4.15.

They are chosen to represent the cases where S-Fusion performs the best (F2), H-Spec
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(Due to space limits, for each scheme, we ranked the benchmarks by the speedup of Large input, then

selected the top two,

the middle two, and the bottom two benchmarks to show, except for S-Fusion, for which all feasible ones

are shown.)

performs the best (F8), B-Spec and H-Spec performs the best (F12), and D-Fusion per-

forms the best (F14), respectively. In general, when the desired properties are present (see

Table 4.1 and Figure 4.14), all the five schemes can scale well. On the other hand, when

the properties are not ideal, some schemes suffer from worse scalabilities than others. For

example, when the speculation accuracy drops and the state convergence rate is low, B-Spec

scales poorly, and may even run slower than the serial execution (see the curves of B-Spec

in subfigures F2, F8, and F14), due to its serial validations [100]. The other scheme that

may not scale well is D-Fusion, as shown in subfigure F8. This is because when the input

is partitioned into smaller chunks, the number of unique state vectors may not decrease

proportionally, thus the overhead becomes relatively higher.

Varying Input Size. Figure 4.16 reports the speedups of the five schemes under different

input sizes: small (1× 108), medium (4× 108), and large (8× 108). Overall, there are clear

trends that the speedups get improved as the input sizes increase for all the parallelization

schemes. The trends reflect the effects of Amdhal’s law. In our context, the sequential
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components include thread creation (64 threads), thread synchronization (validations in

speculative schemes, and correct path selections in enumerative schemes), and some I/O

operations (printing out the matches). In addition, for H-Spec, an extra benefit could be

the potentially better convergence with longer input chunk (see Figure 4.12). For D-Fusion,

as the input chunk becomes longer, the number of switches between basic and fused modes

may become relatively less (happened to F7).

4.7 Summary

In this work, we addressed the fundamental scalability issues inherited in the two

basic FSM parallelization schemes: the cost of maintaining multiple execution paths in

enumerative parallelization and the sequential chunk-by-chunk validations in speculative

parallelization. For the former, we proposed the technique of path fusion, which can fuse

different execution paths into a single one, either statically or dynamically. For the latter,

we introduced the concept of higher-order speculation which allows a speculated state to

be validated speculatively. For practical uses, we also discussed the scenarios where each

scheme works the best and proposed a set of heuristics to help users select the parallelization

scheme. Finally, we evaluated the proposed techniques with FSMs drawn from real-world

applications and of diverse characteristics. Our results showed that the proposed techniques

can substantially raise the scalabilities of both parallelization schemes.
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Chapter 5

Challenging Sequential Bitstream

Processing via Principled Bitwise

Speculation

5.1 Introduction

Bitstream processing manipulates binary values with bitwise operators (e.g., logical XOR and

shift <<) over long sequences of bits. It plays critical roles in many important applications

for better performance or higher space efficiency, such as bitmap indexing [68], pattern

matching [15], parsing [75, 41, 76], image compression [16, 136], and voice decoding [87].

For example, in bitstream-based text pattern matching [15], a text stream is first transposed

into a set of bitstreams, then the text patterns are searched with bitwise manipulations.

Thanks to the high efficiency of bitwise operations and bitwise parallelism, the bitwise text
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c = 0;
/* bitstream traveral */
for i = 0 to N 

a = A[i]; b = B[i];
psum = a + b;

if psum == 0xff then
bubble = c & 1;

else
bubble = c & 0;

ta = a >> 7;  tb = b >> 7; tp = psum >> 7;
tc = (ta & tb) | ((ta | tb) & (tp ^ 1));
C[i] = psum + c;
c = tc | (bubble & 1);

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

...10111101010011

...01101110011010
+

A

B

...00101011101101 C
=

Figure 5.1: Bitstream Processing Example (LBSAdd [14]).

pattern matching shows significant performance improvements over the conventional “one

character at a time” pattern matching schemes. Similar treatments have also been applied

to semi-structured data (e.g., XML and JSON) to accelerate querying in document-based

data stores [75, 76].

Despite the benefits, a fundamental challenge arises when the processing of the

current bits depends on the processing results of prior bits over the course of bitstream

processing, referred to as bitstream-carried dependences, a special case of loop-carried de-

pendence. As a result to the dependences, the entire bitstream(s) have to be traversed in

serial, seriously limiting the scalability. Unfortunately, such bitstream-carried dependences

can be easily introduced with commonly used bitwise and non-bitwise operators, such as a

left shift operator << that defines the current bit with a bit to the right and a arithmetic

addition + that may produce a carry propagating over the calculations of the following bits.
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Figure 5.1 shows an example bitstream program called long bitstream addition

(LBSAdd [14]). It adds two arbitrarily long bitstreams and put the result into a new bit-

stream. Note that, rather than adding the two streams bit-by-bit, this program leverages

bitwise parallelism to perform byte-level addition 1, which can significantly improve the

efficiency. However, the inherent dependences regarding the carry remains through out the

entire bitstream processing (more discussions later).

State of The Art. Existing efforts in optimizing the bitstream processing mainly focus on

fine-grained vectorization with SIMD intrinsics (e.g., SSE2 and AVX512) [75, 41, 76, 15]. In

spite of the performance benefits, there are limitations in the existing solutions that hinder

the productivity and efficiency of bitstream processing. First, coding with low-level SIMD

intrinsics is notoriously difficult. The situation is worsen in the presence of bitstream-carried

dependences. Take the long bitstream addition as an example, because the SIMD intrinsics

adds numbers SIMD lane-wise, programmers have to manually resolve the potential carries

across SIMD lanes [14], further complicating the SIMD programming. Second, fine-grained

dependence handling techniques cannot be naturally extended to enable coarse-grained

parallelism, that is, partitioning the bitstream(s) across CPU cores, where the size of a

bitstream partition goes far beyond of the SIMD width, making the dependence handling

a daunting task. For example, existing (linear) long bitstream addition can add up to 4096

bits [14]. In sum, the existing bitstream processing with fine-grained parallelism heavily

relies on programmers and fails to exploit the coarser-grained parallelism in the presence of

dependences, fundamentally restricting their scalability.

1Larger granularities (like int or long) can also be used. Without loss of generality, we use byte for easier

illustration as a running example.
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Overview of This Work. Complementary to the prior efforts, this work challenges the

sequential bitstream processing with an automatic approach that enables coarse-grained

speculative parallelism for both non-SIMD and SIMD bitstream programs, referred to as

principled bitwise speculation (PBS). The basic idea of PBS is inspired by an analogy that

compares bitstream programs to sequential circuits in hardware (see Figure 5.2), both of

which transform binary sequences (bits 2 versus pulses). The memory in sequential circuits

resembles the loop-carried dependences in bitstream programs, despite that the latter are

implicitly imposed by the program structures. These close correspondences motivate us to

model the dependences in bitstream programs with finite-state machines (FSMs), a basic

way to model sequential circuits. Note that, this modeling is often impossible for general

programs whose computations can exceed the capability of FSMs. To facilitate the modeling

and minimize the sizes of FSMs, PBS leverages a series of static analyses to reason about

the minimum set of dependent bits in the bitstream programs. With the dependent bits,

PBS constructs the FSM by treating the value combinations of dependent bits as states

and examining different input-output pairs to reveal the state transitions. This reverses the

FSM-to-truth table process in the sequential circuit design. For cases where the FSM is

too large to construct, PBS offers partial or virtual FSM constructions. The former consists

of only “hot transitions” that are frequently visited; While the latter bypasses the FSM

generation, relying on the bitstream program to mimic the FSM state transitions on the

fly.

A key benefit from FSM-based bitstream program modeling is that the possibility

2For the lack of supports for bit arrays, programmers often use unsigned integer or char arrays to store

bitstreams.
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Figure 5.2: Bitstream Programs v.s. Sequential Circuits.

of adopting existing speculative FSM parallelization [83, 138, 137, 99, 59] to bitstream

processing. By leveraging the state convergence properties of FSMs, PBS can effectively

predict future values of dependent bits, thus bringing speculative parallelism to bitstream

processing. In cases the predication fails, PBS offers a fast recovery method that directly

“rectifies” the wrong outputs based on bitwise logic, rather than reprocessing the inputs,

which minimizes the mis-speculation costs. Besides prediction, we also observe that, in some

cases, the constructed FSM runs more efficiently than the bitstream program, making itself

an optimization to the original program. In this way, even the serial bitstream processing

can get performance improvement.

We prototyped PBS on the latest LLVM infrastructure and evaluated it with a

set of bitstream processing kernels extracted from real-world applications, covering semi-

structured data processing, text pattern matching, and multimedia processing. Our results

118



show that PBS can precisely identify the dependent bits. With speculative bitstream pro-

cessing, PBS brings up to 60X speedup on a 64-core machine. To demonstrate the end-

to-end benefits, we also apply PBS to a state-of-the-art regular expression engine, called

icgrep [15]. Results show that, with PBS, icgrep can generate data-parallel bitstream

kernels to effectively leverage all the CPU cores, yielding over 20X end-to-end speedups on

a 64-core machine.

5.2 Background

This section introduces the basic ideas in bitstream processing, including the dependences

that the computations may carry.

Bitstream Processing. Informally, bitwise computations are computations involving bit-

wise operators. Commonly used bitwise operators include logical operators (e.g., &, |, ^,

~), shift operators (e.g., <<, >>, and >>>), and some specialized operators (e.g., population

count popcnt and count leading or trailing zero CLZ/CTZ). Correspondingly, there are SIMD

versions of these operators provided as low-level intrinsics, from instruction set extensions,

such as SSE2, AVX2, and AVX512. For example, mm256 and si256(s1, s2) from AVX2

performs AND operation between 256-bit vectors.

In many applications, the inputs to bitwise computations are long binary sequences

or bitstreams, such as, an audio record in multimedia processing [16, 136, 87], or a piece

of encrypted file in cryptography [20]. In fact, even textual data streams can be con-

verted into bitstreams to take advantages of SIMD intrinsics and bitwise parallelism. The

idea is illustrated in Figure 5.3. Each byte of the textual data stream is transposed into
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Figure 5.3: Text Stream to Bitstreams Conversion [75, 76, 15, 41].

eight individual bits stored in eight separated bitstreams. This textual-stream-to-bitstream

transposition brings bitstream processing to many applications conventionally manipulating

textual data streams, such as intrusion detection over network traffic [15] and data analytics

over semi-structured data streams, like XML and JSON [75, 76]. During the processing, the

input bitstreams are often transformed multiple times before they are eventually consumed.

Figure 5.4 shows the seven phases of bitstream transformations in XML parsing [76], where

each transformation generates a new bitstream (e.g., L0, and E0). Note that the first three

bitstreams (i.e., C0, C1, and C2) are generated from the base bitstreams – B0 to B7 (see

Figure 5.3). In general, we refer to these different bitstream transformations as bitstream

kernels and their corresponding executions as bitstream processing.

Bitstream-Carried Dependences. As mentioned earlier, it is easy to introduce de-

pendences into bitwise computations, with the use of operators carrying multi-bit effects,

such as various shift and arithmetic operators. Considering the XML parsing example in
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Transformations
C0 = [a-zA-Z]

C1 = [>]

C2 = [<]

L0 = Advance(C2)

E0 = L0 & ¬C0
L1 = ScanThru(L0,C0)

E1 = L1 & ¬C1
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Figure 5.4: Bitstream Transformations in XML Parsing [76] (to make the bitstreams easier
to read, zeros are marked as dots).

Figure 5.4, two out of the seven transformations involve dependences: Advance(C2) and

ScanThru(L0, C0). The former shifts every bit in C2 one step to the right (note that it is

non-trivial to shift one bit for an entire bitstream). The latter starts from a 1 in L0 and

marks 1 right after a sequence of 1s in C0. Essentially, ScanThru(L0, C0) = (L0 + C0) &

¬C0. Due to the use of shift and addition, both transformations introduce bitstream-carried

dependences. In the source code, these dependences appear as the loop-carried dependences,

a challenging class of dependences that is often beyond the reach of existing parallelizing

compilers [131, 11]. Efforts so far in optimizing bitstream processing focus on the use of

SIMD intrinsics [15, 76]. However, this requires to manually redesign the bitstream process-

ing algorithms to handle the dependences across SIMD lanes (e.g., 256 bits). Moreover, the

benefits would not be sustained when expanding the solution to an entire bitstream, because

of the limited width of SIMD lanes. To improve the scalability as well as the productiv-

ity, this work explores a more automatic approach that enables coarse-grained speculative

parallelism for bitstream programs, namely principled bitwise speculation (PBS). Next, we

give an overview of this new approach.
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5.3 Overview

The section presents the basic workflow of principled bitwise speculation (PBS), summarized

by Figure 5.5. At high level, PBS consists of three core modules: (i) a bitwise static analysis

module, (ii) a bitstream program modeling module, and (iii) a runtime speculation module.

Given a bitstream program, the static analysis module first performs a series of static

analyses to identify the bits in the program variables that essentially cause the bitstream-

carried dependences, referred to as dependent bits. The dependent bits are then feed into

the bitstream program modeling module, where a finite-state machine (FSM) is generated,

sometimes partially or virtually, to capture the basic behaviors of bitstream programs. After

these preparations, the runtime speculation module spawns a set of threads to process the

input bitstream(s) speculatively. In specific, each speculative thread first leverages an FSM-

based speculation technique, called lookback, to predict the runtime values of the dependent

bits. With those values, the thread is able to speculatively execute the bitstream program.

In cases the prediction fails, the runtime module also features a fast bitstream-customized

approach to accelerate the recovery. In the following, we present these three modules one

by one.

5.4 Static Dependent Bit Analysis

Conventionally, program dependences are defined based on the read and write of variables.

However, for bitstream programs, such variable-level dependence analysis may not capture

the dependences precisely, due to bit-level value manipulations. In this section, we present
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spawn speculative threads

Figure 5.5: Workflow of Principled Bitwise Speculation (PBS)

an assembly of static analyses that analyze bitstream programs down to the bit level to pin-

point the exact bits causing the dependences, together referred to as dependent bit analysis.

Before introducing its details, we first define dependent bit both intuitively and formally.

5.4.1 Dependent Bit: Motivation

The idea of dependent bits can be naturally extended from the dependences on variables.

In general, if two instructions si and sj access the same memory location M and one of

them writes to M , then there exists a (data) dependence between si and sj . For programs

without bitwise operations, M usually refers to a variable (e.g., an integer or a char). In

this case, we call M the dependent variable. Consider the following code.
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L1:
L2:

n = n + x
y = n & 7

There exists a write-after-read dependence from L1 to L1 itself on variable n and a

read-after-write dependence from L1 to L2 also on n. Conventionally, in both cases, variable

n is referred to as the memory M in the dependence definition.

However, for the second dependence, if we break down n into individual bits (e.g.,

8 bits), we may narrow down M to smaller granularity based on the AND operation in L2.

In fact, a closer look at L2 reveals that the five most significant bits of n, denoted as n[3:7],

actually do not contribute to the calculation of t – they are ignored. In another word, only

n[0:2] are involved in this dependence, which we referred to as dependent bits. Similarly, L2

also indicates that the five most significant bits of t (i.e., t[3:7]) are always zeros – they

are constants. Therefore, a later use of t (not shown) does not necessarily depend on L2

regarding t[3:7]. In both of the above scenarios, some instructions, in principle, may not

have to access all the bits of variables 3. Based on this intuition, we define the dependent

bits more formally.

Definition 10 If two instructions si and sj have to access the same bit of variable v (say

v[k]), and at least one of them writes to v[k], then there exists a (data) dependence between

si and sj, where v[k] is the dependent bit.

The concept of dependent bits makes it possible to capture the dependences in

bitstream programs in a more precise way, which is critical to the construction of FSMs, as

we show later.
3This should not be confused with the instruction implementations that read all the bits from a register;

Here, the concept is for static analysis.
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Next, we put the dependence discussion in the context of bitstream processing.

Consider the following example.

n = n + in[i]
out[i] = n & 7

for i = 0 to NL1:
L2:
L3:

where in[] is the input bitstream traversed by the for loop, byte by byte, and transformed

to the output bitstream out[]. In addition to the dependence from L2 to L3 inside the loop

body, there also exist dependences across iterations, known as loop-carried dependences.

For instance, the L2 in iteration 2 (reads n) depends on the L2 in iteration 1 (writes to

n). These dependences are chained together across iterations, preventing any iteration-level

parallelizations.

However, if we look closer at the use of variable n in L3, only n0:2 have to be

accessed and if we propagate this back to L2, that means, for the n on the right hand side

of L2, the five most significant bits n3:7 are ignored – though used by the addition, the

outputted n3:7 anyway will not be used by the next instruction L3. Thus, the loop-carried

dependences actually only involve 3 bits of n, rather than 8 bits (or 32 bits for an integer),

making them much more amenable to break with speculation techniques. This observation

is one enabler for principled bitwise speculation.

Based on the above discussions, the key is to find out those dependent bits that

cause loop-carried dependences. Next, we introduce an assembly of static analyses that can

effectively identify the dependent bits, namely dependent bit analysis.
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5.4.2 Dependent Bit Analysis

For clarity, we decompose the dependent bit analysis into three more basic analyses. We first

briefly introduce each of them and how they are integrated, then present their algorithms

in detail. The for loop example in Section 5.4.1, denoted as Lmain, will be used as the

running example.

Entry-Point Liveness Analysis. First, dependent bits should be live at the entry of the

loop body of Lmain, that is, they will be used before they get redefined. Otherwise, if the

bits are redefined first, then they will not depend values from prior iterations. However, it is

very challenging to directly perform bit-level liveness analysis due to the complex bit status

caused by various bitwise operations. Existing liveness analysis [120] can reach bit sections,

but not individual bits. For this reason, we first perform variable-level liveness analysis,

then rely on a separate bit status analysis (discussed next) to prune irrelevant bits. We refer

to the former as entry-point liveness analysis, which is different from the classic liveness

analysis in that it only computes the live variables at the entry of the loop body, rather

than every program point or basic block. As shown in Section 5.4.3, this difference reduces

the iterative data-flow analysis to a single pass. In the running example, this analysis finds

that both n and in[i] are live at the loop body entry.

Bit-Status Analysis. The main complexity in dependent bit analysis comes from the

variation of bit status in variables – some bits may be involved in the calculation semantically

while others may not (ignored). Furthermore, whether they are involved or not depends on

if some bits of the operands are known (constant). Consider y = n & m. If n[0:2] are known

to be zeros, then m[0:2] can be ignored. We address these complexities with an effective bit-
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status analysis that was previously developed for hardware synthesis [13]. In the running

example, this analysis finds that out[i][3:7] are zeros and n[3:7] are ignored in both L2 and

L3.

Unchanged-Bit Analysis. The last piece of analysis is to find bits that never change

values through all iterations, called unchanged bits. Note that they are different from the

constant bits which are redefined with known values (0 or 1). Unchanged bits are defined

before the loop and remain unchanged through the iterations. In the running example, this

analysis finds that all bits in in[i] are unchanged.

Putting It All Together. Now, we integrate the results of the above three analyses.

Assume the bits in all live variables at the loop body entry are in bit set Blive , the seman-

tically useful bits in the loop body are in bit set Bunknown, and the set of unchanged bits is

Bnochange , then the dependent bits Bdepen can be calculated as follows.

Bdepen = (Blive ∩ Bunknown)− Bunchanged (5.1)

In brief, the dependent bits should be (i) live at the entry of the loop body, (ii)

semantically useful in the loop body, but (iii) possibly changed during the loop iterations.

Together, the three conditions can narrow down the set of dependent bits to a minimum.

Consider the running example:

• Blive = {n[0:7]:L2, in[i][0:7]:L2}, where : is followed by the instruction(s) using

the bits before redefinitions;

• Bunknown = {n[0:2]:L2, in[i][0:2]:L2, out[i][0:2]:L2}, where : indicates the instruc-

tion(s) using the bits;
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• and Bunchanged = {in[i][0:7]}.

Based on Equation 5.1, we have Bdepen = {n[0:2]:L2}. Next, we explain how each

of the three analyses work in detail.

5.4.3 Algorithms

In general, dependent bit analysis follows iterative data-flow analysis over the control-flow

graph (CFG) of the main loop Lmain body. Thanks to their specific goals, two of its three

sub-analyses only require one iteration to complete.

Algorithm for Entry-Point Liveness Analysis. The goal of entry-point liveness anal-

ysis is to find out which variables are live at the entry point of main loop body. The domain

of the analysis is the power set of all variables appearing in the loop body and the direction

of the analysis is backward. For an instruction i, the transfer function fi is:

LIVEENTRYin = LIVEENTRYout −DEF(i) ∪USE(i) (5.2)

At a joining point of the CFG, the meet operator ∧ is union ∪. When the analysis starts,

LIVEENTRY is initialized to ∅ at the exit of the CFG. After finishing the first instruction

of the CFG, the analysis stops and outputs the latest LIVEENTRY. Figure 5.6 shows an

example analysis on a simplified CFG based on Figure 5.1. The IDs of instruction(s) using

the corresponding live variables are also attached.

Algorithm for Bit-Status Analysis. To analyze bit status of different variables, we

adopt an existing analysis developed for hardware design [13]. In this analysis, the bit
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{}
{tc:L9,t:L9}

bu = c & 1

ta = a >> 7
tb = b >> 7
tc = ta & tb
t = bu & 1
c = tc | t

p = a + b
p == 0xff

bu = c & 0

{bu:L8,tc:L9}
{ta:L7,tb:L7,bu:L8}
{b:L6,ta:L7,bu:L8}

{c:L4,a:L5,b:L6}

{p:L2,c:{L3,L4},a:L5,b:L6}
{c:{L3,L4},a:{L1,L5},b:{L1,L6}}

L1:
L2:

L3:

L4:

L5:
L6:
L7:
L8:
L9:

{a:L5,b:L6,bu:L8}

{c:L3,a:L5,b:L6}

{c:{L3,L4},a:L5,b:L6}

Figure 5.6: Example Entry-Point Liveness Analysis (backward).

status is defined as one of four cases: unknown, 0, 1, and ignored:

• unknown means the bit value cannot be inferred;

• 0 means the bit value can be inferred and it is zero;

• 1 means the bit value can be inferred and it is one;

• ignored means the bit does not contribute to the output.

Internally, bit-status analysis consists of two sub-analyses: constant-bit analysis

which checks if a bit has a known value (0 or 1) and ignored-bit analysis which infers if

a bit will be ignored with no impacts on the outputs. The former extends the constant

propagation to the bit level and therefore is a forward analysis, while the latter resembles

the dead code analysis and thus is backward. Both analyses operate on all the bits of all

variables, denoted as Ball. The following lattice diagram shows the partial order among the

four bit statuses.
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0 1

x(ignored)

u(unknown)

During the analysis, the bit status is moved up from the bottom of the lattice.

That is, the analysis first initializes all bits in Ball to u, then it applies constant-bit analysis

to mark bits with their known values (0 or 1). After that, it applies ignored-bit analysis to

identify “ignored” bits. In both steps, the analysis is iterative to cope with potential inner

loops of the main loop. Next, we briefly explain each of the two sub-analyses. More details

can be found in [13].

First, constant-bit analysis traverses the CFG forwards to propagate bits with

known values. Unlike the conventional constant propagation, the transfer function of con-

stant bit analysis highly depends on the specific operation involved. Take instruction bu =

c & 1 as an example. By taking a logical AND with 1, the analysis infers that bu[1:7] must

be zeros. Similarly, it infers ta[1:7] are zeros too, based on ta = a >> 7. After constant-bit

analysis, all bits in Ball are either 0, 1, or “unknown”, which are the “not ignored” cases.

The ignored-bit analysis starts from these bit statuses, traverses the CFG backwards, and

turns some of them to “ignored” based on the specific operations. For example, the analysis

infers that c[1:7] in bu = c & 1 are ignored, due to the AND operation with 1. Figure 5.7

shows a bit-status analysis on our running example. For limited space, only the variables

with updated bit status(es) are shown.
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bu = c & 1

ta = a >> 7
tb = b >> 7
tc = ta & tb
t = bu & 1
c = tc | t

p = a + b
p == 0xff

bu = c & 0

FORWARD BACKWARD

c[xxxxxxxu]
c[xxxxxxxu]

bu[0000000u]
c[xxxxxxxu]

bu[0000000u]
bu[0000000u] a[uxxxxxxx]
ta[0000000u] b[uxxxxxxx]
tb[0000000u]
tc[0000000u] bu[xxxxxxxu]

t[0000000u]
c[0000000u]

L1:
L2:

L3:

L4:

L5:
L6:
L7:
L8:
L9:

Figure 5.7: Bit Status Analysis (forward&backward).

Algorithm for Unchanged-Bit Analysis. The algorithm used for unchanged-bit analy-

sis is straightforward. To find out bits never defined in the main loop, the analysis initializes

all bits in Ball as “unchanged”, then it scans every instruction in the CFG and marks bits

that are defined as “changed”. In the end of the scanning, the remaining “unchanged” bits

are outputted. As unchanged-bits are flow-insensitive, the analysis can traverse the CFG

either forwards or backwards, in just one pass. Consider the example in Figure 5.7. The

results of unchanged-bit analysis consist of all bits in a and b.

Merging Results. Based on Equation 5.1, we can compute the dependent bit set Bdepen

for the running example. The calculation process is shown in Figure 5.8. In the end, it only

includes c[0], which is used by instruction L3.
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Bdepen = (Blive ∩ Bunknown)− Bunchanged

= {c[0:7]:{L3,L4}, a[0:7]:{L1,L5}, b[0:7]:{L1,L6}}

∩ {c[0]:{L3}, a[0:7]:L1, a[7]:L5, b[0:7]:L1, b[7]:L6, · · · }

− {a[0:7], b[0:7]}

= {c[0]:{L3}, a[0:7]:L1, a[7]:L5, b[0:7]:L1, b[7]:L6} − {a[0:7], b[0:7]} = {c[0]:{L3}}

Figure 5.8: Calculation of Dependent Bits for Example in Figures 5.7 and 5.6 (for Bunknown,
only the relavent elements are shown).

5.5 Modeling Bitstream Programs

This section discusses the roles that dependent bits play in bitstream processing, with a

goal to create an abstraction of bitstream programs in general.

Bitstream Program Abstraction. Despite that bitstream programs may carry complex

logic with various instructions, essentially, they all boil down to a transformation of some

bitstream(s). This makes them resemble sequential circuits, though one is software and the

other is hardware. The close correspondence motivates us to model bitstream programs

with finite-state machines (FSMs), a model for sequential circuits. In the following, we

first present a basic method to construct FSMs from bitstream programs, then discuss the

strategies to address extremely large FSMs.

5.5.1 FSM Construction

In a typical sequential circuit design scenario, some forms of FSMs (such as Mealy machines

or Moore machines) are often first constructed to model the behaviors of the designed
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s1 s2 s3

0/0

1/1

0/0

1/01/0

0/0

CS I NS O
0 0 0 0 0 0
0 0 1 0 1 0
0 1 0 0 0 0
0 1 1 1 0 0
1 0 0 0 0 0
1 0 1 0 0 1

(a) FSM (b) Truth Table

Figure 5.9: Example FSM (Mealy machine) and Truth Table.

circuits. Then, by encoding the FSM states with binaries, the FSM is converted into a

truth table. From there, the flip-flops will be determined and the circuit diagram will be

generated. Figure 5.9-(a) shows the FSM (Mealy machine) for designing a hardware counter

that counts three consecutive ones. By encoding the three states with 00, 01, and 10, a

truth table can be generated, as Figure 5.9-(b), where CS/NS represent the current/next

state and I/O represent the input/output.

In the context of bitstream program modeling, we reverse the FSM-to-truth table

process. First, we generate a truth table, then encode the value combinations in the truth

table with states to construct the FSM. Next, we elaborate the two phases in detail.

Truth Table Generation. In sequential circuit design, the truth table reflects the boolean

logical relations among the input, the output, and the memory element of a sequential

circuit. In the context of bitstream processing, we use truth table in a similar way, except

that the memory element of a sequential circuit is replaced with the dependent bits in

bitstream programs. Given a bitstream program with identified dependent bits Bdepen, we

first identify the input bits Bin and output bits Bout, that is, the bits consumed from input
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bitstream(s) and the bits written into the output bitstream(s) in each iteration of the main

loop. Here, we assume the input bitstreams are read-only and the output bitstreams are

written-only. Then, by tracking the uses of loop index in array references, we can easily

identify the input and output bits, such as the input bits A[i] and B[i] and the output

bits C[i] in our running example (see Figure 5.1). For more complicated situations, we

can provide pragmas to programers for helping identify the input/output bitstreams. With

those bits, we can generate the truth table as follows.

(a) List the dependent bits Bdepen as both the CS columns and NS columns of the truth

table. Set the input bits Bin as the I columns and the out bits Bout as the O columns

of the truth table, respectively.

(b) Enumerate all the binary combinations of the bits in the CS and I columns, which, in

fact, determine the total number of rows of the truth table Nrow.

(c) For each row of the truth table, execute the bitstream program (only main loop body)

by assigning the input bits and dependent bits with the corresponding values in this

row. Record the resulted values of dependent bits and output bits, and fill their values

to this row in the NS columns and O columns, respectively.

It is easy to find that the total number of columns in the truth table Ncol = |Bin|

+ 2 × |Bdepen| + |Bout|. Figure 5.10-(a) shows the truth table generated for our running

example (see Figure 5.1) based on the dependent bits found in Section 5.4.3. In this case,

the numbers of input and output bits are both eight and the number of dependent bits is

one. The size of the table is 217 × 26, which is quite large even for offline generation. We
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s1
0…00/0…00

(b) FSM

C I(A, B) N O(C)
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 1

…      …      …
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0

…      …      …
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

(a) Truth Table

s2

1…11/1…10
1…10/1…01

0…01/0…01
0…00/0…01
0…01/0…10

01…1/01…1
1…10/1…10

Figure 5.10: Truth Table and FSM (partially shown) for the Running Example (see Fig-
ure 5.1 and Section 5.4.3).

will discuss how to address it shortly in Section 5.5.2. Next, we describe how to construct

an FSM based on the truth table.

FSM Construction. The key idea in constructing the FSM is treating the value combi-

nations of dependent bits as the states. This means, for a bitstream program with |Bdepen|

bits, the number of states would be 2|Bdepen|. In our running example, as there is only

one dependent bit, the number of states is two: one for bit value 0 and the other for bit

value 1. As to the FSM transitions, they are actually already laid out in the truth table:

for the current state in C column(s), given the input bits in I column(s), the next state is

shown in the N column(s) and the output bits are shown in the O column(s). The num-

ber of transitions equals the number of rows of the truth table. Figure 5.10-(b) shows the

FSM constructed based on the truth table in Figure 5.10-(a). For space limits, only some

representative transitions are shown.

It is not surprising that the FSM and truth table constructed for our running exam-

ple are essentially those for designing a byte-level hardware adder. Essentially, the hardware

adder and the bitstream program are equivalent in terms of functionality. However, note

that the FSM-based modeling of bitstream programs does not require the programmers to
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be familiar with the hardware design and redevelop the solution from an FSM point of view.

Furthermore, the logic of bitstream programs could be quite complex with the program-

ming flexibility of high-level languages, which can make manual FSM design an extremely

challenging task.

Another challenge in the FSM-based modeling is that the sizes of FSMs could be

very large for real-world bitstream programs (see Section 5.8), because of the large numbers

of dependent bits and/or input bits. We address this issue next.

5.5.2 Partial and Virtual FSMs

For FSMs (and truth tables) that are too large to generate in practice, we introduce partial

and virtual FSMs.

Partial FSMs. The intuition is that, in many applications, the visiting frequencies of FSM

transitions are biased. Hence, it is possible to use a small portion of captured transitions

to cover a large number of actual transitions. As shown later, this is often sufficient to

enable effective speculation for some bitstream programs. To achieve this, we use a pool

of training input bitstreams to collect “hot values” of dependent bits and input bits based

on their appearing frequencies. Base on the “hot values”, a partial truth table is first

constructed, with some rows potentially missing. Then, following the prior mentioned

truth table-to-FSM construction, a partial FSM is created.

Virtual FSMs. Another way to address the oversized FSMs is to completely bypass the

physical FSM construction. Instead, it simulates the FSM transitions with the executions of

bitstream program. In particular, an FSM transition is virtually performed with an execu-
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tion of the main loop body of the bitstream program, where the current state is the current

values of dependent bits and the next state is the resulted values of the dependent bits

after the execution. In this way, there is no need to generate the truth table. However, the

dependent bits, along with the input bits, remain to be identified with the static analyses,

to capture the FSM states and inputs on demand. More details regarding its uses are in

Section 5.6.

Note that even though the use of virtual FSMs avoids physical FSM generations,

generating physical FSMs may still be beneficial, because it enables the use of various

FSM optimizations. Next, we will show how to use the FSM models to enable speculative

bitstream processing.

5.6 Runtime Speculation

The section presents the idea of FSM-based speculation for bitstream processing, then

introduces a novel technique that can leverage the special properties of bitstream programs

to accelerate the recovery from misspeculation.

5.6.1 FSM-based Speculation

The basic idea of speculative FSM execution stems from an interesting observation [62] that

a future FSM state can be effectively predicted by starting the FSM execution on the suffix

of the input prior to the speculation position, a technique later formalized and referred

to as lookback [138]. Figure 5.11 depicts the lookback-based speculative FSM execution.

The input sequence is first partitioned evenly based on the number of available CPU cores.
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Then, each input partition is assigned to a thread to process. Except the first thread, all

the other threads run speculatively. To find out the starting state, a speculative thread runs

the FSM from all states on the suffix of the prior input partition (i.e., lookback). After the

lookback, the state with highest number of occurrences among the ending states is selected

as the starting state. Using the FSM in Figure 5.9 as the example, after a seven-symbol

lookback, all three states transition to state s1, implying that it must be the correct starting

state. In general, lookback can significantly improve speculation accuracies for many FSMs.

When a predication fails, a reprocessing with the correct starting state is applied

to the corresponding partition to ensure the correctness. Thanks to the state convergence

properties, the reprocessing may stop earlier when the corrected state trace “merges” with

the wrong state trace (more details in [138]).

To adopt the FSM speculation techniques into bitstream processing, we first con-

struct the FSM for the given bitstream program, then leverage the FSM-based lookback

to find out the most possible state. After that, the selected state is decoded into binary

values, which are then assigned to the dependent bits in the bitstream program to start

speculative execution. The high-level speculation workflow remains similar to that in Fig-

ure 5.11, except that the speculative FSM execution becomes the speculative execution

of bitstream programs. Considering the example of long bitstream addition, FSM-based

lookback essentially provides a systematic exploration of the prior bits “close by” to find

out the possibility of a produced carry. Our evaluation (Section 5.8) shows that a short

FSM-based lookback often yields high speculation accuracies for long bitstream addition

and many other bitstream programs.
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001010101001...1000010010111001...1010100010

s1
s2
s3

s1

s1

partition 2 partition 1

s1

lookback
non-spec.spec.

Figure 5.11: Lookback-based Speculative FSM Parallelization.

Speculation with Partial/Virtual FSMs. For partial FSMs, the lookback process is

similar to the FSMs with full transition tables, except that the lookback may start with

a subset of states and some FSM execution paths in the lookback may stop earlier due to

the lack of the needed transitions. As a result, the accuracy of the predicted state could

be reduced. In general, partial FSMs work well in cases where the FSM transitions follow

a biased distribution. As to virtual FSMs, the lookback directly executes the bitstream

program to mimic the FSM transitions. In specific, we start the lookback with “virtual

states” – the value combinations of the dependent bits. If there are too many combinations,

a subset is selected either randomly or based on some training inputs. Then, by assigning

each value combination to the corresponding dependent bits, an instance of the bitstream

program is run to perform “virtual transitions”. At the end of the lookback, the value

combination that appears mostly would be selected as the predicted values. Note that even

though virtual FSMs bypass the physical FSM generation, the lookback essentially still

explores the state convergence of FSMs in an implicit way (“virtually”).
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5.6.2 Fast Recovery from Misspeculation

In the existing FSM speculation, after parallel speculative executions, each predicted start-

ing state is verified against the correct state – the ending state from the processing of prior

input partition. When a verification fails, it needs to reprocess the corresponding input

partition with the correct starting state. Despite some optimization [138] for stopping the

reprocessing earlier, the reprocessing cost, in general, can still significantly compromise the

speculation benefits [100].

010111001...1010100010

101000110...0101011101 correct output bitstream

incorrect output bitstreamA’

A 

A[i] = ¬A’[i] 

Figure 5.12: Example Fast Recovery from Misspeculation.

The above issue may be alleviated in speculative bitstream processing. Unlike

the general FSM computations, the outputs of bitstream programs are binary sequence(s).

Under certain conditions, the correct and incorrect output bitstreams may be correlated by

some bitwise relations.

For example, the incorrect output bitstream could be the flipped version of the

correct one (see Figure 5.12). If we can prove this as a property of the bitstream program,

then we can directly recover the correct output bitstream from the incorrect one, rather

than reprocessing the input bitstream.
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In fact, we can prove such properties of bitstream programs offline with the help

of their corresponding FSMs. Assume that the correct and incorrect output bitstreams are

O and O’, respectively, and the hypothesis is that O = P(O’), where P is a bitwise logical

function. From the FSM point of view, the hypothesis can be proved as follows. For every

pair of state transitions T (s1, I1) = (s′1, O1) and T (s2, I2) = (s′2, O2) where s1 6= s2 and

I1 = I2, we should have O1 = P(O2) as well as O2 = P(O1). Note that the proof requires

P to be commutative, as a transition, in general, may happen in both the correct and

misspeculated executions. After proving the P for the bitstream program, we can apply P

to the output bitstream from any misspeculated processing to recover the correct one. We

refer to this technique as property-based fast recovery.

5.7 Implementation

This section briefly describes some implementation details of the proposed principled bitwise

speculation.

Static Analyzer. We prototyped dependent bit analysis on the latest LLVM (version

9.0.0). The analysis is implemented as an LLVM pass, called depenBit. The pass first

identifies the main loop with the help of BitstreamLoop pragmas. Then, it runs an LLVM

loop analysis pass 4 to find out the loop induction variable, followed by an SCC (strongly

connected components) analysis pass 5 to locate the body of main loop. After these prepa-

ration, the pass starts the three sub-analyses mentioned in Section 5.4.3 and merges the

analysis results to produce the dependent bits for the given bitstream program. More de-

4https://llvm.org/doxygen/classllvm_1_1Loop.html

5https://llvm.org/doxygen/classllvm_1_1scc__iterator.html
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tails regarding the analyzer, including some of its potential limitations, will be discussed in

Section 5.8.

FSM Generator and Speculation Runtime. In our current prototype, both the FSM

generator and speculation runtime are implemented as standalone modules using C++. The

FSM generator takes dependent bits as inputs and outputs an FSM transition table. In

addition, the generator can optionally take a training input to create a partial FSM. By

default, the size of partial FSMs is set to |S| × 1024, where |S| is the number of states. To

support the speculative parallelization, we use the Pthread library for its more customizable

thread settings. By default, the runtime creates the same number of threads as the number

of available CPU cores. The default length for the lookback (in number of bits) is set to

2 × |Bin|. As to the property-based fast recovery, the current prototype focuses on testing

the hypothesis of NOT ¬ relation. More hypothetic relations will be gradually added in the

future versions.

5.8 Evaluation

In this section, we evaluate the principled bitwise speculation, with a focus on the perfor-

mance of speculative parallelization.

5.8.1 Methodology

Benchmarks. To facilitate the evaluation, we collected a set of eight bitstream kernels

from multiple real-world applications, ranging from semi-structured data processing [76, 75]

and text pattern matching [15] to multimedia applications [102, 74] and bioinformatics [133].
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They are listed in Table 5.1. Three of them are implemented with SIMD intrinsics. For

each kernel, we collected a set of inputs from their applications, including 10 small inputs

(10MB each) and 10 large inputs (300MB each).

To demonstrate the end-to-end benefits, we also evaluate PBS with an open-source

high-performance regular expression engine, called icgrep [15] (see more details in Sec-

tion 5.8.4).

Table 5.1: Bitstream Kernels in Evaluation.

Abbreviation Brief Description SIMD

shd SRS Shift-hamming-distance filter kernel [133] No
802 11a IEEE 802.11a convolutional encoder [102] No
8b10b IBM 8bit/10bit block encoder [102] No

g721 uPK G.721 voice compression kernel [74] No
quoteStr JSON bitmap indexing from Mison [75] No
scanThru Ending index construction from icgrep [15] Yes
matchStar Matching “*” in regex from icgrep [15] Yes
xmlParser XML parsing kernel from Parabix [76] Yes

Evaluation Platform. Our experiments are mainly conducted on a 64-core machine

equipped with an Intel Xeon Phi 7210 processor (1.3GHz). The machine runs Linux 3.10.0

with supports of SSE4.2 and AVX2. As to the compilers, we use LLVM 9.0.0 for analyzing

the source code and GCC 4.8.5 for generating the executables, with “-O3” optimization

flag.

For the bitstream kernel evaluation, we measure the time spent on the main loop

(i.e., bitstream traversal loop), while for the regular expression engine evaluation, we mea-

sure the end-to-end running time with everything included. All timing results reported are

the average from 10 repetitive runs.
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5.8.2 Static Analysis and Modeling

To prepare for the static analysis, we inlined the functions that are called inside the main

loops to avoid precision loss from the inter-procedural analysis. The second column of

Table 5.2 reports the number of LLVM IR instructions in the main loop of each kernel,

where the static analyses are performed (#Instr denotes number of instructions in main

loop; while #DB/#IB/#OB represent numbers of dependent/input/output bits).

Table 5.2: Static Analysis Results

Kernel #Instr. #DB #IB #OB

shd srs 61 1 32 32
802 11a 72 5 32 2× 32
8b10b cal 140 1 32 32
g721 upd 143 2 3× 32 3× 8
quoteStr 61 1 2× 32 32
scanThru 1218 1 2× 256 256
matchStar 1226 1 2× 256 256
xmlParser 1881 2 3× 256 256

Analysis Results. In Table 5.2, columns 2-4 report the numbers of dependent bits, input

bits and output bits, discovered in the bitstream kernels. For each kernel, we manually

checked the source code to examine the correctness of the analysis results. In the end,

our examination shows that the reported bits are both correct and precise. Among the

eight kernels, five kernels are found with only one dependent bit, despite that the variables

holding them are 64-bit unsigned integers or 256-bit SIMD vectors. For kernels g721 upd

and xmlParser, there are two dependent bits. In both cases, the two bits come from two

different variables. Kernel 802 11a is found with the most number of dependent bits –

five bits, which are all from the same variable shiftRegister[5:3,1:0]. As to the input and
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output bits, the number ranges from 32 to 3 × 256 (3 means three bitstreams), except

g721 upd which outputs 3 × 8 bits to three output bitstreams. It is not surprising that

the last three kernels use so many input/output bits, as they are implemented with SIMD

intrinsics. The static analysis time of the DepenBit pass, reported by LLVM, ranges from

tens of milliseconds to several seconds.

Despite the success in analyzing the kernels, there exists some limitations with

our current analysis implementation. One of them is the assumption that the main loop

of bitstream kernels is in canonical form, which facilitates the identification of the loop

induction variable and input/output bits. This could be addressed with more advanced

induction variable analysis or the use of pragmas. In addition, as most bitwise operations

work with non-floating point variables, our current analysis does not cover floating point

variables.

FSM-based Modeling. The number of dependent bits reported in Table 5.2 indicates

that the number of FSM states ranges from two to 32 (i.e., 25), which is quite manageable.

However, due to the large number of input bits, it remaining impractical to generate the

FSMs physically. For this reason, we adopt partial and virtual FSMs (see Section 5.5.2).

In particular, we generate a partial FSM for kernel 8b10b cal, which is one of the kernels

with the smallest truth table. More importantly, the value combinations of dependent bits

in 8b10b cal follows a highly biased distribution, making it a good candidate for using a

partial FSM. By running on a training input, we generated the partial FSM for 8b10b cal

with 2 × 1024 transitions. For the other kernels, we adopt the virtual FSMs, which use the

executions of bitstream programs to simulate the FSM transitions.
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Figure 5.13: Speedup of Parallelized Kernels (64-core Machine).

5.8.3 Speculative Parallelization

This section evaluates the parallel performance of FSM-based speculation (Section 5.6) on

the bitstream kernels, including their speedups, speculation accuracies, and scalabilities.

Speedup. Figure 5.13 reports the speedups of the parallelized bitstream kernels on the

64-core machine. In general, for the large inputs, the speedups tend to be higher. Because,

with larger inputs, the parallelization costs (e.g., threads creation and etc.) can be better

amortized by the longer executions.

In specific, four bitstream kernels (matchSar , scanThru, xmlParser, and shd srs)

achieve nearly (or slightly higher than) 60X speedups. Note that, for three of them, the

speedups are on top of the vectorizations with SIMD intrinsics. There are two main reasons

for their higher speedups than the other kernels. First, all the four kernels achieve 100%

speculation accuracies (will be discussed more shortly). Second, they do not generate long
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output streams; instead, their output bits are directly consumed by the following steps.

This makes the bitstream kernels more computation-bound, thus reaching higher speedups

with more CPU cores.

Among them, 8b10b cal achieves the least speedup (2.3X for large inputs). This

is mainly due to its limited speculation accuracy (around 50%). We will discuss more about

this kernel later in this section, including a couple of optimizations. For qouteStr, the

speculation accuracy, in fact, is similar to 8b10b cal. However, as we will show later, this

kernel is qualified for the property-based fast recovery. With this technique, it is able to

reach 32.3X speedup for large inputs, despite the limited speculation accuracy. Finally,

for kernels 802 11a and g721 upd, the speculation accuracies are also 100%. However, due

to the need for generating long output bitstreams, they become more I/O-bound as more

and more CPU cores are added (as shown later in scalability), reaching 16.2X and 19.6X

speedups for large inputs, respectively.

Speculation Accuracy. As mentioned earlier, six out of eight kernels achieve 100% spec-

ulation accuracies in our tested cases, with the default lookback length (i.e., 2 × |Bout|).

This confirms the effectiveness of FSM-based speculation, which systematically explores

the possible changes of bit values (“transitions”) under the “partial context” of input bits

nearby. For the other two kernels (8b10b cal and qouteStr), their speculation accuracies

are only about 50% as the two states of their FSMs rarely converge. Fortunately, these two

kernels are eligible for some optimizations, as explained next.

Optimization with Fast Recovery. First, qouteStr passed the testing of NOT relation

hypothesis (see Section 5.6.2) for fast recovery. This means, if a misspeculation occurs, it is
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possible to directly flip the incorrect output bitstream to get the correct one, rather than re-

processing the input bitstream. With fast recovery, qouteStr achieves much higher speedup

than the other benchmark 8b10b cal which also suffers from low speculation accuracy (see

Figure 5.13).

Optimizations for 8b10b cal. We found two optimizations for 8b10b cal. First, its

FSM model, in fact, executes faster than the original program, thus can replace the latter.

Second, the FSM has only two states. In this case, we may aggressively execute both

states, an FSM parallelization technique known as enumerative parallelization [83]. With

both optimizations, we observed a 11.3X speedup on the 64-core machine, instead of 2.3X

as reported earlier in Figure 5.13.
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Figure 5.14: Scalability (Large Inputs on 64-core Machine).

Scalability. As demostrated in Figure 5.14, four kernels present near-linear speedups

(matchStar, scanThru, xmlParser, and shd srs ), up to 64 cores. qouteStr and 8b10b cal
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also scale up to 64 cores, but their speedups are more close to their maximums. The

speedups of 802 11a and g721 upd saturate with around 20-30 cores. In general, the

scalability mainly depends on the speculation accuracy, reprocessing costs, and the I/O-

to-computation ratio.

5.8.4 Case Study: Enabling Data-Parallel icgrep

To confirm the benefits of PBS on full-fledged applications, we experimented it with icgrep [15],

a regular expression engine with SIMD parallelism. icgrep compiles a regular expression

into a bitstream program (in LLVM IR) to find matches in a text stream. Here, we use the

same regular expressions as the ones for evaluating icgrep [15] (see Table 5.3). The input

textual streams are collected from a Linux server using tcpdump tool.

First, our dependent bit analysis shows that the number of dependent bits in the

generated bitstream programs ranges from 19 to 36 (the 3rd column of Table 5.3). For more

complex regular expressions, the number of dependent bits tends to increase. Given the

relatively large numbers of dependent bits, we opt for virtual FSM-based speculation. The

last column of Table 5.3 reports their maximum speedups on the 64-core machine, ranges

from 10.4X to 27.6X. The speedups come from the high speculation accuracies. In fact, for

all the six generated bitstream programs, we observed 100% speculation accuracies, thanks

to the convergence properties of their virtual FSMs. The sub-linear speedups are due to

the fact that they also generate the output bitstreams, which are saved in cases the users

want to print out the matched contexts.
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Table 5.3: Evaluation of PBS on icgrep.

ID Regular Expression #DB Speedup

1 @ 19 10.4X

2 ([0-9][0-9]?)/([0-9][0-9]?)/([0-9][0-9]([0-9][0-9])?) 27 17.5X

3 ([ˆ@]+)@([ˆ@]+) 22 18.1X

4 (([a-zA-Z][a-zA-Z0-9]*)://|mailto:)([ˆ/]+)(/[ˆ]*)?—
([ˆ@]+)@([ˆ@]+)

36 21.9X

5 [ ](0x)?([a-fA-F0-9][a-fA-F0-9])+[.:,?! ] 26 21.7X

6 [A-Z]((([a-zA-Z]*a[a-zA-Z]*[ ])*[a-zA-Z]*e[a-zA-Z]*[
])*[a-zA-Z]*s[a-zA-Z]*[ ])*[.?!]

32 27.6X

5.9 Summary

This work treats sequential bitstream programs from a new perspective, by analogizing

them to the sequential circuits. Inspired by their similarities, this work proposes to model

bitstream programs with FSMs. To facilitate the modeling, this work integrates multiple

static analyses to systematically reason about the bits in program variables that cause the

loop-carried dependences, namely, dependent bit analysis. With the identified dependent

bits, an FSM is constructed for the bitstream program, following a modified truth table

approach used in the conventional circuit design. For FSMs that are too large to generate,

this work also introduces partial and virtual FSMs as alternatives. This FSM modeling en-

ables the use FSM speculation techniques for parallelizing bitstream programs. To reduce

the cost of misspeculation, this work further proposes fast recovery that leverages the logical

property of bitstream programs to avoid reprocessing. Finally, evaluation with real-world

bitstream programs and a regular expression engine confirms the effectiveness of the pro-

posed techniques, achieving significant performance improvements on multicore/manycore

machines.
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Chapter 6

Related Work

6.1 Speculative Parallelization

Due to the dependences in state transistions, existing ways to parallelizing FSM

rely on either enumeration-based parallel prefix-sum and its variations [73, 83], or specula-

tive parallelization [138, 137, 99]. The former can be treated as a special case of speculative

parallelization, where the “speculation” enumerates all the states, hence always covers the

correct one. From this perspective, though the models proposed in this work can be reused

for the former with simple extensions.

Some other FSM parallelization work focus on a few specific FSM applications,

such as browser front-end [62] and JPEG decoder [67]. The basic ideas in these work were

later formalized by Zhao and others [138] by introducing a concept called principled specu-

lation. Other examples include hot state prediction for FSMs in intrusion detection [79] and

speculative parsing [63]. Some studies also design and implement parallel Non-deterministic

Finite Automata (NFA) [140], which naturally exposes parallelism, hence are relatively eas-
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ier to parallelize, comparing with their DFA counterparts. Some prior work have also

explored bit-parallel fine-grained parallelism for FSMs by converting FSM computations

into a sequence of bit operations [84, 76], and the combination of both fine-grained and

coarse-grained speculative parallelism [99].

The idea of speculative parallelization has been studied for years. These work

include designing new programming language constructs [97] and developing parallelization

frameworks [105, 31, 103, 123, 36]. Some of these studies have explored parallelism in

irregular programs [70, 47, 95], which share some similarities with the parallelization of FSM

computations, given that FSMs essentially run on an irregular data structure (a graph).

Quinones and others [101] use pre-computation for speculative threading, which shares the

idea with speculative FSM parallelization in that both exploit some contrstraints of the

computation to facilitate speculative execution.

6.2 Enumerative Parallelization

There are few prior work on enumerative parallelization, due to the infeasibility

in enumerating all the possible cases in general. Some early works [3, 127] examine the

potential of enumerating different execution paths under control branches. If FSM transi-

tions are hard-coded, rather than being stored in a transition table, the enumerative FSM

parallelization would be similar to branch enumeration. N-way programming model [28]

enumerates different algorithms or implementations of the same tasks and selects the one

that finishes earliest. In more specific application areas, Malki and others [80] leverage

the property of rank convergence to enable coarse-grained parallelization of dynamic pro-
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gramming computations, which is a form of state enumeration. In a similar way, Raychev

and others [106] use symbolic execution to parallelize user-defined aggregations in big data

frameworks, where a symbolic value is an abstraction of all the enumerative cases. More

close to FSMs, there are a series of works [91, 58, 57] on enumerative parallelization of

pushdown automata, which consist of an FSM and a stack, for processing semi-structured

data like XML and JSON.

6.3 Bit-Level Analysis and Parallelism

Existing research on bit-level analysis is mainly for saving hardware resources,

with applications to multimedia processing and telecommunications [10, 13, 45, 69, 117,

120]. For example, Budiu and others [13] proposed bitvalue analysis that finds unused

and constant bits in C programs to improve their performance on specialized architectures

with non-standard bitwidths. This analysis has been adopted by this work as part of the

dependent bit analysis. Under a similar context, Stephenson and other [117] introduced a

compiler, called Bitwise, to minimize the number of bits used by each operand in both integer

and floating point programs. The compiler has shown promising results in architectural

synthesis. Alternatively, Gupta and others [45] introduced a program representation to

facilitate expanding traditional program analysis to the subword level. Following this work,

Tallam and Gupta [120] designed a bitwidth-aware algorithm for global register allocation,

showing 10Our work is deeply inspired by the above bitwise analysis. However, to the

best of our knowledge, this is the first work that leverages bit-level analysis for program

parallelization.
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Besides code vectorization, there are also many efforts in exploiting bit-level par-

allelism in specific applications [55, 111], especially for string matching [85, 86, 93] and

semi-structured data indexing [75, 76]. In particular, Carribault and Cohen [18] examined

bit-parallel matching algorithms with register promotion optimizations. In general, these

efforts bring potential applications that can benefit from our coarse-grained parallelization

techniques.
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Chapter 7

Conclusions

In this dissertation, we tackled the granularity, scalability modeling and optimiza-

tion, and applicability issues in FSM-driven computations by integrating practical par-

allel programming techniques with rigorous program analysis and optimizations. More

specifically, we first looked into the possibility of introducing speculation techniques at

the instruction-level and SIMD-level. By restructuring the FSM transition loop and intro-

ducing multi-level speculation, we broke the barriers of adopting fine-grained speculative

parallelism. The resulted FSM speculation framework achieves up to 4X performance boost

comparing to the state of the art.

Following the granularity investigation work, we further examined the scalability

of speculative FSM parallelization by developing a systematic performance model, which

can effectively predict the best configuration in terms of the number of CPU cores to use

for optimal performance and the effective use of energy (up to 5X speedup as well as up to

77% energy saving).
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Then we tried to address the fundamental scalability issues inherited in the two

basic FSM parallelization schemes: the cost of maintaining multiple execution paths in

enumerative parallelization and the sequential chunk-by-chunk validations in speculative

parallelization. For the former, we proposed the technique of path fusion, which can fuse

different execution paths into a single one, either statically or dynamically. For the latter,

we introduced the concept of higher-order speculation which allows a speculated state to

be validated speculatively. For practical uses, we also discussed the scenarios where each

scheme works the best and proposed a set of heuristics to help users select the paralleliza-

tion scheme.Our evaluations over FSMs drawn from real-world applications and of diverse

characteristics showed that the proposed techniques can substantially raise the scalabilities

of both parallelization schemes.

Despite the promising results of speculative FSM parallelism, the benefits were

limited to computations that explicitly use the FSM models. In the last project of dis-

sertation, we looked beyond the FSM computations and interestingly found an important

class of non-FSM computations – bitstream processing – that may also benefit from spec-

ulative FSM parallelization. In fact, we discovered that the inherent data dependences in

bitstream programs can often be accurately modeled as FSMs, inspired by the fact that

both sequential circuits (using FSM models) and bitstream programs consume and output

binary sequences. The discovery led to the development of an assembly of bitwise static

analyses for reasoning about the dependent bits and a truth table to FSM conversion tech-

nique. Together, the proposed technique, namely principled bitwise speculation, provides a

rigorous treatment for parallelizing arbitrary bitstream program. The results of this work
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directly benefit many bitstream-based applications, such as bitmap construction, multime-

dia processing, and data indexing.
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