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Abstract

Research on Asset Prices

by

Yifei Sheng

In this paper, I develop researches on three different financial assets: 1) insti-

tutional herding in China’s security market, and its relation with stock prices; 2) news

effects on WTI crude oil futures prices; and 3) the interplay between the monetary pol-

icy and fiscal policy on changing the supply of long-term treasury bonds and its further

impact on long-term interest rate and other macroeconomic indicators.

The first chapter provides an examination of institutional herding in China’s

securities market, it addresses the following four research questions: (1) Does China’s

stock market exhibit herding behavior among institutional investors? (2) Does insti-

tutional investors’ trade follow their own, or others’ previous trade? (3) Are herding

behaviors different among different types of institutional investors? and (4) What are

possible explanations for institutional herding in China? Empirical results show that

most types of institutional investors exhibit herding. Foreign institutional investors

show some evidence on following domestic players lag trades when making sell deci-

sions. Funds exhibit opposite herding behavior, i.e., they decrease in buy(sell) this

quarter following an increase in their buy last quarter. Combining realization of stock

returns, they prefer to sell securities to realize profits given previous higher returns and

fail to buy more shares of securities which will have higher future returns.
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In order to uncover the news impact on the price of WTI crude oil futures,

the second chapter applies supervised and unsupervised machine learning algorithms

to conduct news sentiment and topic analysis. With the assumption that the crude oil

futures market is efficient enough to respond quickly to new information, this chapter

obtains high-frequency price and news from the Bloomberg terminal. Using results from

logistic regression and K-means clustering, this chapter defines the positive score and

topic for each news article as inputs for the final logistic regression. The regression

results show that the ”World Crude Oil” news is more positively correlated with price

increase than other topics. Moreover, the ”WTI Crude Oil” news has the highest

correlation with the price increase as the positive score increases.

Third chapter investigates the policy interplay between Federal Reserve LSAP

program and long-term bonds supply policy by the Treasury department. Under zero

lower bound, central bank reduces longer-term interest rates to stimulate aggregate

demand by purchasing longer-term Treasury debt securities through asset purchase

programs. Meanwhile, debt supply decision, which is made by the Treasury department,

is found to increase the longer-term Treasury debt securities outstanding to the private

sector during the same period of time. This supply behavior could deteriorate the

effectiveness of LSAP. To study how the two main policies interact, this chapter develops

a Dynamic Stochastic General Equilibrium Model (DSGE) by incorporating both the

central bank’s quantitative easing policy and the Treasury department’s long-term bond

supply policy.
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Chapter 1

Institutional herding in China

In January 2020, the government of United State of America and the govern-

ment of People’s Republic of China reached a consensus on the first phase of economic

and trade agreement. In Chapter 4, Article 4.7 Securities, Fund Management, Futures

Services, the two parties agree that foreign equity limits shall be eliminated and wholly

U.S.-owned services suppliers shall be allowed to participate in securities, fund manage-

ment, and futures sectors, no later than April 1, 2020. There are two major channels

for foreign investors to participate in China’s stock market: the Qualified Foreign In-

stitutional Investors (QFIIs) and the Shanghai- and Shen Zhen-Hong Kong Connect

program. China launched QFIIs in 2003. In January 2019, total investment quota for

QFII was increased from $150 billion to $300 billion US dollars. The Shanghai and

Shen Zhen-Hong Kong Connect was launched in November 2014 and December 2016.

In August 2020, trading volumes have reached over 1 trillion RMB.

In addition to the openness of China’s security market to foreign investors,

1



domestic institutional investors also have developed, both in depth and variety, over the

past decades. In Section 1.2.2, I provide an analysis on the evolution of institutional

investment in Shanghai’s Stock Exchange1, and several key findings have been revealed

as followed:

First, the China’s stock market is dominated by individual investors, with their

share holdings about 4 times as held by institutional investors. Nonetheless, there is

an increasing trend both in number and participation of institutional investors. The

number of institutional investors have increased by 8 times from 2008 to 2019. During

the same time period, average number of institutional investors per stock also have

increased by 4 times. Secondly, foreign equity investment is still relatively small in

trading volume, comparing to domestic players. Third, domestic funds exhibit different

trend from other types of institutional investors, in that the number of stocks held have

increased while the average market value of share holding have increased only mildly or

even decreased over time.

An equity market with the presence of institutional investors could potentially

be associated with phenomenon of institutional herding. According to Sias(2004), in-

stitutional investors herd by following their own or others into and out of the same

securities. It has been argued that stock market excess volatility and price deviation

from fundamental values could be explained by herding among investors. With the

1There are two stock exchanges in mainland China: Shanghai Stock Exchange and Shen Zhen Stock
Exchange. Firms listed on these two exchanges are mutually exclusive, i.e., they can only be listed
on one of the two exchanges. In Shanghai Stock Exchange, firms are more likely to have large market
capitalization. Small cap and growth companies usually choose to go public on Shen Zhen Stock
Exchange.
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growth of institutional investment in China’s stock market, it is crucial to measure the

existence of herding among institutional investors in China. Moreover, foreign investors,

given their unfamiliarity with local market, may also commit to herding by following

trading of domestic players. Thus, it is worthwhile to examine difference in herding, if

exists, among domestic and foreign institutional investors.

In this chapter, four research questions have been examined: (1) Does China’s

stock market exhibit herding behavior among institutional investors? (2) Does insti-

tutional investors’ trade follow their own, or others’ previous trade? (3) Are herding

behaviors different across different types of institutional investors? and (4) What are

possible explanations for institutional herding in China’s stock market?

To examine the existence of herding among institutional investors, following

Sias(2004), I first report relation between institutional demand as a whole group in cur-

rent time and its lag demand in prior period, and then extend the test by decomposing

institutional investors into different types, and report corresponding results respectively.

It is found that institutional investors in China, as a whole, do not exhibit the herding

behavior defined by Sias(2004). Due to the fact that number of funds and securities

they trade outweigh others in China, the result found in aggregate level is dominated by

funds trading behavior. After decomposing institutional investors into different types,

results show strong evidence of herding among institutional investors, except for funds.

Further analysis suggests that institutional investors more often follow their

own type of lag trades. Even though, foreign institutional investors show some evidence

on following domestic players’ previous sell. Funds are different from others, in that the

3



relation between their current and lag demand is statistically negative. Assuming that

funds established by different ownership structure and specialize in different investment

styles may focus on securities in particular industries/sectors, I classified securities into

different sectors, and test funds herding across sectors. Results are robust that funds’

current demand is negatively correlated with its lag demand in all sectors.

Last, to determine the source of herding, momentum trading, correlations

between institutional demand and period returns(prior, current and subsequent), and

herding by firm size are examined. Results demonstrate that there is no clear evidence

of momentum trading and subsequent price reversal among institutional investors, and

their herding behavior is stronger in large-cap securities, demonstrating investigative

herding. Combining the realization of returns, I conclude that domestic funds are

“conservative” in investment: they sell securities to realize profits given previous higher

returns and fail to increase holding of securities which will have higher future returns.

To my knowledge, this chapter is among the first to provide a thorough examination

of herding among different types of institutional investors in China’s stock market, in

particular, taking into account the Shanghai-Hong Kong connect program.

1.1 Literature Review

Previous literature have studied the theoretical foundation and provide empir-

ical evidence of institutional herding. There are three widely adopted methodologies of

measuring herding. Lakonishok, Shleifer and Vishny (1992) design a measure of herd-

4



ing by testing cross-sectional relation of buying the same securities in the same time

between money managers and other managers. Christie and Huang (1995) propose

another methodology by calculating the standard deviation of individual returns as a

proxy of equity return dispersion, which is predicted to be low when there exists herd

behavior.

Sias(2004) provides a different approach by measuring the cross-sectional de-

pendence of institutional buy in adjacent time period, directly. In each period, a cross-

sectional regression model is applied, and the average coefficient from regressions in all

time periods and the associated t-statistic are reported. The t-statistics are computed

from Fama-MacBeth standard errors, which is the time-series standard error of cross-

sectional averages. Fama-MacBeth procedure is widely used in finance literature, as it

is designed to account for time effect in panel data.

Peterson (2009) compares different approaches to estimate standard errors

in finance panel data and concludes that with only the presence of time effect, both

Fama-MacBeth estimates and standard error clustered by time are unbiased. If the

data is associated with both time and firm effect, the standard error clustered by both

dimensions provides an unbiased estimate, giving sufficient number of clusters in each

dimension. In this study, I adopt Sias(2004)’s methodology in measuring institutional

herd. However, instead of using the Fama-MacBeth standard errors, I apply a panel

regression with standard error clustered by both dimensions to test for herding behavior

over adjacent quarters, taking account of potential firm effect in data set.

Some studies focus on explaining motivations for herding. Sias(2004) classifies

5



them into five possible categories for institutional herding. Informational cascades re-

sults from investors trading with the herd as they infer information from other’s trades.

Investigative herding appears when institutional investors follow correlated signals of

information. These two are driven by fundamental information, thus exhibit no subse-

quent price reversal. Reputational herding results from institutional investors preventing

from acting differently from others due to a reputational cost. Fad is another reason

that institutional investors face and result in herd. Last, specific characteristics of firms

may attract investors to trade with herd. They are motivated by non-information based

reasons, thus always associate with subsequent price reversal.

Many empirical work have studied evidence of herding among institutional in-

vestors in both developed and emerging financial markets. Nofsinger and Sias (1999)

compare herding behavior between institutional and individual investors in the US mar-

ket, and document that institutional investors trade more with herd than individual

investors, and institutional herding is strongly positively correlated with lag stock re-

turns. Choi and Sias (2009) investigate institutional industry herding in the US, by

decomposing firms into different industries.

Choi and Sakiba (2015) examine institutional herding in 41 countries, and find

that institutional herding occurs more often in markets with low levels of information

asymmetry, and is more likely driven by investigative herding. Chang et al. (2000)

investigate institutional herding in Asia financial markets, including Hong Kong, Japan,

South Korea, and Taiwan. They document strong evidence of herding in South Korea

and Taiwan. Chen et al. (2008) examine herding by QFIIs in Taiwan’s market, and find

6



that QFIIIs commit to herd in picking securities to trade in Taiwan and their herding

is associated with high past return and more likely to occur in large-cap securities.

Furthermore, a growing body of literature has extended research on herding

behavior in China’s financial market. Li et al. (2017) compares differences in herding

between individual and institutional investors by analyzing daily trading data for all the

component stocks of the SSE2 180 Stock Index from 2002 to 2004. Li and Wang (2008),

applying the same data set, document herding behavior among Chinese institutional

investors, but is largely limited to large stocks, implying the presence of investigative

herding. Some other literature focus on differences between domestic and foreign in-

vestors. Tan et al. (2008) examine herding behavior within and across the Shanghai

and Shenzhen stock markets, and across A-share and B-share markets. Liu et al. (2014)

compare investment preferences between Chinese domestic funds and QFIIs.

This chapter contributes to institutional herding literature on three issues.

First, I investigate herding behavior within and across different types of institutional

investors, including both domestic and foreign investors. In particular, I add trading

behavior of investors from Shanghai-Hong Kong connect program. Second, Instead of

using Fama-MacBetch approach, I use panel regression with standard error clustered

by both time and firm effect for testing institutional herding, which provides unbiased

estimate for data with presence of time and potential firm effect. Third, I evaluate in-

stitutional herding by extending the data set including all institutional traded securities

listed on Shanghai Stock Exchange to 2019q3.

2SSE: Shanghai Stock Exchange.
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The structure of this chapter is: Section 3 presents the data and descriptive

statistics of institutional investors in Shanghai Stock Exchange. Section 4 first describe

the definition of key variables for examining herding, and then tests for herding within

and across institutions are reported. In Section 5, the potential source of herding is

examined. Section 6 concludes the results.

1.2 Data and Descriptive Statistics

1.2.1 Data Source and Institutional Investors

The data consists of two components: institutional investors’ share holdings

and stock’s financial information, including earning per share (EPS), price to earning

(PE) ratio, return on equity (ROE), and asset to liability ratio. Stocks studied in

this chapter are all listed on Shanghai Stock Exchange, which is one of the two stock

exchanges in China (the other is Shenzhen Stock Exchange). The data set is taken from

Choice Database, similar to Wind Database, collecting all the Chinese stocks’ trading

data, public firms’ financial reports, and number of shares held by institutional investors.

The China Security Regulatory Commission (CSRC) requires institutional investors

to report their investment and financial data every quarterly, thus the frequency of

institutional share holdings is quarter in my data set, ranging from 2008q1 to 2019q3,

for a total of 47 quarters.

In this chapter, institutional investors include both domestic and foreign in-

vestors. They are classified into six types: domestic fund investors, domestic insurance

8



investors, government fund investors, ‘other’ domestic institutional investors, Qualified

Foreign Institutional Investors(QFIIs), and Shanghai-Hong Kong Connect (SH-HK) for-

eign investors. Qualified insurance companies and enterprise annuities are included in

domestic insurance investors. The government fund consists of the National Social Se-

curity Fund, the China SAFE 3 Investment Limited, and the government pension fund.

‘Other’ domestic institutions contains domestic trusts, brokerages, banks and other fi-

nancial companies.

1.2.2 Descriptive Statistics

In order to provide a better understanding of the evolution of institutional

investment in China’s stock market, this chapter reports basic statistics from two di-

mensions: firms and institutional investors’ dimension. Due to the shortage of SH-HK

institutional level data, only five types (excluding SH-HK) of institutional investors’

statistics will be reported in 1.2.2.2.

1.2.2.1 Firms’ Dimension

Table[1.1] first reports the annual average number of institutional investors

per stock from 2008 to 2019. The second column shows the annual average number

of all institutional investors, including all types. In 2019, for each stock, there are

60.3 institutional investors per stock on average, which is about 4 times as in 2008.

This implies that there is an increasing trend of institutional investors in each stock in

3SAFE: State Administration of Foreign Exchange.
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the China’s stock market. Column 3-8 further decompose into the average number for

different type’s institutional investors. The average number of domestic funds and SH-

HK are much higher than other institutional types. Among all types, average number

of domestic funds increases the most, from 17.5 in 2008 to 47.6 in 2019. Even though

‘other’ investors’ number increases by about 3 times, due to its magnitude, it is less

crucial in explaining the primary increasing trend of all institutional investors.

Table[1.2] shows the average number of stocks held by institutional investors.

The last column reports the number of stock-year observations with different amount

and type of institutional investors in my data set. The top panel shows numbers for

all types of institutional investors. The average number of stocks that held by at least

one institutional investor is 1,238 in 2019, which is more than 2 times than it in 2008.

The average number of stocks with more than 5 institutional investors also shows an

increasing trend over time, so do those with more than 10 and 20 institutional investors.

In recent three years (2017 - 2019), number of stocks with 5 institutional investors

keeps about 80% of it with at least one institutional investor4. Although the total

number of stocks listed on Shanghai Stock Exchange increases over time, the top panel

still illustrates that institutional investors increase their diversification in investing in

China’s stock market, and more stocks are invested by more institutional investors over

time.

The middle and bottom panel report average number of stocks with at least 1

and 5 institutional investors of each type, respectively. Numbers of stocks invested by

4The ratio is about 70% for those with more than 10 institutional investors and 50% for those with
more than 20 institutional investors.
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Table 1.1: Average Number of Institutional Investors per Stock

Year ALL FUNDS INSUR. GOV. OTHER QFII SH-HK

2008 15.6 17.5 1.5 1.2 1.4 1.4

2009 19.2 20.1 1.4 1.3 1.8 1.4

2010 19.7 19.4 1.5 1.3 2.2 1.3

2011 21.8 21.7 1.7 1.3 2.6 1.3

2012 26.1 26.1 1.7 1.3 3.1 1.3

2013 26.8 27.8 1.5 1.4 3.4 1.4

2014 29.1 28.6 1.4 1.4 4.0 1.5

2015 31.8 29.9 1.4 1.7 4.2 1.4

2016 44.2 42.0 1.5 1.9 4.2 1.4

2017 61.8 52.5 1.5 1.9 4.3 1.3 21.9

2018 64.0 52.1 1.5 1.8 4.2 1.3 22.8

2019 60.3 47.6 1.5 1.8 4.3 1.2 23.9

All period 38.5 34.9 1.5 1.7 3.6 1.4 22.9

Note: For each quarter, I calculate the average number of institutional investors over stocks that are

held by institutional investors within that quarter. After that, I add each year’s quarterly numbers

and divide it by number of quarters to be the annual average number of institutional investors per

stock reported in this table. For example, there are only 3 quarters in my data set in 2019, thus

numbers in the row for year 2019 is calculated by averaging quarterly numbers over 3 quarters.
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funds investors over time cover more than 80% as those by all institutional investors,

implying that funds investors are well diversified in equity investment. SH-HK investors

are also well diversified comparing to the remaining types of institutional investors.

Nonetheless, Table[1.3] reveals that Shanghai stock market is still dominated

by individual investors, with more than 80% of shares, on average, held by individual

investors. The first panel of Table[1.3] shows the average percentage of share holdings

for all institutional investors. Results present that stocks with more institutional in-

vestors involved, higher percentage of its shares are held by those investors. However,

comparing to individual investors, institutional investors’ share holdings account only

one fourth of individuals’ share holdings5. The second and third panels decompose

institutional investors into domestic and foreign institutions. Domestic institutional

investors’ average percentage of share holdings weights about 4 times as foreign insti-

tutional investors, which implies that domestic institutions involve deeper than foreign

investors in China’s stock market.

1.2.2.2 Institutional Investors’ Dimension

Table[1.4] reports the aggregate number of institutional investors and market

value of their share holdings over time. Due to the lack of trading data, statistics for SH-

HK investors is not reported. Results indicate the number of all institutional investors

in 2019 has increased by 8 times from 2008, and so do market value (by more than

4 times). All types of institutional investors also show this similar increasing trend.

5Without the data of individual investors accounts number and their trading data, it is imprecise to
conclude that price movement in Shanghai Stock Exchange is also dominated by individual investors.
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Table 1.2: Average number of Stocks with:

2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 Total

>= 1 inst. 579 642 743 789 789 786 854 1,004 1,084 1,237 1,239 1,238 42,686

>= 5 inst. 340 407 506 538 519 498 576 790 891 1,008 1,015 984 31,304

>= 10 inst. 209 253 320 353 365 365 420 586 694 824 878 864 23,652

>= 20 inst. 119 156 194 211 246 267 303 382 480 637 695 666 16,760

>= 1 funds 476 560 674 693 697 668 758 925 1,029 1,127 1,107 1,083 38,100

>= 1 insur. 119 149 221 286 265 200 180 230 285 267 206 173 10,142

>= 1 gov. 59 96 142 115 117 161 205 461 590 567 564 584 14,051

>= 1 other 255 319 428 539 533 535 607 728 699 797 627 560 25,945

>= 1 qfii 79 90 107 88 81 102 117 100 107 130 128 168 5,014

>= 1 sh-hk 736 766 807 7,693

>= 5 funds 304 358 431 441 431 422 490 658 778 836 786 680 25,776

>= 5 insur. 2 1 3 3 5 2 2 3 5 4 2 2 120

>= 5 gov. - 1 1 1 - 1 2 6 13 15 6 9 195

>= 5 other 3 16 42 71 80 94 128 177 180 184 132 103 4,731

>= 5 qfii 1 2 1 1 2 3 4 2 2 2 1 1 61

>= 5 sh-hk 679 721 762 7,206

Note: The last column reports the number of samples under each condition. E.g., there are in total

42,686 stock-year observations with at least 1 institutional investor in my data set.
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Table 1.3: Average Percentage of Share holdings

YEAR 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

ALL

>= 1 inst. 18.3% 15.5% 16.4% 14.8% 13.8% 12.2% 11.4% 14.9% 15.9% 16.0% 14.8% 14.0%

>= 5 inst. 29.3% 22.9% 22.5% 20.5% 19.8% 18.4% 15.9% 18.1% 18.7% 19.1% 17.9% 17.6%

>= 12 inst. 39.1% 29.8% 30.2% 27.4% 24.6% 22.4% 19.9% 21.7% 22.1% 21.9% 20.5% 19.9%

Domestic

>= 1 inst. 17.9% 15.1% 16.0% 14.5% 13.5% 11.8% 10.9% 14.6% 15.6% 15.1% 13.3% 12.0%

>= 5 inst. 28.6% 22.4% 22.0% 20.0% 19.4% 17.8% 15.3% 17.7% 18.3% 18.1% 16.1% 15.0%

>= 12 inst. 38.3% 29.2% 29.5% 26.8% 24.0% 21.6% 19.1% 21.2% 21.7% 20.6% 18.3% 16.8%

Foreign

>= 1 inst. 3.3% 2.6% 2.5% 2.9% 3.0% 3.2% 3.2% 3.1% 2.9% 1.7% 2.3% 2.9%

>= 5 inst. 3.7% 3.0% 2.8% 3.1% 3.3% 3.6% 3.6% 3.3% 3.1% 1.8% 2.4% 3.1%

>= 12 inst. 4.2% 3.3% 3.0% 3.5% 3.7% 4.0% 3.9% 3.5% 3.5% 1.9% 2.5% 3.4%

Individual

>= 1 inst. 81.7% 84.5% 83.6% 85.2% 86.2% 87.8% 88.6% 85.1% 84.1% 84.0% 85.2% 86.0%

>= 5 inst. 70.7% 77.1% 77.5% 79.5% 80.2% 81.6% 84.1% 81.9% 81.3% 80.9% 82.1% 82.4%

>= 12 inst. 60.9% 70.2% 69.8% 72.6% 75.4% 77.6% 80.1% 78.3% 77.9% 78.1% 79.5% 80.1%

Note: obs = Avg. share(%) of typei institutional investors
Avg. share(%) of all institutional investors+Avg. share(%) of individual investors

.

‘ALL’ contains all types of institutional investors listed in 1.2.1. ‘Domestic’ includes four domestic

institutional investors: funds, gov, insurance, and other. ‘Foreign’ includes two foreign institutional

investors: QFII and SH-HK investors. The sum of ‘ALL’ and ‘Individual’ is 100%.
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Among others, the number of funds investors is the largest, and government funds held

the highest market value of shares, with more than ten thousand billions of RMB in

2018.

Table[1.5] shows the average market value of institutional holdings per stock.

Different from results in Table[1.4], funds’ average market value per stock have dropped

significantly over time, from 2,972.79 millions in 2008 to 441.82 millions in 2019, while

numbers of other types have kept increasing mildly. Given the results that number of

funds investors increases and number of stocks traded by funds also increases, funds’

dropping in average market value implies that funds investment strategy in Shanghai

stock market becomes more diversified, and might be different from other types of

institutional investors.

1.2.3 Key Findings from Descriptive Statistics

Results from descriptive statistics demonstrate the following 4 facts: First, it

affirms the consensus from previous literature that the China’s stock market is domi-

nated by individual investors, whose share holdings is about 4 times as held by institu-

tional investors. Second, there is an increasing trend both in number and participation

of institutional investors. In other word, institutional investors play more important and

deeper role in China’s stock market, with the number of institutional participants has

increased by 8 times and average number of institutional investors per stock increased

by 4 times. Third, foreign stock investment in China is still relatively small, which is

about one fourth of the size of domestic players. Last, domestic funds investments are
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Table 1.4: Number of Institutional Investors and Total Market Value of Share Holding

YEAR

ALL FUNDS GOV. INSUR. OTHER QFII

cnt MV SUM cnt MV SUM cnt MV SUM cnt MV SUM cnt MV SUM cnt MV SUM

2008 690 4,622.30 330 3,930.03 19 42.42 55 289.28 244 234.56 40 126.01

2009 883 8,226.78 441 5,166.48 25 2,141.36 73 321.05 298 430.35 45 167.54

2010 1,287 12,506.04 589 5,245.32 22 4,219.98 113 2,261.52 513 559.82 49 219.39

2011 1,670 12,268.96 719 4,781.18 27 4,555.55 131 2,015.36 741 682.48 51 234.39

2012 1,789 11,622.33 831 4,279.05 36 4,327.98 107 2,183.13 762 584.12 52 248.05

2013 2,105 12,126.67 981 4,220.46 43 5,052.25 111 1,940.17 901 607.81 68 305.99

2014 2,717 14,536.22 1,333 4,376.22 45 6,336.36 125 2,552.76 1,127 795.21 84 475.68

2015 3,963 23,482.59 2,120 6,818.31 47 10,414.89 147 4,353.48 1,563 1,426.32 85 469.59

2016 4,737 23,005.13 2,878 6,271.34 49 10,892.07 171 4,224.52 1,564 1,209.71 75 407.50

2017 6,039 27,266.72 3,584 6,755.59 50 13,090.54 179 5,063.28 2,147 1,908.24 78 449.07

2018 5,875 25,372.34 3,826 6,292.76 61 12,716.86 161 4,360.45 1,757 1,552.92 69 449.35

2019 5,566 20,265.07 4,055 5,375.17 80 9,644.24 148 3,958.79 1,225 943.04 57 343.83

Unit: Billions of RMB. Any institutional investor with its share holdings greater than zero in any

quarter of a particular year is account into the number of institutional investors in that year. The

total market value is calculated by adding market values of shares held by all institutional investors.

The last row of year 2019 reports statistics for only three quarters.
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Table 1.5: Average Market Value of share holdings per stock

YEAR ALL FUNDS GOV. INSUR. OTHER QFII

2008 1,672.93 2,972.79 550.93 1,303.08 239.59 773.04

2009 2,327.90 2,925.53 20,993.75 1,099.47 360.43 930.78

2010 2,428.83 2,226.37 47,415.56 5,003.37 272.42 1,113.65

2011 1,836.67 1,662.44 42,180.98 3,846.11 230.18 1,132.34

2012 1,623.91 1,286.93 29,643.71 5,100.77 191.58 1,186.84

2013 1,439.88 1,075.55 29,203.74 4,369.75 168.56 1,112.67

2014 1,337.53 820.28 35,007.49 5,085.19 176.28 1,403.18

2015 1,481.08 804.05 54,815.23 7,403.87 228.03 1,373.06

2016 1,213.93 544.77 54,734.01 6,176.19 193.37 1,358.33

2017 1,128.64 471.20 64,485.40 7,051.93 222.17 1,439.32

2018 1,079.58 411.16 51,905.57 6,770.89 220.87 1,622.20

2019 1,213.48 441.82 40,184.35 8,876.20 256.47 2,010.68

Unit: Millions of RMB. The average market value is calculated as dividing total market value by

number of stocks held by different types of institutional investors.
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more diversified, as the number of stocks held increases while the average market value

of share holding per stock increases only mildly or even decreases.

1.3 Test for Herding Behaviors

In spirit of Sias (2004), the institutional herding behavior is defined as institu-

tional investors following each other by increasing (or decreasing) their holding of the

same securities over some period of time. Therefore, if institutional investors follow its

own or other institutional investors’ previous trades, the correlation between buying

(selling) behaviors in the current and previous period will be positive.

This section will first define buying and selling behaviors of institutional in-

vestors, which will be used as key variables in the following regressions for evaluating

herding behaviors. Then, relation between buying (selling) of a stock k on quarter t by

particular institution type i with the aggregate institutional lagged buying (selling) will

be estimated. Sections 1.3.2.1 and 1.3.2.2 further test relations between a particular

institution type’s buying (selling) with its own and other types’ lagged buying (selling),

respectively. Further tests will be conducted by decomposing stocks into different mar-

ket caps and industry sectors. In the last part of this section, momentum trading will

be evaluated.

1.3.1 Definition of Variables

For each stock k during each quarter t, an institutional investor is defined as

a buyer/seller/holder if its holding of the stock increases/decreases/keeps unchanged.
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The buying/selling fraction for stock k during quarter t (Bk,t/Sk,t) is calculated from

the fraction of number of institutional investors that are buyers/sellers over the total

number of institutional investors trading the stock k:

Bk,t =
No. of institutional buyersk,t

No. of total institutional investorsk,t
(1.1)

Sk,t =
No. of institutional sellersk,t

No. of total institutional investorsk,t
(1.2)

where No. of total institutional investorsk,t = No. of buyersk,t +No. of sellersk,t +

No. of holdersk,t.

In Sias (2004), only buying fraction is calculated, and its denominator only

consists of institutional buyers and sellers. In other word, he only includes institutional

investors that change their positions in particular security when evaluating the buying

fraction. However, there are institutions maintaining their positions unchanged during

quarters in my data set. Without considering these institutions as holders, the fraction

calculated will be overvalued. Thus, in this chapter, I add number of holders into the

denominator for calculating buying fraction, and extend the test for herding in selling

behaviors by calculating selling fraction (Sk,t).

To allow for direct comparison of estimated coefficients across different insti-

tutional investor types, capitalizations and industry sectors, I standardize the buying

and selling fraction of stock k in quarter t as:

4B
k,t =

Bk,t −Bt
σ(Bk,t)

(1.3)
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4S
k,t =

Sk,t − St
σ(Sk,t)

(1.4)

where Bt (St) is the cross-sectional average buying (selling) fraction in quarter t (acros

K stocks). σ(Bk,t) and σ(Sk,t) are the cross-sectional standard deviations (across K

stocks) of the buying and selling fractions in quarter t.

1.3.2 Regression Results

I begin the analysis to answer my first research question:

Q1: Does China’s stock market exhibit herding behavior among institutional

investors?

In previous literature, time-series average coefficients from cross-sectional re-

gressions are evaluated and t-statistics based on Fama-MacBeth standard errors are

reported, given the presence of time effect in the data sets. Peterson (2009) compares

different approaches to estimate standard errors in finance panel data sets, and finds

that with only the presence of time effect, both Fama-MacBeth and clustered standard

error estimates are unbiased, if there are sufficient number of clusters (e.g., quarters).

However, it is unclear whether there presents fixed firm effect, and the precise form of

dependence is also unknown, thus a model clustering by two dimensions (firm and time)

produces less biased standard errors.

Therefore, a panel regression with time effect and standard error clustering

by two dimensions is applied to evaluate the relation between the standardized buy-

ing(selling) fraction of stock k in quarter t by all institutional investors and its lag-
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standardized buying(selling) fraction of stock k in previous quarter t−1. The regression

equations for buying and selling fractions are as followed:

Buy Side (with superscript B):

4B,ALL
k,t = βBt 4

B,ALL
k,t−1 +βB,epst EPSk,t+β

B,pe
t PEk,t+β

B,roe
t ROEk,t+β

B,a/l
t A/Lk,t+Time+ε

B
k,t

(1.5)

Sell Side (with superscript S):

4S,ALL
k,t = βSt 4

S,ALL
k,t−1 +βS,epst EPSk,t+β

S,pe
t PEk,t+β

S,roe
t ROEk,t+β

S,a/l
t A/Lk,t+Time+ε

S
k,t

(1.6)

where EPS (earning per share), PE (price to earning ratio), ROE (return on earning

ratio) and A/L (asset to liability ratio) are control variables observed from Choice

Database at the end of each quarter t, and standardized by the same definition in

equation (1.3) and (1.4). βBt and βSt are coefficients of interest, which demonstrate

herding in buying and selling if positive.

Table[1.6], [1.7] and [1.8], [1.9] report regression results from buy side and sell

side, respectively. The top coefficient in the fist column of panel A in Table[1.6] equals

-0.1724 and is statistically significant, which implies that an increase in the previous

quarter buy fraction is followed by a decrease in buy fraction in current quarter. The sell

side also exhibits same negative relation (-0.2598). Following Sias (2004) definition of

herding, the estimation results do not demonstrate herding behavior by the aggregate

group of institutional investors in Shanghai Stock Exchange. Results are consistent

when applying to stocks that have more institutional investors involved in trading (see:
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Panel B and C).

Given results in Section 1.2.2, number of funds and stocks they trade outweigh

other institution types in Shanghai stock market, thus coefficients estimated under

aggregate level must also be dominated by funds trading behavior. Columns (2) to

(7) report results of regressions of lagged buy fraction by all institutional investors on

each particular institution type’s buying fraction. All coefficients, except the ones for

funds, are statistically and significantly positive, implying that institution types other

than funds do exhibit herding behavior in buying stocks. Among others, the SH-HK

foreign investors show the strongest herding in buy behavior (with coefficient equals to

0.3686), while ‘other’ type investors showing the weakest relation with lagged aggregate

buy.

Results are similar to the sell side: coefficients on funds are all negative and

statistically significant; SH-HK exhibits the highest positive relation with lagged aggre-

gate sell. Nonetheless, the remaining four types’ results are different. All the coefficients

are smaller in magnitude when comparing with the buy side, and they are less statis-

tically significant when applying to all stocks in the data set. Moreover, ‘other’ type’s

coefficients are negative, indicating that there is no evidence of herding in sell among

‘other’ type of institutional investors.

1.3.2.1 Herding Within Own Type

Due to investment restrictions by regulations and purposes for chasing per-

formance, different types of institutions always carry out diverse investment strategies.
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Table 1.6: Tests for Herding (Buy Side) on All Institutional Investors

Dependent

Variable

(1)

ALL

(2)

FUND

(3)

QFII

(4)

GOV.

(5)

INSUR.

(6)

OTHER

(7)

SH-HK

Panel A: Securities with >= 1 Institutional Investors

Lag Buy by ALL

-0.1724 *** -0.2738 *** 0.0985 *** 0.1759 *** 0.1129 *** 0.0543 *** 0.3686 ***

(0.0261) (0.0191) (0.0222) (0.0244) (0.0169) (0.0150) (0.0433)

EPS
0.0563 ** -0.0002 -0.0191 ** 0.0083 -0.0007 0.0172 0.1021 ***

(0.0228) (0.0105) (0.0094) (0.0164) (0.0083) (0.0123) (0.0361)

P/E ratio
-0.0041 -0.0016 -0.0051 -0.0168 *** 0.0145 * -0.0007 -0.0196 **

(0.0065) (0.0135) (0.0281) (0.0063) (0.0086) (0.0046) (0.0089)

ROE
0.0265 ** 0.0052 0.0511 0.0954 *** 0.0981 ** 0.0206 *** 0.1055 **

(0.0134) (0.0135) (0.0312) (0.0367) (0.0427) (0.0078) (0.0343)

A/L Ratio

-0.0603 ** -0.0802 *** -0.0238 -0.0187 -0.0892 *** -0.0684 *** 0.0708 *

(0.0159) (0.0216) (0.0405) (0.0220) (0.0266) (0.0168) (0.0365)

Observations 38,543 34,540 4,802 13,789 9,904 24,411 7,437

Time Effect YES YES YES YES YES YES YES

Std. Err. Clustered BOTH BOTH BOTH BOTH BOTH BOTH BOTH

R-Squared 0.0458 0.0744 0.0079 0.0220 0.0120 0.0069 0.1221

Panel B: Securities with >= 5 Institutional Investors

Lag Buy by ALL

-0.1896 *** -0.2860 *** 0.0758 *** 0.1861 *** 0.1100 *** 0.0181 0.3753 ***

(0.0351) (0.0200) (0.0267) (0.0247) (0.0189) (0.0165) (0.0449)

EPS
0.0218 -0.0113 -0.0203 ** 0.0016 -0.0061 0.0046 0.0998 ***

(0.0138) (0.0097) (0.0098) (0.0142) (0.0086) (0.0076) (0.0351)

P/E ratio
-0.0032 -0.0005 0.0084 -0.0152 ** 0.0160 0.0002 -0.0196 **

(0.0069) (0.0065) (0.0228) (0.0069) (0.0117) (0.0049) (0.0332)

ROE
0.0212 0.0125 0.0594 0.1225 *** 0.1154 *** 0.0229 * 0.1038 ***

(0.0179) (0.0177) (0.0403) (0.0405) (0.0431) (0.0135) (0.0332)

A/L Ratio

-0.0476 *** -0.0718 *** 0.0012 -0.0170 -0.0963 *** -0.0517 *** 0.0706 *

(0.0160) (0.0234) (0.0464) (0.0233) (0.0275) (0.0155) (0.0368)

Observations 29,202 28,467 4,137 12,851 8,984 19,420 7,373

Time Effect YES YES YES YES YES YES YES

Std. Err. Clustered BOTH BOTH BOTH BOTH BOTH BOTH BOTH

R-Squared 0.0515 0.0944 0.0048 0.0230 0.0111 0.0022 0.1246

***,**, and * denote statistical significance at the 1, 5, and 10% levels, respectively.
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Table 1.7: Tests for Herding (Buy Side) on All Institutional Investors - Con’t

Dependent

Variable

(1)

ALL

(2)

FUND

(3)

QFII

(4)

GOV.

(5)

INSUR.

(6)

OTHER

(7)

SH-HK

Panel C: Securities with >= 12 Institutional Investors

Lag Buy by ALL

-0.1350 *** -0.2637 *** 0.0727 ** 0.2101 *** 0.1274 *** 0.0104 0.3693 ***

(0.0393) (0.0236) (0.0339) (0.0245) (0.0223) (0.0205) (0.0460)

EPS
0.0119 -0.0192 * -0.0197 ** -0.0054 -0.0061 0.0008 0.0937 ***

(0.0139) (0.0102) (0.0093) (0.0127) (0.0073) (0.0064) (0.0333)

P/E ratio
-0.0128 -0.0109 0.0105 -0.0150 ** 0.0416 *** 0.0072 -0.0205 **

(0.0091) (0.0086) (0.0232) (0.0067) (0.0083) (0.0048) (0.0083)

ROE
0.0692 *** 0.0340 0.0735 0.1848 *** 0.0926 ** 0.0471 *** 0.1007 ***

(0.0229) (0.0236) (0.0477) (0.0495) (0.0407) (0.0170) (0.0349)

A/L Ratio

-0.0446 *** -0.0815 ** 0.0104 -0.0173 -0.0961 *** -0.0566 *** 0.0525

(0.0172) (0.0276) (0.0531) (0.0256) (0.0307) (0.0159) (0.0338)

Observations 20,658 20,316 3,078 10,563 6,687 14,283 6,948

Time Effect YES YES YES YES YES YES YES

Std. Err. Clustered BOTH BOTH BOTH BOTH BOTH BOTH BOTH

R-Squared 0.0343 0.0989 0.0050 0.0291 0.0133 0.0033 0.1174

***,**, and * denote statistical significance at the 1, 5, and 10% levels, respectively.
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Table 1.8: Tests for Herding (Sell Side) on All Institutional Investors

Dependent

Variable

(1)

ALL

(2)

FUND

(3)

QFII

(4)

GOV.

(5)

INSUR.

(6)

OTHER

(7)

SH-HK

Panel A: Securities with >= 1 institutional investor

Lag Sell by ALL

-0.2598 *** -0.2882 *** 0.0293 0.0705 *** 0.0173 -0.0190 0.1984 ***

(0.0216) (0.0162) (0.0202) (0.0208) (0.0153) (0.0139) (0.0249)

EPS
0.0323 *** 0.0274 ** 0.0257 *** 0.0507 *** 0.0197 ** 0.0585 ** 0.0731 ***

(0.0124) (0.0121) (0.0088) (0.0169) (0.0065) (0.0182) (0.0274)

P/E ratio
0.0026 (0.0012) -0.0087 0.0060 -0.0098 -0.0050 -0.0130

(0.0064) (0.0089) (0.0087) (0.0083) (0.0104) (0.0056) (0.0094)

ROE
0.0191 0.0203 0.0459 0.0574 * 0.0417 0.0145 * 0.0724 ***

(0.0130) (0.0139) (0.0301) (0.0301) (0.0352) (0.0083) (0.0203)

A/L Ratio

-0.0392 ** 0.0220 -0.0579 (0.0307) -0.0145 0.0153 0.0632 **

(0.0166) (0.0218) (0.0402) (0.0214) (0.0254) (0.0183) (0.0318)

Observations 38,543 34,540 4,802 13,789 9,904 24,411 7,437

Time Effect YES YES YES YES YES YES YES

Std. Err. Clustered BOTH BOTH BOTH BOTH BOTH BOTH BOTH

R-Squared 0.0754 0.0770 0.0069 0.0106 0.0020 0.0071 0.0393

Panel B: Securities with >= 5 institutional investor

Lag Sell by ALL

-0.3176 *** -0.3096 *** 0.0496 ** 0.0745 *** 0.0131 -0.0546 *** 0.1965 ***

(0.0253) (0.0198) (0.0227) (0.0218) (0.0188) (0.0190) (0.0250)

EPS
0.0475 *** 0.0334 ** 0.0205 *** 0.0418 *** 0.0178 *** 0.0500 *** 0.0709 ***

(0.0159) (0.0140) (0.0076) (0.0150) (0.0060) (0.0172) (0.0266)

P/E ratio
-0.0076 * -0.0037 (0.0054) 0.0078 -0.0121 -0.0061 -0.0129

(0.0044) (0.0077) (0.0115) (0.0094) (0.0125) (0.0053) (0.0087)

ROE
0.0172 0.0144 0.0614 * 0.1008 *** 0.0281 0.0213 0.0695 ***

(0.0224) (0.0182) (0.0361) (0.0308) (0.0358) (0.0174) (0.0191)

A/L Ratio

-0.0002 0.0179 -0.0695 -0.0357 -0.0282 0.0082 0.0602 *

(0.0182) (0.0240) (0.0447) (0.0234) (0.0268) (0.0184) (0.0315)

Observations 29,202 28,467 4,137 12,851 8,984 19,420 7,373

Time Effect YES YES YES YES YES YES YES

Std. Err. Clustered BOTH BOTH BOTH BOTH BOTH BOTH BOTH

R-Squared 0.1230 0.0996 0.0075 0.0118 0.0017 0.0077 0.0380

***,**, and * denote statistical significance at the 1, 5, and 10% levels, respectively.
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Table 1.9: Tests for Herding (Sell Side) on All Institutional Investors - Con’t

Dependent

Variable

(1)

ALL

(2)

FUND

(3)

QFII

(4)

GOV.

(5)

INSUR.

(6)

OTHER

(7)

SH-HK

Panel C: Securities with >= 12 institutional investor

Lag Sell by ALL

-0.2934 *** -0.2970 *** 0.0770 *** 0.0691 ** 0.0132 -0.0681 *** 0.1750 ***

(0.0263) (0.0234) (0.0282) (0.0270) (0.0235) (0.0257) (0.0219)

EPS
0.0434 *** 0.0364 ** 0.0146 ** 0.0391 ** 0.0142 *** 0.0397 *** 0.0628 ***

(0.0164) (0.0167) (0.0064) (0.0155) (0.0033) (0.0152) (0.0241)

P/E ratio
-0.0067 0.0049 -0.0033 0.0071 -0.0293 ** -0.0149 ** -0.0089

(0.0053) (0.0107) (0.0148) (0.0108) (0.0139) (0.0054) (0.0076)

ROE
0.0523 * 0.0118 0.0562 0.1353 *** 0.0251 0.0437 ** 0.0563 ***

(0.0306) (0.0239) (0.0445) (0.0333) (0.0354) (0.0223) (0.0169)

A/L Ratio

0.0163 0.0244 -0.1019 ** -0.0318 -0.0493 0.0080 0.0494

(0.0218) (0.0301) (0.0487) (0.0255) (0.0320) (0.0215) (0.0328)

Observations 20,658 20,316 3,078 10,563 6,687 14,283 6,948

Time Effect YES YES YES YES YES YES YES

Std. Err. Clustered BOTH BOTH BOTH BOTH BOTH BOTH BOTH

R-Squared 0.1244 0.1053 0.0097 0.0124 0.0024 0.0082 0.0319

***,**, and * denote statistical significance at the 1, 5, and 10% levels, respectively.
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Moreover, foreign investors, unfamiliar with local stock market, should also exhibit

different strategies in trading from domestic institutional investors. The analysis of es-

timating relation of particular type buy/sell fraction with its own-type lagged buy/sell

fraction provides an insight of differences among different types of institutional investors,

and an answer to the second research question: Are herding behaviors different across

different types of institutional investors? The regression equations are similar to Eq.

(1.5) and (1.6), but the independent variables of the buy/sell fraction are under the

same institution type as the dependent variables:

Buy Side (with superscript B):

4B,i
k,t = βBt 4

B,i
k,t−1+βB,epst EPSk,t+β

B,pe
t PEk,t+β

B,roe
t ROEk,t+β

B,a/l
t A/Lk,t+Time+ε

B
k,t

(1.7)

Sell Side (with superscript S):

4S,i
k,t = βSt 4

S,i
k,t−1+βS,epst EPSk,t+β

S,pe
t PEk,t+β

S,roe
t ROEk,t+β

S,a/l
t A/Lk,t+Time+εSk,t

(1.8)

where i ∈ [FUNDS,QFII,GOV., INSUR.,OTHER,SH−HK]. Results are reported

in Table [1.10], [1.11]and [1.12],[1.13] for buy and sell side respectively.

Consistent with previous findings, coefficients associated with funds are all

negative, and they become more negative when estimating stocks with more institutional

investors, both from buy and sell side. The results also reveal stronger evidence of

herding for the two types of foreign investors (QFII and SH-HK). In sell side, coefficients

associated with these two types are larger than those with domestic types. To sum up,
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Table 1.10: Tests for Herding (Buy Side) on Own Type

Dependent

Variable

(1)

FUND

(2)

QFII

(3)

GOV.

(4)

INSUR.

(5)

OTHER

(6)

SH-HK

Panel A: Securities with >= 1 Institutional Investor

Lag Buy by Own Type

-0.2538 *** 0.1803 *** 0.2184 *** 0.1782 *** 0.1021 *** 0.5163 ***

(0.0231) (0.0209) (0.0187) (0.0130) (0.0125) (0.0340)

EPS
0.0128 0.0124 0.0253 0.0174 * 0.0443 ** 0.0779 **

(0.0134) (0.0094) (0.0204) (0.0100) (0.0173) (0.0355)

P/E ratio
-0.0032 -0.0802 *** -0.0077 0.0161 * -0.0015 -0.0135

(0.0079) (0.0259) (0.0056) (0.0087) (0.0053) (0.0103)

ROE
0.0236 0.0974 ** 0.1087 *** 0.1267 *** 0.0182 ** 0.1178 ***

(0.0170) (0.0426) (0.0307) (0.0328) (0.0074) (0.0409)

A/L Ratio

-0.0602 ** -0.0534 0.0009 -0.0450 ** -0.0212 0.0244

(0.0244) (0.0365) (0.0197) (0.0184) (0.0138) (0.0279)

Observations 31,842 3,282 11,563 7,555 19,832 6,599

Time Effect YES YES YES YES YES YES

Std. Err. Clustered BOTH BOTH BOTH BOTH BOTH BOTH

R-Squared 0.0810 0.0508 0.0693 0.0491 0.0238 0.3176

Panel B: Securities with >= 5 Institutional Investors

Lag Buy by Own Type

-0.2843 *** 0.1790 *** 0.2149 *** 0.1696 *** 0.0676 *** 0.5125 ***

(0.0181) (0.0212) (0.0200) (0.0140) (0.0141) (0.0333)

EPS
-0.0064 0.0066 0.0180 0.0092 0.0278 ** 0.0776 **

(0.0090) (0.0066) (0.0179) (0.0072) (0.0123) (0.0353)

P/E ratio
-0.0020 -0.0949 *** -0.0061 0.0196 * 0.0022 -0.0137

(0.0067) (0.0268) (0.0062) (0.0113) (0.0057) (0.0102)

ROE
0.0173 0.1156 *** 0.1218 *** 0.1429 *** 0.0344 ** 0.1191 ***

(0.0200) (0.0427) (0.0357) (0.0276) (0.0137) (0.0412)

A/L Ratio

-0.0618 ** -0.0416 0.0005 -0.0544 *** -0.0156 0.0260

(0.0274) (0.0403) (0.0213) (0.0196) (0.0150) (0.0292)

Observations 26,576 2,939 10,942 6,915 15,958 6,539

Time Effect YES YES YES YES YES YES

Std. Err. Clustered BOTH BOTH BOTH BOTH BOTH BOTH

R-Squared 0.1100 0.0464 0.0655 0.0443 0.0118 0.3160

***,**, and * denote statistical significance at the 1, 5, and 10% levels, respectively.
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Table 1.11: Tests for Herding (Buy Side) on Own Type - Con’t

Dependent

Variable

(1)

FUND

(2)

QFII

(3)

GOV.

(4)

INSUR.

(5)

OTHER

(6)

SH-HK

Panel C: Securities with >= 12 Institutional Investors

Lag Buy by Own Type

-0.2872 *** 0.1725 *** 0.2227 *** 0.1822 *** 0.0496 *** 0.4804 ***

(0.0204) (0.0229) (0.0216) (0.0139) (0.0165) (0.0372)

EPS
-0.0192 ** 0.0031 0.0068 0.0042 0.0205 * 0.0758 **

(0.0088) (0.0052) (0.0142) (0.0047) (0.0111) (0.0348)

P/E ratio
-0.0114 -0.0668 ** -0.0090 0.0346 *** 0.0103 -0.0169 *

(0.0083) (0.0316) (0.0059) (0.0087) (0.0065) (0.0102)

ROE
0.0345 0.1401 *** 0.1711 *** 0.1264 *** 0.0630 *** 0.1181 ***

(0.0239) (0.0436) (0.0433) (0.0352) (0.0160) (0.0438)

A/L Ratio

-0.0787 ** -0.0401 -0.0056 -0.0537 ** -0.0208 0.0173

(0.0321) (0.0452) (0.0240) (0.0234) (0.0148) (0.0273)

Observations 19,254 2,225 9,321 5,241 11,899 6,122

Time Effect YES YES YES YES YES YES

Std. Err. Clustered BOTH BOTH BOTH BOTH BOTH BOTH

R-Squared 0.1304 0.0429 0.0712 0.0487 0.0102 0.2823

***,**, and * denote statistical significance at the 1, 5, and 10% levels, respectively.
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Table 1.12: Tests for Herding (Sell Side) on Own Type

Dependent

Variable

(1)

FUND

(2)

QFII

(3)

GOV.

(4)

INSUR.

(5)

OTHER

(6)

SH-HK

Panel A: Securities with >= 1 Institutional Investor

Lag Sell by Own Type

-0.3226 *** 0.2218 *** 0.1503 *** 0.1136 *** 0.0409 ** 0.3313 ***

(0.0229) (0.0231) (0.0257) (0.0179) (0.0165) (0.0291)

EPS
0.0072 0.0041 0.0399 ** 0.0069 0.0412 ** 0.0660 **

(0.0081) (0.0063) (0.0151) (0.0077) (0.0172) (0.0264)

P/E ratio
0.0015 -0.0256 0.0016 -0.0092 -0.0050 -0.0113 *

(0.0090) (0.0375) (0.0097) (0.0121) (0.0066) (0.0075)

ROE
0.0093 0.0425 0.0585 * 0.0576 0.0194 *** 0.0781 ***

(0.0150) (0.0367) (0.0327) (0.0383) (0.0072) (0.0148)

A/L Ratio

0.0018 -0.0574 -0.0400 * -0.0435 (0.0255) 0.0304

(0.0232) (0.0528) (0.0237) (0.0287) (0.0171) (0.0276)

Observations 31,842 3,282 11,563 7,555 19,832 6,599

Time Effect YES YES YES YES YES YES

Std. Err. Clustered BOTH BOTH BOTH BOTH BOTH BOTH

R-Squared 0.1147 0.0421 0.0267 0.0148 0.0090 0.1328

Panel B: Securities with >= 5 Institutional Investors

Lag Sell by Own Type

-0.3462 *** 0.2294 *** 0.1481 *** 0.0996 *** 0.0159 0.3233 ***

(0.0191) (0.0254) (0.0255) (0.0184) (0.0182) (0.0284)

EPS
0.0193 ** 0.0003 0.0341 ** 0.0062 0.0323 ** 0.0648 **

(0.0089) (0.0063) (0.0137) (0.0074) (0.0152) (0.0260)

P/E ratio
-0.0008 0.0380 0.0034 -0.0128 -0.0075 -0.0115 *

(0.0081) (0.0537) (0.0111) (0.0140) (0.0050) (0.0074)

ROE
0.0123 0.0710 0.0944 *** 0.0391 0.0266 * 0.0751 ***

(0.0189) (0.0444) (0.0316) (0.0372) (0.0151) (0.0136)

A/L Ratio

0.0035 -0.0521 -0.0448 * -0.0581 * -0.0249 0.0280

(0.0257) (0.0579) (0.0255) (0.0307) (0.0179) (0.0275)

Observations 26,576 2,939 10,942 6,915 15,958 6,539

Time Effect YES YES YES YES YES YES

Std. Err. Clustered BOTH BOTH BOTH BOTH BOTH BOTH

R-Squared 0.1468 0.0459 0.0277 0.0130 0.0089 0.1263

***,**, and * denote statistical significance at the 1, 5, and 10% levels, respectively.
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Table 1.13: Tests for Herding (Sell Side) on Own Type - Con’t

Dependent

Variable

(1)

FUND

(2)

QFII

(3)

GOV.

(4)

INSUR.

(5)

OTHER

(6)

SH-HK

Panel C: Securities with >= 12 Institutional Investors

Lag Sell by Own Type

-0.3590 *** 0.2340 *** 0.1505 *** 0.1217 *** 0.0052 0.2759 ***

(0.0222) (0.0303) (0.0236) (0.0215) (0.0209) (0.0196)

EPS
0.0274 ** -0.0026 0.0345 ** 0.0053 0.0224 * 0.0609 **

(0.0118) (0.0067) (0.0151) (0.0049) (0.0124) (0.0249)

P/E ratio
0.0064 0.0592 0.0034 -0.0195 -0.0176 *** -0.0077

(0.0110) (0.0719) (0.0111) (0.0140) (0.0038) (0.0075)

ROE
0.0060 0.0558 0.1258 *** 0.0190 0.0553 *** 0.0634 ***

(0.0208) (0.0476) (0.0359) (0.0413) (0.0178) (0.0137)

A/L Ratio

0.0137 -0.0792 -0.0391 -0.0811 ** -0.0266 0.0228

(0.0326) (0.0643) (0.0272) (0.0354) (0.0197) (0.0299)

Observations 19,254 2,225 9,321 5,241 11,899 6,122

Time Effect YES YES YES YES YES YES

Std. Err. Clustered BOTH BOTH BOTH BOTH BOTH BOTH

R-Squared 0.1784 0.0521 0.0306 0.0198 0.0114 0.0973

***,**, and * denote statistical significance at the 1, 5, and 10% levels, respectively.
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the analysis provides two key findings: funds herding behaviors are completely different

from others; foreign investors trading strategies show stronger herding than domestic

players. I will show further analysis on funds to provide evidence on funds’ difference

in herding.
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1.3.2.2 Herding Across Different Types

Studies have found that institutional investors follow themselves as well as

other types into and out of the same stocks in other countries. In this subsection, other

types’ lagged trading behavior will be added to estimate institutional herding that

following other types’ previous trades. I begin by adding one other type a time to the

regression equations(1.7) and (1.8). Table[1.14] and [1.15] report coefficients on different

types’ lagged buy/sell fraction in each particular regression listed in columns. Numbers

in parenthesis and after left slashes are standard errors and numbers of observations,

respectively.

From the buy side, funds show positive relations with lagged buy fraction of

SH-HK, government funds, and ‘other’ institutions, but the magnitudes are smaller

(about one fifth the size of coefficient on its own type (-0.2538)). Both funds and ‘other’

show evidence of herding on following SH-HK’s previous buy, where ’other’ exhibits

stronger in herding with the coefficient (0.0534) to be half of the coefficient on its own

type (0.1021). However, foreign investors do not show significant herding on other type’s

previous buy. Results are similar from the sell side for domestic investors, but foreign

investors show some evidence on herding: QFII exhibits herding with lagged government

funds sell, and SH-HK follows ‘other’ type previous sell6.

6I report results for regressions that include all different types’ lagged buy/sell fractions in the
appendix. Even though regressions that include lagged SH-HK buy/sell fraction have much smaller size
of observations, given the fact that SH-HK connect program starts in 2017, results from regressions
include SH-HK are similar to those exclude SH-HK.
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1.3.3 Herding Across Sectors

In the previous analysis, funds buy/sell behaviors are completely different from

other types of institutions, the coefficients associate with its own lagged buy/sell frac-

tions are all negative and statistically significant. Over the last decades, Chinese funds

have developed to be diverse in investment style (e.g. active or passive, pure equity or

commingled fund) and ownership structure (e.g. state-owned or privately own or joint

venture). Given this diversification, funds trading decisions could be different across

securities. Without the availability of all funds’ basic information, I am not able to

decompose funds into different categories and estimate herding behaviors across them.

Nonetheless, established with different purposes or under different regulations, funds’

portfolios might specialize in different sectors, e.g., funds that chasing high yields are

specialized in high-tech firms. Thus, estimating herding across sectors is useful for

shedding some light on diverse investment decisions across different funds.

Stocks listed on Shanghai Stock Exchange are classified into 18 industries. For

comparison, I combine similar industries and merge those with number of stocks smaller

than others, which yields in total 8 sectors. Table[1.16] reports number of securities,

and industries included of each sector in 2019q3. Number of stocks in Manuf & Const.

weight over half of the total number of stocks held by institutional investors in 2019q3,

while Agric & Energy accounts for 10.37% , and each of the remaining sectors takes

about 5%.

To estimate funds’ herding across sectors, I run regressions equations (1.7) and
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Table 1.16: Sector Analysis

Sector # Securities(2019q3) Industry Included

Agric&Energy 119 Agriculture, Forestry, Animal Husbandry and Fishery;

Water Conservancy, Environment and Public Facilities

Management; Electricity, Heat, Gas and Water Produc-

tion and Supply Industry; Mining Industry;

Finance 65 Finance Industry;

Manuf&Const. 656 Manufacturing Industry; Construction Industry;

RealEstate 58 Real Estate Industry;

Technology 71 Information Transmission, Software and Information

Technology Services; Scientific research and technology

services

Transport&Com 58 Transportation, Warehousing and Postal Services;

Wholesale&Retail 68 Wholesale and Retail Industry;

OTHER 52 Accommodation and Catering; Health and Social Work;

Culture, Sports and Entertainment; Leasing and Busi-

ness Services; Comprehensive Operation;
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(1.8) for funds under each sector respectively. Columns (1)-(8) in Table[1.17] and [1.18]

report the regression results. All the coefficients on funds own lag buy/sell fraction are

statistically significantly less than 0, implying that funds exhibit ‘opposite’ herding, i.e.,

they will follow themselves in trading the same securities in an opposite direction.

Recall from Table[1.10], funds’ coefficient on its lag buy over all sectors is -

0.25387. It can be shown in Table[1.17] that funds exhibit more negative relation of its

current and lag buy in Finance (-0.4806), Agriculture & Energy (-0.3187), and Wholesale

& Retail (-0.2912) sectors. When making buy decisions in these sectors, fewer funds

would choose to buy given there was an increase in funds holding the securities in last

quarter, comparing to other sectors. In Real Estate, Technology and Other sector, the

coefficients are less negative, implying that decrease in fraction of funds buying securities

in these sectors is smaller than in other sectors.

From the sell side, comparing with the coefficient (-0.3226) on funds own lag

sell fraction over all section from Table [1.12], coefficients from Finance (-0.5152), Agri-

culture & Energy (-0.3470), and Wholesale & Retail (-0.3635) sectors are again more

negative, suggesting that fewer funds choose to decrease their share holding in these

sectors, given funds selling these securities in last quarter. In Technology sector, funds

show more negative relation of its current and lag sell (-0.3380) than the average level,

which is different from the buy side (coefficient is less negative than the average). When

making trade decisions in Technology sector, funds exhibit more ‘opposite’ herding in

selling than in buying the securities.

7All the variables in the regression equations are standardized, thus I am able to compare coefficients
across different regressions.
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1.4 Source of Herding

1.4.1 Momentum Trading

Momentum trading, suggested by Sias (2004), is a form of characteristic herd-

ing, which implies that investors herd to (away from) stocks with high (low) past returns.

According to Sias (2004), I evaluate momentum trading by adding lag standardized re-

turn as an independent variable in regression equation(1.5) and (1.6) as followed:

Buy Side (with superscript B):

4B,ALL
k,t = βBt 4

B,ALL
k,t−1 +βB,ret Rk,t−1 + βB,Xt Xk,t + Time+ εBk,t (1.9)

Sell Side (with superscript S):

4S,ALL
k,t = βSt 4

S,ALL
k,t−1 +βS,ret Rk,t−1 + βS,Xt Xk,t + Time+ εSk,t (1.10)

Where Xk,t are control variables in Equation(1.5) and (1.6). From Table[1.19],

coefficients on stock lag return is much smaller than coefficients on lag buy/sell, im-

plying that institutional investors do not engage in momentum trading. Furthermore,

comparing the coefficients on lag buy/sell in panel A of Table[1.6], [1.8] and [1.19], the

number for all institutional investors does not change significantly (from -0.1724 to -

0.1788 for buy side, and -0.2598 to -0.2606 for sell side), this suggests that momentum

trading is not crucial in explaining institutional herding. In other word, institutional

buy/sell relates much stronger to lag buy/sell than to lag returns.

Sias(2004) also argues that there exists weakly positive relation of institu-

tional demand(buy) with future returns, in particular, the fads, reputational herding,
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Table 1.19: Test for Momentum Trading

Dependent

Variable

(1)

ALL

(2)

FUND

(3)

QFII

(4)

GOV.

(5)

INSUR.

(6)

OTHER

(7)

SH-HK

Panel A: Institutional Buy

Lag Buy by ALL

-0.1788 *** -0.2888 *** 0.0838 *** 0.1656 *** 0.0928 *** 0.0556 *** 0.3978 ***

(0.0260) (0.0191) (0.0223) (0.0259) (0.0168) (0.0153) (0.0367)

Stock Lag Return
0.0007 ** 0.0014 *** 0.0014 *** 0.0014 * 0.0025 *** -0.0002 -0.0034 ***

(0.0004) (0.0003) (0.0003) (0.0008) (0.0003) (0.0004) (0.0011)

EPS
0.0557 ** -0.0014 -0.0192 ** 0.0072 -0.0009 0.0173 0.1057 ***

(0.0227) (0.0102) (0.0094) (0.0162) (0.0082) (0.0124) (0.0375)

P/E ratio
-0.0042 -0.0018 -0.0046 -0.0172 *** 0.0137 -0.0007 -0.0175 **

(0.0065) (0.0077) (0.0280) (0.0063) (0.0087) (0.0046) (0.0080)

ROE
0.0263 ** 0.0042 0.0490 0.0944 *** 0.0894 ** 0.0207 *** 0.1114 ***

(0.0134) (0.0134) (0.0305) (0.0356) (0.0417) (0.0078) (0.0363)

A/L Ratio

-0.0586 *** -0.0771 *** -0.0218 -0.0177 -0.0868 *** -0.0688 *** 0.0702 *

(0.0161) (0.0221) (0.0406) (0.0218) (0.0265) (0.0166) (0.0369)

Observations 38,543 34,540 4,802 13,789 9,904 24,411 7,437

Time Effect YES YES YES YES YES YES YES

Std. Err. Clustered BOTH BOTH BOTH BOTH BOTH BOTH BOTH

R-Squared 0.0467 0.0770 0.0102 0.0230 0.0156 0.0069 0.1281

Panel B: Institutional Sell

Lag Sell by ALL

-0.2606 *** -0.2961 *** 0.0282 0.0821 *** 0.0114 -0.0124 0.1938 ***

(0.0223) (0.0175) (0.0203) (0.0216) (0.0152) (0.0140) (0.0278)

Stock Lag Return
-0.0001 -0.0009 ** -0.0001 0.0019 *** -0.0008 ** 0.0011 ** -0.0007

(0.0004) (0.0004) (0.0005) (0.0007) (0.0003) (0.0004) (0.0008)

EPS
0.0325 *** 0.0285 ** 0.0257 *** 0.0484 *** 0.0199 *** 0.0572 *** 0.0747 ***

(0.0124) (0.0122) (0.0088) (0.0160) (0.0065) (0.0177) (0.0281)

P/E ratio
0.0026 -0.0011 -0.0088 0.0057 -0.0094 -0.0050 -0.0127

(0.0064) (0.0089) (0.0087) (0.0082) (0.0105) (0.0056) (0.0097)

ROE
0.0192 0.0212 0.0462 0.0548 * 0.0457 0.0138 * 0.0745 ***

(0.0130) (0.0140) (0.0300) (0.0285) (0.0357) (0.0081) (0.0199)

A/L Ratio

-0.0395 ** 0.0196 -0.0582 -0.0290 -0.0152 0.0180 0.0630 **

(0.0164) (0.0217) (0.0403) (0.0214) (0.0253) (0.0182) (0.0315)

Observations 38,543 34,540 4,802 12,789 9,904 24,411 7,437

Time Effect YES YES YES YES YES YES YES

Std. Err. Clustered BOTH BOTH BOTH BOTH BOTH BOTH BOTH

R-Squared 0.0754 0.0779 0.0069 0.0125 0.0025 0.0082 0.0396

***,**, and * denote statistical significance at the 1, 5, and 10% levels, respectively.
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and characteristic herding models. Correlation between buy/sell fraction and returns

in previous quarter, same quarter, and following quarter are reported in Table[1.20].

Institutional buy is found to be positively correlated with current quarter returns and

weakly correlated with prior quarter returns. The correlation between institutional buy

and following quarter return is weakly positive, which is consistent with the argument

that institutional herding driven by fads, reputational and characteristic herding would

exhibit price reversal in subsequent periods8.

From the sell side, institutional sell fraction in aggregate (first row in panel

B) is negatively correlated with same quarter returns, but weakly positively correlated

with prior quarter returns, which suggests that institutional investors choose to sell

by observing a positive previous return. Following returns are negatively correlated

with institutional sell, but in a weakly manner. Looking at different types of institu-

tions, government funds, insurance and SH-HK show positive relation between same

quarter return and sell fraction, implying that securities current prices do not depends

on their selling decisions (stock prices do not drop with their selling of shares). Rela-

tions between institutional sell and following quarter returns are different for the two

foreign investors from those domestic players. Furthermore, combining results from

Table[1.20] and findings that funds exhibit negative relation between current and lag

own buy/sell, it is found that given a previous quarter higher return, lag buy(sell) frac-

tion was higher(lower), and current buy(sell) tends to be lower(higher). Intuitively,

funds prefer to realize profits given previous higher return by selling securities, and be

8Sias(2004) reports a positive correlation between institutional buy and following quarter returns in
the US stock market.
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conservative in chasing higher returns by decreasing in buy.

Table 1.20: Correlation between Institutional Buy/Sell and Returns

InstitutionType

Panel A: Institutional Buy Panel B: Institutional Sell

Previous

quarter

return

Same

quarter

return

Following

quarter

return

Previous

quarter

return

Same

quarter

return

Following

quarter

return

ALL -0.0002 0.1895 *** 0.0025 *** 0.0011 *** -0.1557 *** -0.0025 ***

FUNDS -0.0005 * 0.1853 *** 0.0029 *** 0.0008 *** -0.1734 *** -0.0027 ***

GOV 0.0017 *** 0.1221 *** 0.0028 *** 0.0011 ** 0.0079 -0.0009 **

INSUR 0.0023 *** 0.0405 ** 0.0002 -0.0005 ** 0.0147 -0.0003

OTHER 0.0001 0.1220 *** 0.0016 *** 0.0010 *** -0.0822 *** -0.0016 ***

QFII 0.0014 *** 0.0622 *** -0.0008 -0.0001 -0.0132 0.0008

SH-HK 0.0006 0.0371 0.0050 * -0.0010 0.0712 * 0.0029 **

For each period return, I regress it on institutional buy/sell under different types this quarter

respectively. Coefficients are the correlations, as the data are standardized and the regression equation

only include one single explanatory variable. ***,**, and * denote statistical significance at the 1, 5,

and 10% levels, respectively.

1.4.2 Herding by Firm Size

According to Wermer (1999), information cascades arises when institutional

investors ignore their own information, and trade with herd because they infer informa-

tion from each other’s trades. This type of herding is more likely in small-cap stocks.

On the other hand, Sias (2004) proposes the investigative herding which is stronger in
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large-cap stocks, because investors follow correlated signals of information. In this sec-

tion, I decompose my data set into different sizes of firms, and test which type of herding

exists among institutional investors. I sort all securities in my data set from smallest

to largest by capitalization and group them into five groups, then estimate herding be-

havior for each type of institutional investors in each group, using equation(1.5) and

(1.6)9. Results show that herding behaviors occur more likely in large capitalization

securities, thus suggest that both domestic and foreign institutional investors commit

to investigative herding.

1.5 Conclusion

In this chapter, I study the descriptive statistics for institutional investment

and examine institutional herding in Shanghai Stock Exchange. Four research questions

are tested and results conclude the following key findings: There is an increasing trend

both in number and participation of institutional investors. Most types of institutional

investors exhibit herding, especially when buying. Institutional investors more often

follow their own type of lag trades. Foreign institutional investors show some evidence

on following domestic players’ previous sell. There is no clear evidence of momentum

trading among institutional investors, and their herding behavior is stronger in large-cap

securities, demonstrating investigative herding. Funds exhibit statistically significant

opposite herding behavior. Increase in buy(sell) last quarter is followed by a decrease

9Results, using equation(1.7) and (1.8) for herding on own lag type in each capitalization group are
attached in Appendix.
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Table 1.21: Tests for Herding by Firm Size – Buy Side

Dependent

Variable

(1)

ALL

(2)

FUND

(3)

QFII

(4)

GOV.

(5)

INSUR.

(6)

OTHER

(7)

SH-HK

Panel A: Firm size <= 20% percentile

Lag Buy by ALL

-0.0115 -0.1499 *** 0.0702 * 0.1572 *** 0.1717 *** 0.1191 *** -0.0175

(0.0205) (0.0248) (0.0396) (0.0324) (0.0379) (0.0216) (0.0596)

Observations 6,416 4,695 590 760 851 3,579 415

R-Squared 0.0279 0.0302 0.0251 0.0535 0.0393 0.0515 0.0972

Panel B: Firm size <= 40% percentile

Lag Buy by ALL

-0.1026 *** -0.2154 *** 0.1812 *** 0.1732 *** 0.1822 *** 0.0746 *** 0.1893 ***

(0.0267) (0.0258) (0.0409) (0.0382) (0.0282) (0.0201) (0.0668)

Observations 7,478 6,377 749 1,485 1,384 4,108 788

R-Squared 0.0206 0.0416 0.0444 0.0394 0.0395 0.0127 0.0954

Panel C: Firm size <= 60% percentile

Lag Buy by ALL

-0.1650 *** -0.2356 *** 0.0690 * 0.2493 *** 0.1445 *** 0.0308 0.3504 ***

(0.0267) (0.0239) (0.0374) (0.0300) (0.0303) (0.0212) (0.0556)

Observations 8,005 7,272 952 2,401 2,005 4,603 1,395

R-Squared 0.0388 0.0515 0.0085 0.0413 0.0135 0.0066 0.1025

Panel D: Firm size <= 80% percentile

Lag Buy by ALL

-0.1947 *** -0.2537 *** 0.1573 ** 0.2267 *** 0.0689 ** 0.0269 0.3714 ***

(0.0313) (0.0225) (0.0631) (0.0543) (0.0361) (0.0200) (0.0395)

Observations 8,260 7,890 1,022 3,859 2,533 5,407 2,073

R-Squared 0.0480 0.0749 0.0091 0.0244 0.0043 0.0013 0.0798

Panel E: Firm size > 80% percentile

Lag Buy by ALL

-0.3874 *** -0.5290 *** 0.0232 0.1128 *** 0.0225 -0.0397 0.2904 ***

(0.0544) (0.0684) (0.0548) (0.0368) (0.0399) (0.0315) (0.0548)

Observations 8,384 8,306 1,489 5,284 3,131 6,714 2,766

R-Squared 0.1597 0.2194 0.0115 0.0125 0.0093 0.0027 0.0813

***,**, and * denote statistical significance at the 1, 5, and 10% levels, respectively.
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Table 1.22: Tests for Herding by Firm Size – Sell Side

Dependent

Variable

(1)

ALL

(2)

FUND

(3)

QFII

(4)

GOV.

(5)

INSUR.

(6)

OTHER

(7)

SH-HK

Panel A: Firm size <= 20% percentile

Lag Sell by ALL

-0.0833 *** -0.1820 *** 0.0082 0.0453 0.0040 0.0286 0.0635 *

(0.0244) (0.0233) (0.0383) (0.0427) (0.0326) (0.0179) (0.0378)

Observations 6,416 4,695 590 760 851 3,579 415

R-Squared 0.0147 0.0306 0.0040 0.0108 0.0099 0.0060 0.0165

Panel B: Firm size <= 40% percentile

Lag Sell by ALL

-0.1563 *** -0.2007 *** -0.0003 0.0109 0.0855 *** -0.0115 0.1870 ***

(0.0244) (0.0198) (0.0337) (0.0271) (0.0202) (0.0177) (0.0470)

Observations 7,478 6,377 749 1,485 1,384 4,108 788

R-Squared 0.0285 0.0355 0.0074 0.0119 0.0068 0.0011 0.0281

Panel C: Firm size <= 60% percentile

Lag Sell by ALL

-0.2465 *** -0.2380 *** -0.0013 0.0722 ** 0.0215 -0.0681 *** 0.1309 **

(0.0274) (0.0277) (0.0339) (0.0368) (0.0307) (0.0210) (0.0639)

Observations 8,005 7,272 952 2,401 2,005 4,603 1,395

R-Squared 0.0640 0.0522 0.0048 0.0090 0.0050 0.0046 0.0154

Panel D: Firm size <= 80% percentile

Lag Sell by ALL

-0.3018 *** -0.2475 *** 0.0625 0.0922 *** -0.0518 -0.0406 0.1624 ***

(0.0248) (0.0237) (0.0516) (0.0344) (0.0330) (0.0300) (0.0442)

Observations 8,260 7,890 1,022 3,859 2,533 5,407 2,073

R-Squared 0.1061 0.0680 0.0073 0.0115 0.0014 0.0057 0.0152

Panel E: Firm size > 80% percentile

Lag Sell by ALL

-0.4652 *** -0.5331 *** 0.0384 0.0725 ** -0.0269 -0.0588 0.0723 *

(0.0565) (0.0615) (0.0615) (0.0344) (0.0293) (0.0462) (0.0391)

Observations 8,384 8,306 1,489 5,284 3,131 6,714 2,766

R-Squared 0.2254 0.2308 0.0115 0.0133 0.0065 0.0104 0.0210

***,**, and * denote statistical significance at the 1, 5, and 10% levels, respectively.
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in buy(sell) this quarter. Combining the realization of returns, they are conservative in

selling securities to realize profits given previous higher returns and decreasing in buy

for chasing higher future returns.
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Chapter 2

News sentiment and topic analysis on

crude oil futures prices

1Crude oil is a commodity, and as such, it tends to have large fluctuations

at price than more stable investments such as stocks and bonds. Crude oil prices are

influenced by a variety of factors. As Baumeister and Kilian (2014) conclude that the

explanatory power of these factors vary over time and that different factors are impor-

tant at different time horizons. Though the factors to explain the change of oil prices

are inconclusive, Brandt and Gao (2019) mention that news information can provide a

way to quantify macroeconomic and other events that could affect crude oil prices. In

this chapter, we analyze the contents of news articles to study how information about

crude oil related news affects crude oil futures price.

News information could affect crude oil prices in different ways. Shiller (2015)

1This chapter is coauthored with Yunxiao Zhang and Zijing Zhu.
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argues that the news media plays an important role in setting the stage for market

moves and provoking them. On one hand, news could convey information on the cur-

rent significant variables that affect the price, reflecting the current market confidence.

On the other hand, news could serve as an update of the changes in these significant

variables, reflecting the expectations about future oil supply and demand conditions,

which could affect the current crude oil prices.

In this chapter, we consider broad web news from various sources. We analyze

these web crude oil related news to uncover how this information affects the crude oil

futures price using the intra-day high-frequency data. To do so, we use both supervised

and unsupervised machine learning algorithms to study the impact of news sentiment

and news topics on crude oil futures price increase. The important assumption in our

analysis is that the crude oil futures market is nearly perfectly efficient, which means

that the price can adjust quickly to any new information released to the public.

A key contribution of our chapter is to demonstrate finer and more objective

classifications of news effects on crude oil price change. First, we use unsupervised ma-

chine learning algorithms to group crude oil related news articles into different topics

without providing prior knowledge on how each topic links to a particular set of words.

Second, we conduct both news sentiment analysis and news topics analysis of each news

article using intra-day high- frequency data, these results providing us a new index data

indicating crude oil price increase or decrease for future studies based on textual anal-

ysis.

In this chapter, first, we conduct news sentiment analysis with logistic regres-
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sion to see how each word in an article can affect the increase or decrease of the crude

oil price from September 2019 to December 2019. We find that among all the news

words, 152 words have coefficients smaller than -0.5, which are collected as the most

negative words. Also, 159 words have coefficient over 0.5, we defined these words as the

most positive words. Based on the news sentiment analysis results, we also construct

a novel index indicating the sentiment score of a news article given the most positive

(negative) words. Second, we categorize news articles discussing crude oil over the entire

year of 2019 into topics using unsupervised machine learning algorithms K-means. The

K-means algorithm generates 4 clusters of news topics. We rename and interpret each

of them to be “World Crude Oil” topic, “WTI Crude Oil” topic, “Financial Analysis”

topic, and “Editorial Opinion” topic. Each of the news articles would be assigned to be

one of the topics. Finally, we estimate how the news topic and sentiment score would

affect the crude oil future price using logistic regression in 5 minutes window. The re-

sults suggest that on average, ”World Crude Oil” news has the highest correlation with

a crude oil price increase. Moreover, the more positive news is under the topic ”WTI

Crude Oil,” the higher probability that WTI crude oil futures price will increase within

5 minutes.

The remainder of this chapter is organized as follows: Section 2.1 presents the

related literature. Section 2.2 provides detailed data information. Section 2.3 shows the

news sentiment analysis methodology and how the positive score is calculated for every

news article. Section 2.4 details the construction of topic analysis. Section 2.5 presents

our main empirical analysis. Section 2.6 concludes.
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2.1 Literature Review

This chapter mainly relates to three streams of research: (1) studies on general

crude oil price; (2) studies on news effects of crude oil price; (3) studies on news textual

analysis on general equity market. Broad literature has studied the explaining factor

of crude oil price. Hamilton (2009) suggests that the real price of oil follows a random

walk without drift. Rapaport (2013) distinguish between demand and supply driven

component of crude oil returns by examining its correlation with the equity market.

Baumeister and Kilian (2014) discuss an exhaustive set of oil pricing factors from the

literature, conclude that the explanatory power of these factors varies over time and

that different factors are important at different time horizons. These findings crucially

depend on the underlying model structure and assumptions. This chapter corroborates

these effects from the assumption that the crude oil futures market is nearly perfectly

efficient, updated news information is a direct way to reflect the market sentiment.

Our chapter is part of a growing body of research using textual analysis to

examine how news affects economic and financial variables. Most work in this literature

deals with the general equity market and aggregate news about equities and the econ-

omy. For example, Garcia (2013) studies the effect of sentiment on asset prices using

the New York Times between 1905 and 2005. They find that after controlling for other

well-known time-series patterns, the predictability of stock returns using news’ content

is concentrated in recessions. Soo (2015) develops a measure of sentiment across local

housing markets by quantifying the positive and negative tone of housing news in local
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newschapter articles. Bi and Traum (2020) examines how newschapter reporting affects

government bond prices during the U.S. state default of the 1840s. Our chapter is dif-

ferent from the aforementioned studies in that we consider a much broader set of news

resources and news categories as inputs, we can capture both micro-level supply and

demand factors and macroeconomic related factors, even geopolitical developments.

This chapter also contributes to the literature about news effects on the crude

oil prices. Most of the literature work with the effects of regularly scheduled macroe-

conomic releases on crude oil price. For example, Kilian and Vega (2011) propose

a formal test of the identifying assumption that energy prices are predetermined for

U.S. macroeconomic aggregates using daily energy prices on daily news from the U.S.

macroeconomic data releases. In this aspect, this chapter is different from the existing

literature focusing on responses of crude oil prices to scheduled macro news announce-

ment from U.S. Another difference from chapters on the schedule announcement is that

our news indices are at high frequency than the scheduled releases with a fixed fre-

quency. A recent chapter by Brandt and Gao (2019) uses sentiment scores for global

news from RavenPack global macro package to see how news about macroeconomic

fundamentals and geopolitical events affect crude oil markets. Our chapter is different

from this chapter since we use machine learning algorithms to group news into different

topics, which avoid prior knowledge and generate more objective classifications of news

effects on crude oil price change.
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2.2 Data

2.2.1 Data Source and Description

The data used in this chapter are obtained through Bloomberg terminal, in-

cluding the west texas intermediate (WTI) crude oil futures prices, and crude oil-related

news articles. This chapter focuses on WTI crude oil. WTI refers to oil extracted from

wells in the US and sent via pipeline to Cushing, Oklahoma. This chapter chooses WTI

crude oil over Brent crude oil, which counts two-thirds of all crude contracts around

the world, and Dubai crude oil, which is the major supply for the Asian market. The

reason is that WTI crude oil has been the main benchmark for crude oil consumed in

the United States. Thus its price is more related to the supply and demand conditions

in the US market than in other markets worldwide.

The intra-day trading data is provided by Bloomberg, with price updating at

high frequencies. However, the trading will be suspended every day at 14:00 to 15:00,

as well as every Saturday. In order to match the frequency of news, this chapter uses

high-frequency intra-day trading futures prices for WTI crude oil. The price is updating

every five minutes, which matches the first quantile of news frequency distributions2.

This chapter takes the sample period to be the last quarter of 2019. Figure 2.1 shows

the WTI crude oil close price throughout the period. From Figure 2.1, it is clear that

the close price has high volatility but no obvious trend during the last quarter of 2019,

which makes it a perfect sample for this chapter’s analysis.

2Shown in Figure 2.4
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Figure 2.1: Close Price Fluctuation in Sample Period

News articles are the major sources for text analysis. This chapter analyzes

contents of each news article to find the news effect on WTI crude oil futures price.

The news articles are collected through the Bloomberg terminal’s news section. By

specifying the news topics to be ’Crude Oil’, including the keyword, ’WTI’, Bloomberg

terminal gives editorial recommended Bloomberg and web news from various sources.

Figure 2.2 is a word cloud showing the most frequent words in the news articles collected

by this chapter. In 2019, news articles under the topic of WTI crude oil discussed the

’oil price’, ’trade war’, ’saudi arabia’, ’texas intermediate’, etc. More detail analysis in

news contents will be presented in Section 2.3.

Figure 2.3 shows the major news sources for this chapter’s dataset. In total,

there are 75 news sources. Figure 2.3 plots the news sources with total news article

released counts over ten. All news are global news written in English, reporting crude
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Figure 2.2: 2019 WTI Crude Oil Related News Frequent Words

oil-related topics worldwide. Around 6000 news articles are web news, Bloomberg pro-

vides the news subject and the link of the websites. Web news content is collected

through web scraping. Two-thirds of the web news is successfully obtained through

web-scraping, with the rest replaced by its subject. Throughout 2019, there are 13183

news articles, and 4615 of them are released after September. Since this chapter only

has price data from September 2019 to December 2019, only news articles released after

September will be included in news sentiment analysis and the final regressions, but all

news articles in 2019 will be included in news topic analysis.

As for the frequencies of news articles, Figure 2.4 presents that, on average,

around every thirty minutes, there is one news article about WTI crude released. The

news frequency distribution gives guidance on what should be price frequency to analyze

the news effect. Attempt to uncover the news effect, this chapter assumes the market is

efficient, which means the market reacts fast enough to new information. This chapter
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Figure 2.3: Major News Source

Note: News sources are extracted from each news body, provided by Bloomberg

thus defines any news article’s effect on WTI crude oil future price is reflected by how

the price was changed within five minutes after this news has been released.

To analyze how the price was changed, this chapter establishes a dummy vari-

able based on WTI crude oil future price, indicating a price increase or decrease episode.

If price increases within five minutes after a news article has been released, the price

dummy will be one. Otherwise, if price decreases or doesn’t change, the price dummy

will be zero. There is nearly no case for the price to remain the same within the five-

minute slot throughout the dataset. Thus, when price dummy equals zero, it means the

price has decreased within five minutes after this news release. For each news article, by

looking for the price change within five minutes after release, this chapter matches news
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Figure 2.4: News Frequency Distribution

Note: This graph shows the distribution of how frequently a news has been released in the dataset. The

x-axis is in the unit of minute, and the y-axis is the count. On average, around every 33 minutes, there

release one news article about WTI crude oil in 2019.
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Figure 2.5: Price Dummy Distribution

and the price dummy. Figure 2.5 examines whether the data is balanced by comparing

the number of price increase episodes with price decrease episodes. Roughly speaking,

the data is balanced, with increasing price episodes slightly larger.

Except examining the balance of episodes across all datasets, this chapter also

presents the price sensitivity in different release times of the news articles. In other

words, whether news released at certain times, like in the morning or at the end of the

month are more likely to have a biased impact on price. Figure 2.6 shows the price

decrease and increase episodes distributions across different months, days of the week,

date of the month, and hours of the day. The figure indicates that over one thousand
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Figure 2.6: Matching News and Price

news on the topic of crude oil news were released every month. Moreover, most of the

news are released on weekdays rather than on the weekends, and most of them are

released during the daytime rather than night. However, there are no obvious patterns

for the date of the news release. Comparing the number of news following price increase

and price decrease episodes, Figure 2.6 presents that there are no significant differences

in these two episodes at any time frequencies. Similarly, Figure 2.7 attempts to uncover

the relationship between price and news sources. By examining the major news sources,

it is clear that all these new sources have almost even numbers of the price increase and

decrease episodes across the dataset. Thus, it is essential to analyze the news contents,

rather than the time of the news release, or the news sources, to understand the positive
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Figure 2.7: Matching News and Price

or negative news effect on crude oil futures prices.

2.2.2 Analyze Text Data

In order to analyze the news contents, this chapter preprocesses news before

further analysis with regressions. Text data are unique data types that need transfor-

mation before fitting into a regression model. This chapter follows the standard text

mining procedures to extract the useful features from the news contents, including to-

kenization, removing stopwords and lemmatization.

The First step of preprocessing text data is to break every sentence into individ-

ual words, which is called tokenization. Taking individual words rather than sentences

breaks down the connections between words. However, it is a common method to use

to analyze large sets of text data. It is efficient and convenient for computers to analyze

the text data by examines what words appear in an article and how many times these
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words appear, and this analysis is sufficient enough to give insightful results.

After tokenization, each news article will transform into a list of words, sym-

bols, digits, and punctuation. The next step is to remove useless information. For this

analysis, symbols, digits, and punctuation are not very useful, so that this chapter re-

moves them. Furthermore, this chapter removes stopwords. Stopwords are words that

frequently appear in many articles, but without significant meanings. Examples of stop-

words are ’I’, ’the’, ’a’, ’of’. These are the words will not intervene in the understanding

of articles if removed. Besides using the standard English stopwords provided by the

NLTK library3, this chapter also includes other lists of stopwords, provided by Loughran

and McDonald(2016). These lists of stopwords are widely used in economic analysis,

including dates and time, more general words that are not economic meaningful4.

Removing stopwords, along with symbols, digits, and punctuation, each news

article will transform into a list of meaningful words. However, in order to count the ap-

pearance of each word, it is essential to remove grammar tense and transform each word

into its original form. For example, if we want to calculate how many times the word

’open’ appears in a news article, we need to count the appearances of ’open’, ’opens’,

’opened’. Thus, lemmatization is an essential step for text transformation. Lemmati-

zation is taking each word into its original lemma. Another way of converting words

is called stemming, which is taking the linguistic root of a word. The reason why this

chapter chooses lemmatization over stemming is that after stemming, some words be-

3NLTK is a python package for text analysis. It contains a list of English stopwords.
4Loughran and McDonald’s list can be found at https://sraf.nd.edu/textual-

analysis/resources/StopWords.
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Figure 2.8: Original News Article

Figure 2.9: News Article after Text Preprocessing

come hard to read. For interpretation purposes, the lemma is better than the linguistic

root. After lemmatization, each news article will transform into a list of words that are

all in their original forms.

Figure 2.8 and 2.9 shows an example of news article before and after text

preprocessing. After tokenization, removing unnecessary words and lemmatization, the

original news articles only contains informative words that are ready for further trans-

formation, which will be discussed in Section 2.3.

2.3 News Sentiment Analysis

This section will discuss the news sentiment analysis methodology and how

the positive score is calculated for every news article. First, this chapter analyze the
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sentiment of each unique word using a logistic regression. The estimated logistic regres-

sion coefficient for each unique word represents its sentiment. This chapter defines the

effect’s direction of each unique word by the sign of its coefficient, and the size of the

effect by the absolute value of its coefficient. Moreover, by selecting the words with the

highest absolute value in coefficients, this chapter defines the most positive and negative

words indicating a price increase or decrease episode. Lastly, this chapter calculates the

positive score for each news article based on how many positive and negative words this

news article contains.

2.3.1 News Sentiment Analysis on Unique Words

News sentiment analysis is the analysis that uncovers the predicting power of

each unique word in indicating a price increase or decrease episode. In order to do

so, this chapter uses a supervised machine learning algorithm, which is called logistic

regression. Logistic regression is a classification algorithm that deals with binary clas-

sification problems. Binary classification has exactly two classes to choose between. In

this chapter, there are positive and negative classes indicating price increase or price

decrease. Logistic regression is a linear classifier, it is a transformation from a linear

function:

f(x) = b0 + b1 ∗ x1 + ...+ bn ∗ xn

where b0, b1...bn are the estimators of the regression coefficients for a set of independent

variable x = (x1, x2...xn). The logistic regression function p(x) is the sigmoid function
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of f(x):

p(x) = σ(f(x)) =
1

1 + exp−f(x)

After transformation, p(x) will be in the range of [0, 1], which can be interpreted as

probability. Generally, p(x) is interpreted as the predicted probability that f(x) given

x is equal to one, and 1 − p(x) is the probability that f(x) is zero. In this chapter,

p(x) is defined as the probability that WTI crude oil futures price increases within five

minutes after news article xi’s release.

Applying logistic regression to conduct news sentiment analysis, this chapter

treats each news article as a observation, and the contents in news article as the features,

and estimates βw0, βw1, ... βwj from the following equation:

Y0

Y1

Y2

...

Yi


=



X0,w0 X0,w1 ... X0,wj

X1,w0 X1,w1 ... X1,wj

X2,w0 X2,w1 ... X2,wj

...

Xi,w0 Xi,w1 ... Xi,wj


∗



βw0

βw1

...

βwj


(2.1)

where i stands for each news article as a new observation, and wj is the jth unique word

in all news articles. On the left hand side, Yi is the price change dummy described in

the previous section. Specifically, the value of Y is decided by the following conditions:

Yi =


1, if pricet+5 − pricet > 0

0, otherwise

On the right hand side, the first term is a sparse matrix, with each row stands for

each news article and each column stands for each unique word. There are over 20,606
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unique words that has ever shown in 4616 news articles, which indicates the shape

of the sparse matrix. Each value Xi,wj of the sparse matrix is denoted as the tfidf

value for each unique word wj in each news article i. Tfidf is short for term frequency,

inverse document frequency. It is a common feature engineering method for text analysis

and is widely used in literature. For example Bi and Traum(2020), Fraiberger(2019),

Shapiro(2018) have used tfidf to extract text features for different analysis. Specifically,

tfidf is calculated by:

Xi,wj =
1 + log(ti,wj)

1 + log(
∑N

i ti,wj)
∗ log(

N∑
wj ti,wj

)

where ti,wj is the frequency of word wj appears in news article i. By examining the

equation, it is clear that the first term is the calculating the term frequency and the

second term is calculating the inverse document frequency. The first term is evaluating

how many time the word wj appear in news article i, normalized by the length of news

article i. The higher term frequency indicating a higher tfidf value, presenting the fact

that the word wj plays a very important role in news article i by appearing significant

times. However, the effect of wj will be weaken if wj also appears in many other news

articles besides i, which means it is a common word for this topic. This process is cap-

tured by the second term, which is the inverse of how many news articles wj appears

divided by the total number of news articles. In this case, N equals to 4616. Combining

two effects, a word wj with high tfidf values in news article i means that wj appears

many times in news article i, and only appears in few other news articles.

After transforming all preprocessed news articles into the sparse matrix, all
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Figure 2.10: The Effect of Words

Note: Each point in the x axis stands for a unique word, collecting from all news articles

data are ready for regression. Figure 2.10 shows the estimation results from Equation

2.1 fitting a logistic regression model. Each point in the x-axis stands for a unique word

collecting from all news articles, and there are 20,606 of them. The y-axis stands for

the sign and the size of the coefficient for each word. Figure 2.10 indicates that most

of the unique word by itself has very limited effect in affecting price, with coefficient

very close to zero. However, there are some words that have coefficients with absolute

value over 0.5, which are defined as the most positive and negative words by this chapter.

For the most positive and most negative words, based on the logistic regression
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Figure 2.11: The Word Clouds

results, 152 words have coefficients smaller than -0.5, and they are collected as the most

negative words. On the other side, 159 words have coefficient over 0.5, and are defined

as the most positive words. In total, positive and negative words account for around

1.5% of all unique words. Figure 2.11 shows the word clouds of the most positive and

most negative words. The font size of each word in the word clouds indicates the size of

its coefficient in absolute value. Figure 2.11 shows that words like ’analyst’,’investing’

are showing the greatest effect in indicating a crude oil futures price increase episode,

and words like ’partner’,’hike’ contribute the most to crude oil futures price decrease in

a news article.
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2.3.2 Positive Score for Each News Article

After defining the most positive and negative words in terms of contributing

to price increase or decrease episodes, this section will discuss how to calculate the

sentiment score for each news article. This chapter defines the sentiment score of a

news article based on how many positive and negative word it contains. Specifically,

this chapter calculates the positive score for each news article by comparing how many

times positive words appear with the appearance of the negative words. Thus, the

positive score of a news article i is defines as follow:

Scorei =
Npos ∗ Fpos −Nneg ∗ Fneg
Npos ∗ Fpos +Nneg ∗ Fneg

(2.2)

where Npos is the total counts of positive words in news article i, and Fpos is the total

frequency of each positive/negative word in news article i. For example, if news article

i has two positive words, and one appears 10 times and another one appears 15 times,

Npos will be two and Fpos will be 25. To calculate the positive score, this chapter finds

the total occurance of positive words and negative words in each news article, takes the

difference, and normalizes it by their summation. Figure 2.12 shows the positive score

distribution across all news articles.

The positive score of a news article takes a value between [−1, 1]. A positive

value means this news article is positive, while a negative value means this article is

negative. As the absolute value of positive score increases, it becomes more positive or

more negative depending on the sign. Figure 2.12 shows that most of the news article
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Figure 2.12: The Positive Score Distribution

has a positive score close to zero, indicating the distribution is roughly a normal distri-

bution with mean at zero, if ignore the two ends. If the positive score for a news article

is one, it only has positive words and vice versa. Among all 4616 news articles, only

around 600 articles are in such cases. Thus, this chapter still assume the monotonic

positive correlation between the positiveness of a news article and its positive score.

In summary, this section uncovers the effect of each unique word collection

from all news articles in the last quarter of 2019, attempts to estimate the coefficients

for each unique word on how it affects the crude oil futures prices. In order to do so, this

chapter uses a supervised machine learning algorithm called logistic regression to solve

this binary classification problem. Logistic regression estimates the coefficients for all

unique words and selects the most positive and negative words based on the coefficients’
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sign and size. The most positive and negative words help identify the sentiment score

for each news article. By calculating the total occurrence of positive and negative words

in a news article, this chapter defines the positive score for each news article, which is

useful for the regression in Section 2.5.

2.4 Topic Analysis

Instead of reading each article and manually separating our news sample into

different topics, we use an unsupervised machine learning algorithm, K-means, to detect

common patterns in news articles and group them into clusters, i.e., topics.

2.4.1 K-means Algorithm

K-means is one of the most commonly used clustering algorithms in machine

learning. Unlike supervised learning, which first defines a list of keywords in each topic

and classify each article that includes those keywords into a specific topic, researchers

first need to determine the number of clusters (topics), then the K-means algorithm will

assign each sample to the cluster where its distance from the centroid of the cluster is

minimized. The algorithm of K-means is described as followed:

1. Specify the number of K clusters. 5

5In theory, the Elbow method helps to determine the optimal K values, by plotting K on the hori-
zontal axis and sum of minimized distances of each cluster on the vertical axis. The optimal K is found
when the slope of Elbow curve flattens, i.e., when the y value converges. However, in practice, the
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2. Initialize the centroid point µk(k ∈ K) of each cluster with a random value.

3. Calculate the squared Euclidean distance of each sample xi to the centroid point

of each cluster.

||xi − µk||2

4. Assign the sample xi to the closest cluster k where the squared Euclidean distance

is minimized.

min
k
||xi − µk||2

5. Update µk by taking the mean of sample points assigned to cluster k.

6. Repeat 3-5 until the sum of the squared distances overall K clusters is minimized.

min
K∑
k=1

∑
xi∈ck

||xi − µk||2

where ck denotes sample points in cluster k.

Following Bi and Traum(2019), we use the tfidf vector of each article (i.e.,

row vector of the tfidf matrix discussed in the previous section) as a sample point for

training the algorithm, so that each article will be assigned uniquely to a cluster. The

training set covers the whole sample period (20190101 - 20191231), which includes a

total of 13,183 news.

When determining the value of K, the Elbow method doesn’t provide us an

optimal choice of K (the Elbow curve doesn’t converge). Therefore, we run the algo-

rithm several times with different K values and thus choose K = 4 based on the results

Elbow curve does not converge so that users need to determine the value of K based on their purpose.
Our result of Elbow method can be provided upon request.
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that provide us with the most meaningful and best interpretability of news topics.

2.4.2 Clustering Results

The K-means algorithm generates 4 clusters of news topics. Figure 2.13 plots

the word clouds of top 50 important words6 for each topic, with the more important

ones shown in a bigger font. Given our specification of four news topics, we are able

to interpret each topic to be: (a) - “World Crude Oil”, (b) - “WTI Crude Oil”, (c) -

“Financial Analysis” and (d) - “Editorial Opinion”. The ”World Crude Oil” cluster has

keywords related to the global oil market, such as market, trade, energy, China, USD,

etc. ”WTI Crude Oil” cluster includes keywords like price, supply, demand, produc-

tion, which reflects more about the information of WTI crude oil in the North American

region7. ”Financial Analysis” contains keywords position, spread, call, put, option, re-

lating to the price analysis, and use of derivatives for crude oil. The last cluster is

”Editorial Opinion,” with keywords story, contact, reporter, etc.

Table 2.1 shows the number of news in each topic. More than 80% of news

throughout year 2019 are assigned to the “World Crude Oil” and “WTI Crude Oil”

topics. 13.86% news are related to “Editorial Opinion”, which is more likely to be

a summary or report of already released new information. There are only 563 news

6For each cluster, we sum each word’s tfidf value over all the articles within this cluster, rank them
from the highest to the lowest, and then pick the top 50 words for word cloud plot.

7There are some words shown in both of these two topics, which interprets these two topics to be
unclear and need to be improved in future work.
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Figure 2.13: Word clouds of Clustering Results

(a) World Crude Oil (b) WTI Crude Oil

(c) Financial Analysis (d) Editorial Opinion
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classified into “Financial Analysis” topic, which includes both analysis of price change

and analysts’ forecast of future price movement. As we can see in the next section, the

last two topics are less important indicators of price changes.

Table 2.1: Number of News in Each Topic

Topic Index Topic Name news cnt %

a World Crude Oil 6,386 48.44%

b WTI Crude Oil 4,407 33.43%

c Financial Analysis 563 4.27%

d Editorial Opinion 1,827 13.86%

total 13,183 100%

2.5 Test News Topic and Sentiment Score on Futures Price

Change

In this section, we estimate the relation of news topic and sentiment score

with futures price change using logistic regression. By assuming that the WTI crude

oil futures market is nearly perfectly efficient, investors responding quickly to any new

information released to the market, futures price should adjust quickly in line with its

intrinsic value. For example, a good news article about the discovery of new oil wells

should push down the futures price immediately, as investors are competing with each
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other to find this price decrease opportunity. Since the market is nearly efficient, the

futures price can reflect this new information very quickly. Given this assumption, we

can test the relation between crude oil news released and its futures price change.

We first define our dependent variable to be one if futures price after 5 minutes

is higher than the price when news released; and zero otherwise8, as stated in Section

2.2. In future work, we will use different time spam, calculating price change for ro-

bustness checks. To test how crude oil news relates to price changes, we use the logistic

regression, which estimates the influence of x on Y’s probability for each news article.

The regression equation we estimate follows:

Prob(Yi = 1|x) = σ(β0 + β1Scorei +
3∑
k

βkTopick +
3∑
k

βk,iTopick ∗ Scorei) (2.3)

where

Yi =


1, if pricet+5 > pricet

0, otherwise

(2.4)

and Topic, a categorical variable, is {0: “World Crude Oil”; 1: “WTI Crude Oil”; 2:

“Financial Analysis”; 4: “Editorial Opinion”}. In the regression, three dummy variables

are generated indicating which topic this news article is in, and topic 0(’World Crude

Oil’) is chosen as the benchmark topic. As described in section 2.3, score evaluates the

degree of news sentiment. The higher the Score is, the more positive the news is.

The LHS of equation (2.3) denotes the probability of price increase (Y = 1)

given all x. As discussed in Section 2.3.1, on the RHS, σ(·) is a Sigmoid function. In

the parenthesis of σ(·) is the linear combination of independent variables that we are

8The price data we use is high-frequency data, with 5 minutes interval. In our final regression sample
(2019Q4), there doesn’t exist price unchanged within each 5 minutes interval.
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interested.

Our final logistic regression sample covers only the last quarter of 2019, with

4,616 observations due to the availability of high-frequency futures price data. Table

2.2 reports the regression results. The coefficient on constant is interpreted as the im-

pact of news in topic 0 (”World Crude Oil”) on the probability of price increase. On

average, news in the ”World Crude Oil” topic is more likely to be correlated with price

increases. If the news is related to ”WTI Crude Oil,” the coefficient becomes 0.0159

(0.3267 minuses 0.3108), meaning that ”WTI Crude Oil” news on average doesn’t have

a significant impact on a price increase. For topic 2 & 3 (”Financial Analysis” and ”Ed-

itorial Opinion”), news has relatively less positive impacts on price increases, as their

coefficients (-0.2821 and -0.2581) are both statistically significant and smaller than the

coefficient of topic 0 (0.3267).

After considering the impact of sentiment score for each news under different

topics, the coefficient on Score can be interpreted as a correlation between the degree

of topic 0 (”World Crude Oil”) news sentiment and the probability of price increase.

The result is statistically significantly positive (1.2642), meaning that the more positive

”World Crude Oil” news is, the higher probability that price will increase within 5 min-

utes. The coefficient on the interaction term Topic1 ∗ Score (0.6034), is also positive

and statistically significant, which implies that the sentiment score of news under topic

1 (”WTI Crude Oil”) is more correlated with the probability of price increase than news

under topic 0 (”World Crude Oil”). Coefficients of the interaction terms Topic2∗Score

and Topic3 ∗ Score are negative but not statistically significant. Thus we reject the
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hypothesis that news sentiment under topic 2 and 3 is statistically different from those

under topic 0.

To sum up, on average, ”World Crude Oil” news has the highest correlation

with a price increase. Nonetheless, the more positive news is under the topic ”WTI

Crude Oil,” the higher probability that WTI crude oil futures price will increase within

5 minutes.

2.6 Conclusion

With the development of machine learning algorithm and its use in economics

literature, it is worthwhile to apply machine learning algorithm to understand news

impact on financial asset price movement. In this project, we use both supervised and

unsupervised machine learning algorithms to learn impact of news sentiment and news

topics on crude oil futures price increase. By assuming that crude oil futures market are

nearly perfectly efficient (price adjusts quickly to any new information released to the

public), we use high frequency data for estimating the news impact. The results show

that “World Crude Oil” news on average is positively correlated with price increase,

and the more positive “WTI Crude Oil” news is, the higher probability that crude oil

futures price will increase within five minutes. The implication of our project is that

using the coefficients in our last regression results, we are able to construct a news index,

which can be used further in estimating the magnitude of price change, together with
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other macro and micro economic control variables.

There are a lot of work can be done in the future to improve our results.

For example, we will modify our filter of stop word in order to improve our sentiment

results to be better consistent with human cognition. We can also try Neural Network

algorithm to learn news topic, which as a supervised machine learning algorithm might

provide more precise learning than the K-means algorithm that we used in the project.
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Table 2.2: Test for News Effect on Price Change

Prob(Y = 1|X) = σ(β0 + β1Score+ β2Topic+ β3Topic ∗ Score)

Dependent Variable Coef.

Score

1.2642 ***

(0.082)

Topic1 ”WTI Crude Oil”
-0.3108 ***

(0.073)

Topic2 ”Financial Analysis”
-0.2821 *

(0.161)

Topic3 ”Editorial Opinion”
-0.2581 **

(0.105)

Topic1 * Score
0.6034 ***

(0.201)

Topic2 * Score
-0.1910

(0.429)

Topic3 * Score
-0.0868

(0.205)

Const.

0.3267 ***

(0.044)

No. Observations 4,616

Pseudo R-squ. 0.071

Robust Std. Err. YES

Notes: The number in the parenthesis reports the t-statistics. *** indicates P < 0.01.

** indicates P < 0.05. * indicates P < 0.1.
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Chapter 3

What role did the Treasury play in

Fed’s large-scale asset purchase

programs (LSAP)?

After the recent 2007-2008 financial crisis, several rounds of large-scale asset

purchase programs (LSAP), also known as quantitative easing (QE), have been con-

ducted by major central banks around the world. In particular, from the second round

of QE, the Federal Reserve purchased longer-term Treasury securities by raising reserves

and selling short-term Treasury bills they held. The purpose of the second and third

round of QE is to reduce longer-term interest rates to stimulate aggregate demand when

conventional monetary policy is not available as the short-term interest rate is around

zero. This approach is also known as the central bank’s balance sheet policy.

The mechanism of LSAP is to reduce the amount of longer-term Treasury
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bonds to the private sector, which increases bond prices for longer maturities and reduces

longer-term interest rates while the short-term interest rate is kept at zero. In order

for this mechanism to work, we need to assume short-term and long-term bonds are

imperfect substitutes; otherwise, any difference in short-term and long-term interest

rates can be arbitraged away by investors with full arbitrage opportunities. A broad

literature finds that the LSAP did reduce long-term interest rates1. Meanwhile, some

literature find that the LSAP is not quite as effective in stimulating aggregate demand.

For example, Chen et al.(2012) calibrate the size of the second round of LSAP. They find

that the posterior median effect on GDP growth is an increase of 0.13%, the posterior

median inflation increase is 3bp. These findings imply that a calibrated $600 billion

purchase by the Fed only had a modest effect in supporting economic activities.

The smaller than expected effect leads me to suspect that some potential mech-

anism or channel might be ignored when evaluating the effectiveness of LSAP. Green-

wood et al.(2014) document the fact that when the Fed purchased longer-term Treasury

securities from the private sector, the Treasury department, on the other hand, issued

more longer-term Treasury securities at the same period of time. They adjust the out-

standing Treasury debt into 10-year duration equivalents and find that the debt grew

from $ 2 trillion in December 2007 to $ 6.3 trillion in July 2014, where the increase

equaled to 25 percent of GDP. This expansionary debt issuance decision from the Trea-

sury was in the opposite direction to influence long-term interest rates as the LSAP,

so that its impact could deteriorate the effectiveness of LSAP. To fully understand the

1Hamilton and Wu (2010)[52] estimates a 13 basis point (bp) decrease in 10-year Treasury yield from
the impact of LSAPs.
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impact of LSAP on macroeconomic activities, it is essential to taking into account the

debt issuance policy contemporaneously.

In the descriptive analysis part, I study the relation between longer-term Trea-

sury debt outstanding and Fed’s holding of these assets. My dataset includes two series,

the first one is the US treasury securities held by the Fed, extracted from the Federal

Reserve Economic Data (FRED); and the another is the sum of marketable Treasury

Notes and Bonds held by the public from the monthly statement of public debt of the

US, released by the Treasury Bulletin. Both of the two series are monthly data from

January 2003 to March 2019. I find that both the correlations in level and growth

rate are higher during the QE period relative to the periods before and after QE. This

positive and higher correlation during the QE period may suggest that the estimated

impact of LSAP on lowering longer-term interest rates is biased without considering the

Treasury debt supply policy.

In the modeling part, I build a DSGE model that focuses on estimating the

offsetting impact of an expansionary long-term debt issuance on the effectiveness of

LSAP. The model introduces limit to households’ arbitrage ability and bond market

segmentation. I assume that households have heterogeneous preferences for different

maturities of bonds. There is a fraction of households with specific preference that only

invest in long-term bonds. For those who can invest in both short-term and long-term

bonds, they pay certain transaction cost for purchasing long-term bonds, leading short-

term and long-term bonds to be imperfect substitutes. These assumptions provide a

channel for LSAP to be effective in influencing real activity.
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When modeling the debt issuance policy, I establish a Taylor-rule type of

debt supply policy. I first assume that the Treasury department would adjust long-

term bonds issuance in response to output growth. Thus the offsetting impact of debt

issuance on the effectiveness of LSAP can be evaluated by estimating different degrees

of fiscal responsiveness to output. Furthermore, I develop fiscal policies for government

expenditure and transfers respectively, and then assume that the issuance of long-term

bonds adjust in response to these two fiscal instruments, which better characterizes the

government financing need in each period.

In my model, I build in both central bank’s QE policy and Treasury depart-

ment’s bond supply policy. Therefore, the long-term bond supply, which actively ad-

justs to the dynamic of government budget deficit, provides a channel for understanding

and quantitatively evaluating Treasury’s offsetting impact on LSAPs over financial and

macroeconomic variables.

My project can further contribute to two implications for the interaction be-

tween the central bank and Treasury department. Similar to the “Operation Twist”

program in 1961, the Federal Reserve and the Treasury department can cooperate with

each other. When the short-term interest rate is fixed at some level, in order to lower

longer-term interest rate for stimulating the economy, the Federal Reserve could choose

to purchase longer-term Treasury bonds from the private sector. A cooperative Treasury

department, at the same time, could actively adjust the issuance of short-term bonds

while keeping long-term bonds outstanding stable. It can be found in my model that

the QE policy is more effective under cooperation. Another implication is that even
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without cooperation, by observing the issuance behavior by the Treasury department,

the Federal Reserve can decide the optimal level of asset purchases, given some target

amount in lowering longer-term interest rate, or increasing in output.

3.1 Literature Review

There exists a large literature investigating the impact of QE, especially after

the 2008 financial crisis and when the U.S. Federal Funds rate reached around zero. Kut-

tner (2018) provides an overview of those works studying the unconventional monetary

policy, including the QE policy, where central bank purchases longer-term securities by

increasing reserves or selling short-term securities held.

Event studies find that the LSAPs are effective in lowering 10-year Treasury

yield. Gagnon et al.(2011) estimate the response of several financial variables to eight

announcements within a one-day window, and they find a 91 basis points (bps) decline

in ten-year Treasury yield due to QE1. Swanson (2011) studies yields response to the

Operation Twist in 1961, and presents a 15bps drop in the 10-year Treasury yield.

Swanson (2017) revisits the effect of QE2 by using a high-frequency event study, and

concludes that both forward guidance and LSAPs are statistically significant in affecting

ten-year yield. Greenlaw et al. (2018) use a different method to select events, which

are called “Reuters Fed News” days, and conclude a smaller effects of QE1 on yields.

In addition to investigating the overall impact of QE on Treasury yields, Krish-

namurthy and Vissing-Jorgensen (2011) and Bauer and Rudebusch (2013) find evidence
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that QE also works through the signaling channel, which conveys information on policy

expectations. Bauer and Rudebusch (2013) decompose Treasury yields into term pre-

mium and the risk-neutral rate, which is the average of short-term interest rates over

the maturity of bond. So that reducing in the risk-neutral rate component of long-term

rates can be interpreted as a signaling channel impact of LSAPs. Their results suggest

that about half of the decrease in ten-year yield is due to changing policy expectations

via this signaling channel in QE1.

All these event studies restrict their event window to be one- or two-day (Swan-

son (2017) look at an even tighter window of 30 minutes), in the purpose of excluding

other events that might have significant impact on yields, i.e., they are able to control

for supply behavior conducted by the Treasury. My work is different from them in that

my model can be used to investigate the offsetting impact of the Treasury’s active bond

supply on LSAPs, and estimate changes in aggregate output and other macroeconomic

variables due to LSAPs.

There are also a large theoretical literature on modeling the impact of LSAPs.

A majority of them study the impact of LSAPs via portfolio balance channel, with some

others focus on the signaling channel effect, such as Bhattarai et al.(2019).

Some literature studies the portfolio balance effect of QE using the preferred

habitat model of Vayanos and Vila (2009). Hamilton and Wu (2012) imply an affine

term structure model with preferred habitat investors to estimate the impact of maturity

structure of Treasury debt on the term structure of interest rates. Their results show

that ten-year rate drops by 13 bps due to a $400 maturity swap at the zero lower bound.
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Ray (2019) incorporates a preferred habitat term structure with a New Keynesian three-

equation model to estimate the impact of QE. They assume that the “effective” nominal

rate depends on the entire yield curve, so that it creates a channel for the LSAPs,

which is considered to be an exogenous shock to the bond demand of preferred habitat

investors, to have impact on output and inflation.

Chen et al.(2012) embed a preferred habitat household setup to a median-

scale sticky price and wage DSGE model. In their model, a fraction of households

(restricted), with preferred habitat, only invest in bonds with longer term maturities,

and the rest of households (unrestricted) are indifferent between long-term and short-

term bonds. In addition, they introduce asset imperfect substitution by assuming that

there exists transaction costs of purchasing long-term bonds for unrestricted households.

My modeling setup follows Chenet al.(2012) in heterogeneous households sector and

sticky price and wage setup. I differs from them in modeling the QE and long-term bond

supply policy separately, which provides a unique channel for Treasury debt management

to impact the efficacy of LSAPs.

Another important set of chapters by Gertler and Kiyotaki (2011), Gertler

and Karadi (2010) and Carlstrom et al.(2017) study the balance sheet of banks with

incentive constraints. The market segmentation setup in their model is introduced by

assuming households can access to long-term bonds indirectly through holding banks’

deposit. Because of this financial intermediary’s setup and the assumption of incentive

constraint, their model can be used to study the impact of LSAP both in alleviating

credit spread in private sector and in lowering longer-term interest rate. Sims and
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Wu (2019a), incorporating this financial intermediary setup, develop a DSGE model

to embed all unconventional policy tools: QE, forward guidance and negative interest

policy together. They compare implementations of these unconventional policy tools

with the conventional monetary policy, and find that QE is relatively effective, but with

costs associated with quantitative tightening (QT).

This class of model finds larger effect of QE1 when there was considerable

credit market dysfunction, but smaller effect of QE2 and QE3. In contrast to these

literature, this project focuses on change in maturity structure of Treasury securities,

which occurred in QE2 and QE3. Therefore, I choose to follow the preferred-habitat

model structure in this project.

My research also relates to debt management literature. Greenwood et al.(2014)

document that 35 percent of duration supply impact of QE is canceled by the Treasury

maturity extension policy by looking at the change in ten-year duration equivalents.

Inspired from this evidence, they solve for the optimal debt maturity for a trade-off

model between minimizing issuance cost and managing fiscal risk. They argue that it is

optimal for the Treasury to issue more short-term debt instead of tilting to long-term

debt.

Belton et al.(2018) develop a model that solves for the optimal maturity of

debt, which responds to the dynamic condition of budget deficits and interest rates.

They conclude that if deficit rises, debt managers will increase the issuance of intermediate-

term bonds by reducing short-term bonds. In contract to these chapters, I use a reduced-

form of long-term debt supply policy, which is assumed to be actively managed by the
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Treasury to meet government’s primary financing needs, together with a central bank’s

QE policy to examine the interaction between these two policies on the supply of long-

term bonds, and its impact on long-term rate and other macroeconomic variables in

interest.

In the literature of fiscal policy, Leeper et al. (2010)[64] estimates response

policies of four fiscal instruments to the US data, which are labor and consumption

taxes, government expenditure and transfers. They find that having all four instruments

adjust to stabilize both output and debt fits the US time series best, but only weakly

preferred to having only transfers adjust. Thus, when constructing the fiscal policy in

my model, I only include transfers and government expenditure as fiscal instruments for

the government, and set their feedback rule to be responsive to output and debt level.

Kliem and Kriwoluzky[57] assume in their paper that fiscal policies are Taylor-

rule type of feedback rules. They estimate fiscal policies for labor and capital tax, and

find that, instead of responding to output, these two taxes are better described to

respond to hours worked and investment, respectively. Following their idea of forming

the fiscal policy, the long-term bond supply policy in my model is assumed to be also

a Taylor-rule type of feedback rule, which responds to output growth at first, and later

adjusted to respond to government financing need, which is described as the sum of

government expenditure and transfers.

The structure of this chapter is: Section 3 presents the empirical exercise,

Section 4 and 5 describe the model and results. Section 6 and 7 conclude and discuss

future works.
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3.2 Stylized Facts, Motives

3.2.1 Relation Between Longer-term Bonds Outstanding and Fed Hold-

ing

Fact shows that the Federal Reserve, before the recession, held between $700

billion and $800 billion of Treasury notes on its balance sheet. During the first round

of QE, it accumulated its holding of bank debt, mortgage-back securities (MBS), and

Treasury notes to reach $2.1 trillion in June 2010. In QE2, an announcement of pur-

chasing $600 billion of longer-term Treasury securities by the end of the second quarter

of 2011 was released by FOMC. The last round of QE contained a $40 billion per month,

open-ended bond purchasing program of agency MBS. This amount was raised to $85

billion per month, and later adjusted back to $65 billion per month. By 29 October

2014, the Fed accumulated $4.5 trillion assets purchased on its balance sheet.

Figure 3.1 shows the Federal Reserve Banks holding of the US Treasury notes

and bonds from January 2003 to March 2019. The first three shaded areas denotes the

three rounds of QE, and the last shaded area is the period when the Fed decreases their

balance sheet size by rolling over the amount of principle payment matured that exceeds

some level each month.

Meanwhile, the Treasury department increased its supply of Treasury notes

and bonds sharply during the QE period. The total outstanding Treasury notes and

bonds have increased from $ 780.9 billion in January 2007 to $2830.1 billion in September

2016. Figure 3.2 presents the evolution of Treasury notes and bonds outstanding for
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Figure 3.1: Long-term Treasury Securities Held by Federal Reserve Banks

Note: (i)The shaded areas denotes for the three rounds of Quantitative Easing and the

Balance Sheet reduction period. (ii) The blue line denotes the sum of Treasury notes

and bonds held by the Fed.
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the same sample period.

Figure 3.2: Treasury Bills, Notes and Bonds Outstanding

Note: The shaded areas denotes for the three rounds of Quantitative Easing and the

Balance Sheet reduction period.

To examine the relation between the Fed’s hold of Treasury long-term (LT)

securities 2 and the total outstanding LT securities, I analyzed two series: the first one is

the Fed holding of LT Treasury securities as of last Wednesday of each month, extracted

from the Federal Reserve weekly balance sheet released by Federal Reserve Statistical

Release, the another is the outstanding marketable Treasury notes and bonds held by

the public from monthly statement of public debt of the US, released by the Treasury

2I define long-term securities as those with maturities longer than 2 years, so they include Treasury
notes and bonds.
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Bulletin. Both of the two series are monthly data from January 2003 to March 2019.

Table 3.1 and Table 3.2 show the descriptive statistics of these two series in

level and growth rate respectively for different sample periods: (i) all sample period; (ii)

before QE (200301 – 200810); (iii) within QE (200811 – 201412); (iv) after QE (201501

– 201708) and (v) B/S reduction (201709 – 201903).The level correlation before QE is

0.7269, which raises to 0.9687 within the QE period, and drops to -0.9119 and -0.9939

after QE and during the B/S reduction period. The path in growth rate correlation is

not as obvious as comparing to level correlation. The growth rate correlation before

and within QE period are very close (0.2288 and 0.2281 respectively). After the QE,

there is no apparent correlation between the growth rates of Fed’s holding of LT debts

and LT notes and bonds outstanding. The reason why growth rate correlation before

QE is as of similar size to which between QE is because both the standard deviations

of these two series are smaller than in the period within QE.

Table 3.1: Descriptive Statistics in Level

Sample Period
Longer-term Securities Fed Holding

Correlation
mean std mean std

All Sample(200301-201903) 6,499.03 3,342.21 1,281.80 823.97 0.9793

Before QE(200301-200810) 2,791.92 281.76 436.73 27.01 0.7269

Within QE(200811-201412) 7,175.89 2,004.43 1,382.28 620.35 0.9687

After QE(201501-201708) 10,288.97 284.00 2,343.24 3.37 -0.9119

BS Reduction(201709-201903) 11,137.59 282.59 2,216.13 102.99 -0.9939
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Table 3.2: Descriptive Statistics in Growth Rate

Sample Period
Longer-term Securities Fed Holding

Correlation
mean std mean std

All Sample(200301-201903) 0.8636% 0.0105 0.8536% 0.0253 0.3882

Before QE(200301-200810) 0.0059% 0.0073 0.0781% 0.0108 0.2281

Within QE(200811-201412) 1.4851% 0.0131 2.3551% 0.0346 0.2228

After QE(201501-201708) 0.2807% 0.0015 -0.0122% 0.0005 0.1581

B/S Reduction(201709-201903) 0.4225% 0.0016 -0.7191% 0.0059 -0.2949

Figure A.1 presents the scatter plots for the growth rats of Fed’s holding and

LT debts outstanding exhibiting positive correlations both before and within QE period.

The slope coefficients are 0.588 and 0.337 respectively, and both are statistically signifi-

cant at 90% confidence level (as shown in Table A.8). The slope coefficient of 0.588 can

be interpreted as when the Treasury Department increases growth rate of outstanding

LT debt by 1 percentage point, the Federal Reserve will increase the growth rate of

Fed’s holding of LT debt by 0.588 percentage points within the period of QE, which is

larger than 0.337 percentage points before QE.

The coefficient of growth rate of LT debt after QE is 0.053, and is not sta-

tistically significant, which implies that after QE, there is no significant positive co-

movement between changes in Fed’s holding and LT debt outstanding. For the period

of B/S reduction, the slope turns to negative (-1.114), and is not statistically significant.
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Because in this time period, the Fed’s holding is decreasing over time, while the total

LT debt outstanding keeps increasing.

Given these evidences, I conclude that Fed’s purchasing of Treasury long-term

securities is positively correlated with the issuance of long-term debts, so that the net

reduction in LT Treasury bonds supplied to the private sector is smaller in the case

when we assume LT Treasury bonds supply is fixed. Thus, when studying the effect

of Fed’s LASP program, without considering the Treasury debt issuance policy would

cause the estimated impact of LSAP on long-term interest rate to be biased upward.

3.3 Model

There are two types of households, unrestricted and restricted households,

in the economy. Both types of households supply differentiated labor inputs and are

owners of firms and receive dividends from firms. Competitive labor agencies combine

the differentiated labor supply into a homogeneous composite of labor. Monopolistic

competitive firms hire the labor composite to produce intermediate goods. Competitive

final goods firms produce homogeneous goods by purchasing the intermediate goods as

inputs. The central bank sets monetary policy, the government sets fiscal policy, and

the Treasury department sets bonds supply policy.

95



3.3.1 Households

3.3.1.1 Individual Household Sector

A fraction ω of unrestricted households invest in both short-term and long-

term government bonds. The remaining fraction 1 − ω of restricted households, who

have specific preference in longer maturity, only invest in long-term government bonds.

This assumption captures the bond market segmentation in the model, and I will show

in section 3.3.6 why it helps to ensure that the LSAP can impact real economic activities

in the model.

Moreover, the restricted households are assumed to be more experienced in

investing long-term bonds, so their transaction costs for purchasing long-term bonds

are minimal. However, unrestricted households, who invest in both short-term and

long-term bonds for the purpose of diversification, pay a transaction cost ξt for each

unit purchase of long-term bonds. Thus, by this transaction cost setup, unrestricted

households generally pay higher costs for purchasing long-term bonds than restricted

households. Moreover, the short-term and long-term bonds are imperfect substitutes

for unrestricted households. If there exists a difference between long-term and short-

term bond yields, they can arbitrage away this difference, up to some transaction costs.

However, on the other hand, restricted households do not have the opportunity for

arbitrage.

The life-time utility function for household j is

Et

∞∑
t=0

βtj

{
(Cjt )

1−σ − 1

1− σ
− ϕL

j
t (i)

1+η

1 + η

}
(3.1)
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where the superscript j = ur, r denotes for the unrestricted and restricted,

βj ∈ (0, 1) is the discount factor, σ > 0 is the coefficient of relative risk aversion.

There are two types of bonds issued by Treasury department, which are both

assumed to be non-defaultable. Short-term bonds BS
t are one-period sovereign bonds

purchased at time t and promise to pay a nominal return of Rt at time t + 1. Long-

term bonds BL
t are perpetuity contracts that cost PLt at time t, and promise to pay an

exponentially decaying coupon κs at time t + s + 1, for κ ∈ (0, 1). By this setup, PLt

can be written as PLt = 1
RLt −κ

, where RLt is the gross yield to maturity at time t on the

long-term bond.

The budget constraints are different for different types of households. For

unrestricted households, they can invest in both short-term and long-term government

bonds, their budget constraint is:

Curt +Bs,ur
t +(1+ξt)PL,tB

L,ur
t ≤ Rt−1Bs,ur

t−1 +
∞∑
s=1

κs−1BL,ur
t−s +W ur

t (i)Lurt (i)+Pt+Pcpt +Pfit

(3.2)

For restricted households, they only invest in long-term bonds but with no transaction

cost, their budget constraint is:

Crt + PL,tB
L,r
t ≤

∞∑
s=1

κs−1BL,r
t−s +W r

t (i)Lrt (i) + Pt + Pcpt + Pfit (3.3)

Wt is the wage set by a household i who supply labor, P, Pcpt ,are the dividends dis-

tributed by intermediate goods producers and capital goods producers respectively. The

transaction costs are paid by the unrestricted households to some financial institute,
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which is also owned by households, thus its profit Pfit is distributed back to both the

unrestricted and restricted households.

3.3.1.2 Labor Agencies

Households supply differentiated labor inputs that are purchased by labor

agencies that aggregate labor into a labor index Lt given by

Lt =

[ ∫ 1

0
Lt(i)

θn−1
θn di

] θn
θn−1

(3.4)

where θn
θn−1 is the wage markup. This labor index is used by intermediate

producing firms in production.

The optimization problem for labor agencies yields the demand for labor i as

Lt(i) =

[
Wt(i)

Wt

]−θn
Lt (3.5)

where

Wt =

[ ∫ 1

0
Wt(i)

1−θndi

] 1
1−θn

In each period, a fraction of 1 − ωw of households are randomly selected and

allowed to adjust their wages. The remaining fraction ωw of households set their wage

equal to the optimal wage set in the previous period with a growth rate of steady-state

inflation rate,

W j
t+s(i) = (π)sW̃ j

t (i) (3.6)
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If a household of type i is allowed to adjust wage at time t, she chooses W̃ j
t (i)

to maximize

Et

∞∑
s=0

(βjωw)s
{
λjt+s(π)sW̃ j

t (i)Ljt+s(i)− ϕ
(Ljt+s(i))

1+η

1 + η

}
subject to (7) and (8), where j = ur, r. λt+s is the marginal utility of con-

sumption at time t+ s. The first-order condition for this problem gives us the optimal

wage

(W̃ j
t (i))θnη+1 =

θn
θn − 1

Et
∑∞

s=0(βjωw)sϕπ−sθn(1+η)(Wt+s)
θn(1+η)L1+η

t+s

Et
∑∞

s=0(βjωw)sλjt+sπ
s(1−θn)(Wt+S)θnLt+s

.

and the aggregate wage

W 1−θn
t = (1− ωw)

[
(ωW̃ ur

t )1−θn + ((1− ω)W̃ r
t )1−θn

]
+ ωw(πWt−1)

1−θn .

3.3.2 Firms

3.3.2.1 Capital Goods Producers

Competitive capital producers make investment decisions, and rent capital to

intermediate goods producers. They discount future profits at the weighted average

of shareholder’s marginal utility, by assuming that dividends are equally distributed

among all households.

γt+s = ωβurλurt+s + (1− ω)βrλrt+s.
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where γ is the capital producers discount, λj(j = (ur, r)) is the marginal utility

for households. Capital producers maximize the expected discounted sum of dividends

to their shareholds

Et

∞∑
s=0

γt+s
{
Rkt+sKt+s−1 − It+s

}
.

subject to law of motion of capital follows:

Kt = (1− δ)Kt−1 +

[
1− S(

It
It−1

)

]
It. (3.7)

where δ is the depreciation rate of capital. It is investment in each period, S(·)

is the investment adjustment cost with S′(·) ≥ 0 and S′′ > 0.

3.3.2.2 Final Goods Producers

Perfectly competitive final goods firms combine differentiated intermediate

goods Yt(f) into a homogeneous good Yt given by

Yt =

[ ∫ 1

0
Yt(f)

θf−1

θf df

] θf
θf−1

(3.8)

where
θf
θf−1 is the price markup.

The demand for intermediate goods can be derived from solving the optimization prob-

lem of final goods producing firms.

Yt(f) =

[
Pt(f)

Pt

]−θf
Yt (3.9)
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where

Pt =

[ ∫ 1

0
Pt(f)1−θfdf

] 1
1−θf

.

3.3.2.3 Intermediate Goods Producers

Monopolistic competitive firms hire labor to produce intermediate goods. The

production function is

Yt = ZtK
α
t L

1−α
t . (3.10)

where Zt is aggregate productivity which follows a Markov process.

For the sticky price setup, in each period t, (1 − ωf ) fraction of firms can

adjust prices. ωf fraction of firms cannot adjust their prices, and set prices equal to

Pt+s(f) = P̃t(f)πs. For those who can choose price, they pick P̃t+s(f) that maximize

Et

∞∑
s=0

ωsfγ
t+s[P̃t+s(f)Yt+s(f)− µt+sYt+s(f)].

where µt is the firm’s real marginal cost.

The first-order condition for this problem gives us the optimal price

P̃t(f) =
θf

θf − 1

Et
∑∞

s=0(ωf )s4t+sµt+sπ
−sθfP

θf
t+sYt+s

Et
∑∞

s=0(ωf )s4t+sπs(1−θf )P
θf
t+sYt+s

.

and the average price: P
1−θf
t = (1− ωf )(P̃t)

1−θf + ωf (πPt−1)
1−θf .

3.3.3 (Un)conventional Monetary Policy

The central bank sets a conventional monetary policy that follows Taylor rule,

and also takes into account of the deviation of inflation rate from steady state value and

101



the growth rate of output.

Rt
R

=

(
Rt−1
R

)ρm[(πt
π

)φπ( Yt
Yt−4

)φy]1−ρm
. (3.11)

where πt ≡ Pt/Pt−1 is the inflation rate, ρm ∈ (0, 1), φπ > 1, φy ≥ 0.

In addition to conventional monetary policy, the central bank also conducts

QE policy, which is purchasing long-term bonds by exchanging short-term bonds they

held or raising the interest-bearing reserves on their liabilities. I assume that return on

short-term bonds and interest on reserves are the same, thus making short-term bonds

and reserves to be perfect substitutes, and the central bank’s balance sheet always holds.

Following Sims and Wu (2019a), the central bank’s QE policy can be described either

exogenously, or endogenously. Here I will first consider an exogenous QE policy.3 The

QE policy is assumed to follow an exogenous AR(1) process:

BL,CB
t

Pt
=

(
BL,CB
t−1
Pt−1

)ρqe
eεqe,t (3.12)

The central bank conducts QE policy both in normal time and in the case of ZLB. The

LSAP is considered here to be a positive shock to this QE policy. It can be interpreted

as central bank increases demand for the quantity of long-term bonds, which increases

price and decreases long-term interest rate.

3.3.4 Long-term Bond Supply Policy

Figure3.3 shows the trend components of the growth rate of Treasury notes

and bonds and the growth rate of real GDP. During the QE period, there exhibits some

3In future work, I will also develop an endogenous QE policy.
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negative correlations between these two series. The correlation between the two growth

rates series is -0.09973 over the whole sample period (200301–201903), -0.1874 within the

QE period, and are very close to zero before and after QE period. This result confirms

that when the economy is in a bad state, Treasury department issues more long-term

notes and bonds, which pushes up longer-term interest rates, and deteriorates the impact

of LSAP.

Figure 3.3: Trend Components of Growth Rate of Treasury Notes and Bonds and

Growth Rate of Real GDP

Note: Monthly Real GDP is obtained from IHS Markit, and the growth rate is calculate by taking the

first-order log-difference.

To formalize the long-term bond supply policy, the first case I consider follows

from the objectives of Treasury debt management, which includes managing aggregate
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demand and promoting financial stability. When making issuance decision, the Treasury

department is supposed to monitor the economic conditions. I also assume that the

Treasury department only manage the supply of long-term bonds actively, and let the

short-term bonds to balance the remaining government financing need. They would

issue more long-term bonds to meet higher government financing need, which is used

to stimulate the aggregate demand when the economy is in a bad state. Thus, the

long-term bond supply policy is assumed to be responsive negatively to output growth.

In addition, for the purpose of issuing debt in a regular and predictable pattern, the

supply of long-term bonds also depends on its previous issuance level.

PLt B
L
t

Pt
=

(
PLt−1B

L
t−1

Pt−1

)ρB[( Yt
Yt−4

)φB,y]1−ρB
. (3.13)

where φB,y < 0 captures the response of long-term bonds issuance to the output growth.

The total amount of short-term and long-term bonds issued should meet all the gov-

ernment financing need, including the repayment of principle for debt matured, coupon

payments for the outstanding debts, and additional financing need decided by the gov-

ernment. The government budget constraint is

BS
t + PLt B

L
t = Rt−1B

S
t−1 + (1 + κPLt )BL

t−1 +Gt (3.14)

The left-hand side of (15) is the amount received by the government from issuing new

short-term and long-term bonds at time t. The right-hand side includes the amount

needed to repay for the outstanding debts, plus Gt the government expenditure, which

is assumed to be given exogenously.
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3.3.5 Equilibrium and Bond Market Clearing

In equilibrium, households maximize their discounted expected life time utility

subject to their budget constraints, firms maximize their profits. The aggregate resource

constraint is:

Yt = ωCWt + (1− ω)CIt +Gt + It. (3.15)

Bond market participants include unrestricted, restricted households and the central

banks from the demand side, the Treasury department from the supply side. Market

clearing conditions are:

Bt = BS
t +BL

t (3.16)

BS
t = BS,ur

t +BS,CB
t (3.17)

BL
t = BL,ur

t +BL,r
t +BL,CB

t (3.18)

The three Euler equations in the model demonstrate intuition of bond market

segmentation and present channels through which LSAP can impact real economy.

Euler equation: Unrestricted, short

λurt = βurRtEt

[
1

πt+1
λurt+1

]
(3.19)

Euler equation: Unrestricted, long (given PLt = 1
rLt −κ

)

1 + ξt

RLt − κ
λurt = βurEt

[
RLt+1

RLt+1 − κ
1

πt+1
λurt+1

]
(3.20)

Euler equation: Restricted, long

1

RLt − κ
λrt = βrEt

[
RLt+1

RLt+1 − κ
1

πt+1
λrt+1

]
(3.21)
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From (3.20) and (3.21), the long-term interest rate RLt+1 can affect the consumption-

saving decision for both unrestricted and restricted households, but the transaction

cost ξt only affects unrestricted households’ intertemporal consumption decision. The

central bank purchases long-term securities reduces transaction costs, which induces

drop in long-term yields for unrestricted households. For restricted households, since

they are not subject to transaction costs, fall in long-term yields causes a change in their

stochastic discount factor, thus impact the restricted households consumption path,

and indirectly influences the investment decisions of capital producers. Eventually,

consumption for both groups of households, investment and output respond as well in

general equilibrium.

3.3.6 Imperfect Asset Substitution and Limits to Arbitrage

In order for the LSAP to lower the long-term interest rates and further affect

the aggregate activities, it is important to incorporate imperfect asset substitution and

market segmentation into the DSGE model. In this subsection, I will show how LSAP

lowers the long-term interest rate by changing the transaction costs, why it is not

sufficient for LSAP to influence the aggregate activities by only including transaction

costs capturing imperfect asset substitutes, and why it is crucial for us to further assume

market segmentation (i.e. limits to arbitrage) in the model.
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3.3.6.1 Transaction Costs

In Andres et al.(2004), the imperfect substitutability is modeled to include

two frictions. First, households pay an additional time-varying stochastic transaction

costs for purchasing long-term bonds. This exogenous transaction costs correspond

to Tobin’s “exogenous interest differentials”. Nevertheless, Tobin(1969) argues that

this exogenous spread only captures one part of the wedges between asset prices, the

remaining part of the wedge is captured by the relative quantities of assets. Andres et

al.(2004), then secondly, introduce a portfolio adjustment cost into households’ utility

function. Because long-term bonds are riskier than short-term bonds, due to a loss of

liquidity, households require additional reserve to compensate for this loss of liquidity

when purchasing long-term bonds. The reserve requirement is captured by a portfolio

adjustment cost in their model.

Following Chen et.al.(2012), I combine the exogenous and endogenous compo-

nent of asset wedge into one transaction cost, which is defined to be a function of the

market value of long-term bonds relative to short-term bonds available to households

sector, and plus an error

ξt ≡ f
(
PLt B

L,HH
t

BS
t

, εξt

)
(3.22)

where BL,HH
t = BL,ur

t +BL,r
t , and the function f(·) > 0 and its first derivative f ′(·) > 0

in steady state. Under these two assumptions, the interest rate differential, which is

represented by this transaction cost, is always positive at steady state, and a reduction

in long-term bonds available to households lowers long-term interest rate from a decrease
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in transaction cost. In order to show this mechanism, one can linearize equation(23) and

(24) around a zero inflation steady state, and combining Rt = 1+it and
RLt
πt+1

PLt+1

PLt
= 1+rLt

to obtain

it − ρ+ Et(λ̂
ur
t+1 − λ̂urt − πt+1) = Etr

L
t − ξ̂t − ρ+ Et(λ̂

ur
t+1 − λ̂urt ) (3.23)

where ρ is the steady state real return, and ξ̂t ≡ ξt − ξ, where ξ is the steady-state of

ξt. Rearranging terms in equation(27), one can show that

Etr
L
t = it − Etπt+1 + ξ̂t

Thus, the difference between the expected one-period real returns on long-term

and short-term bonds is exactly equal to the transaction cost. Moreover, suppose in the

case when the supply of long-term bonds is fixed, because of this one to one change of

transaction costs on yield of long-term bonds, the LSAP, which reduces transaction costs

by lowering the long-term bonds relative to short-term bonds available to households,

will cause rLt to decrease by the same amount, but will not affect unrestricted house-

holds’ inter-temporal consumption decision (i.e. λ̂urt+1 − λ̂urt ). However, if the supply of

long-term bonds also increases at the same time, change in transaction costs would be

arbitrary.

3.3.6.2 Limits to Arbitrage

The restricted households are assumed to only invest in long-term bonds, which

captures the market segmentation in the model. In reality, there exists a fraction of

population who only enters the bond market with their preference on specific bond
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maturities. In particular, people purchases long-term bonds in the purpose of using

predetermined coupon payments to meet their financing need over some future time

period, and setting the length of obligation to match with bonds’ maturities. Because

their investment strategy focuses more on bonds with specific maturities, they are more

experienced in analyzing and trading for these financial assets, thus they might purchase

these assets at relatively lower prices than those who invest in bonds with different

maturities for the purpose of diversification. In other word, the transaction costs for

preferred preference investors are likely to be smaller.

The assumption that restricted households only purchase long-term bonds can

also be relaxed. Thus restricted households can purchase both short-term and long-

term bonds, but due to their specific preference, they will always want to purchase

some amount of long-term bonds every period, and use remaining wealth after consump-

tion and purchase of long-term bonds to construct their bond investment portfolio, i.e.

purchasing short-term bonds and additional long-term bonds for the purpose of diver-

sification. In this case, the restricted households now obtain limited arbitrage ability.

However, this limited arbitrage ability is similar to that of the unrestricted households.

Thus, for simplicity and tractability, I assume that restricted households only purchase

long-term bonds in this model.

The parameter ω (fraction for unrestricted households) in the model captures

this market segmentation, which could be a larger number close to 1, because most of

the bond market participants’ portfolios are well or at least partially diversified. This

market segmentation assumption can also ensure that the LSAP effect the aggregate
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activities in the model. As shown above in section 3.3.6.1, decrease in transaction

costs will decrease the yield on long-term bonds, but will not change the inter-temporal

consumption decisions for unrestricted households. However, the reduction in rLt has

a real effect on restricted households’ inter-temporal consumption decisions. Rewrite

equation(3.21) yields:

λrt = βrEt(1 + rLt )λrt+1.

Thus a decrease in rLt causes restricted households to increase their consumption to-

day, which further changes decisions of capital goods producers and intermediate goods

producers and in consequence, increases current output.

3.4 Parameter Values and IRF

3.4.1 Parameter Values

I solve the model by taking a first-order log-linear approximation around steady

states. At this stage, in order to show a preliminary simulation exercise below, I choose

most of the parameter values from Chen et al.(2012). However, in the future work, I

will estimate these parameters on the US data for calibration.

I choose productivity to be 1 at steady state (z = 1), and the steady-state

inflation rate is normalized to be at 2%. The consumption fraction of unrestricted to

restricted ( c
ur

cr ) is set to be 0.918, which I follow the prior mean of this fraction in Chen

et al.(2012) results. The share of capital in production α is 0.33, and the depreciation

rate δ is set to be 2.5%. I set ω (fraction of unrestricted households), which identifies the
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degree of bond market segmentation, to be 0.7, which implies that about 70% households

are unrestricted households. At steady state, the market value of long-term bonds is

about 25% of annual GDP. The ratio of central bank long-term bond holding to total

market value of long-term bonds is calibrated to be 18%, which is equivalent to 4.5% of

annual GDP at steady state. For the long-term bonds supply policy in Equation (3.13),

I follow Chen et al.(2012)[23] to calibrate ρb = 0.8, and choose two values for parameter

φB,y = 0,−1. φB,y = 0 implies that the bond issuance policy does not response to

output, i.e. without automatic stabilizers. φB,y = −1 indicates that when GDP growth

rate decreases by 1 percentage point, supply of long-term bonds increases by 0.2 percent.

Table A.7 presents the other parameter values used in model simulation below.

3.4.2 Model Simulations

3.4.2.1 Pure QE effect

Figure 3.4 compares the impulse responses for different values of φB,y subject

to a positive one standard deviation shock to QE policy (εqe,t). In my baseline model

(φB,y = 0) (shown in black line), after central bank conducts QE policy through pur-

chasing long-term bonds , transaction cost falls, and the expected returns on long-term

bonds drops. The drop in long-term interest rate leads to a drop in risk premium 4.

Short-term interest rate and inflation increases due to decrease in long-term interest rate

and risk premium, and also increases output. For the case when φB,y = −1 (shown in

4The risk premium is calculated from the difference between R̂Lt and ˆRL,EHt up to a first order
approximation, where RL,EHt denotes the yield on long-term bonds to the unrestricted households
without transaction costs.
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Figure 3.4: IRF for a positive QE shock
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red dashed line), the long-term bond issuance policy now responses to output growth. A

positive QE policy shock again lowers the long-term interest rate. However, in the case

when the economy starts at steady state, output increases due to a positive QE policy

shock, which will further decrease the supply of long-term bonds and lower long-term

interest rate as shown in the figure.

3.4.2.2 QE effect Following a Negative Productivity Shock

In order to better investigate the offsetting impact of long-term bonds supply

on the effect of LASP, I further simulate the model to be hit by a negative productivity

shock at the the initial period, and then impose a positive QE shock from period 5.

Figure 3.5 shows the results. The blue line, as the benchmark, shows the impulse

response to a negative productivity shock, without any QE policy shock and φB,y always

equals to 0. The black line shows the impulse response to incorporate a positive QE

shock at period 5 with φB,y = 0, and the red dashed line shows the impulse response to

incorporate a positive QE shock at period 5 with φB,y = 0 for the first 4 periods, and

φB,y = −1 for the remaining 25 periods.

This figure shows clearly, that when the Treasury department actively man-

ages their supply of long-term bonds to be negatively responsive to output growth, the

reduction in long-term interest rate, and risk premium are smaller than in the case when

long-term bonds supply doesn’t respond to output growth. The output in red dashed

line reaches back to zero more slowly than the output in black line, which implies that

the QE policy in reducing long-term interest rates and stimulating aggregate output is

113



deteriorated by the expansionary long-term bonds supply policy.

Figure 3.5: IRF of One Standard Deviation of Negative Shock to z at period 1, and

Positive QE Shock from period 5

3.5 Extended Long-term Bond Supply Policy

I also consider the case when the supply of long-term bonds responds directly

to additional government financing need, which is described to be the sum of government
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expenditure and transfers 5. The long-term bonds supply policy becomes:

PLt B
L
t

Pt
=

(
PLt−1B

L
t−1

Pt−1

)ρB[(Gt
G

)φB,g(TRt
TR

)φB,TR]1−ρB
. (3.24)

where φB,g > 0 and φB,TR > 0 capture the response of long-term bonds issuance to the

government expenditure and transfers respectively. The government budget becomes:

BS
t + PLt B

L
t = Rt−1B

S
t−1 + (1 + κPLt )BL

t−1 +Gt + TRt (3.25)

Following Leeper et al.(2010)[64], the government conducts fiscal policy following rules

which include ”automatic stabilizer” component to movements in fiscal instruments,

which are also permitted to respond to the state of government debt. The two log-

linearized fiscal rules are described as:

ĝt = Ψgŷt + νg ˆbt−1 (3.26)

ˆtrt = ΨTRŷt + νTR ˆbt−1 (3.27)

where Ψg < 0, ΨTR < 0 are response coefficients of automatic stabilizer.

Finally, the amount of short-term bonds issued is set to ensure that the gov-

ernment budget constraint always holds.

3.5.1 Calibration and Model Simulation

I estimate parameters in the two fiscal policies by running regressions for Equa-

tion 3.26 and 3.27 during the QE period. At this stage, for simplicity, I first set νg and

5Transfers can also interpreted as the net of government transfers minus lump-sum taxes. It is
positive when government distributes net transfers to households, and negative when the lump-sum
taxes received by the government exceeds the distribution of transfers.
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H

Figure 3.6: IRF for a positive QE shock-Extended

νTR to be zero, so that growth of government spending and transfers depend only on

output growth. The estimated Ψg and ΨTR are -0.03 and -0.13 respectively, which

implies that government spending and transfers are conducted as automatic stabilizers

(the responses are negative). The coefficients φB,g and φB,TR are estimated to be 0.1

and 1, where in the regression of Equation 3.24 the coefficients of government spending

and transfers are 0.02 and 0.2 respectively.

Figure 3.6 show the impulse responses to a positive stock to QE policy. The
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black lines show the case without government spending and transfers in long-term bond

supply policy. The red dashed lines show the responses in a model where government

use its spending and transfers to respond as automatic stabilizers and set long-term

supply policy respond actively to government financing need. Given a positive QE

shock, which causes an decrease in long-term interest rate and rise in output growth,

government would actively adjust its spending and transfers to be smaller, and thus

deteriorate the growth of output (as shown in the red dashed line in the upper left sub

figure). Because the estimation of coefficients on transfers in Equation 3.27 is larger

than the one associated with government spending, and change in transfer could directly

impact households consumption decisions, the offsetting impact from the fiscal part is

thus reflected in the smaller output growth.

In general, the central bank would choose to use the QE policy when short-

term interest rate is at zero. Thus model with zero lower bound setup would shed more

light on the responses of long-term interest rate and output growth due to the interplay

between central bank and fiscal department in determining the supply of long-term

treasury bonds. Furthermore, the long term bond supply policy in this project is a

Taylor rule type of policy, it is also worthwhile to develop an optimal policy by taking

into account of the target and constraint facing by the treasury department. These

work should be done in my future study.
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3.6 Conclusion

In this chapter, I examine the interaction between central bank’s QE policy

and bond issuance policy by the Treasury department. Both levels and growth rates

of Fed holding of long-term treasury securities and long-term debts outstanding are

found to be positively correlated during the QE period. In a bad state of economy, the

Treasury department tends to issue more long-term bonds. This increase in supply of

long-term bonds would deteriorate the intent of LSAP to decrease long-term interest

rates through lowering the private sector long-term bonds. Thus isolating bond issuance

policy from its responding to changes in government financing need would cause the

estimated impact of LSAP to be biased.

To study the offsetting effect of bond issuance policy on LSAP, this chapter

incorporate central bank balance sheet policy and debt issuance policy by fiscal authority

in a DSGE model with bond market segmentation and long-term and short-term bonds

imperfect substitution. Long-term bond issuance policy is designed to be a Tylor rule

type of policy, which responses positively to previous long-term bonds issuance and

negatively to output growth or government financing need. My results show that the

responsiveness to output in long-term bonds supply policy does have offsetting impact

on the effectiveness of LSAP in lowering long-term interest rate and risk premium.
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Appendix A

Appendix

A.0.1 Log-linearized Equations:

λ̂urt = R̂t + Et(λ̂
ur
t+1 − π̂t+1)

λ̂urt + ξ̂t =
RL

RL − κ
R̂Lt + Et

[
λ̂urt+1 − π̂t+1 −

κ

RL − κ
R̂Lt+1

]
λ̂rt =

RL

RL − κ
R̂Lt + Et

[
λ̂rt+1 − π̂t+1 −

κ

RL − κ
R̂Lt+1

]
λ̂urt = −σĉurt

λ̂rt = −σĉrt

Ĥj
t = [1− βjωwπ−θn(1+η)][θn(1 + η)ŵt + (1 + η)ˆ̀

t] + βjωwπ
−θn(1+η)EtĤ

j
t+1, j = ur, r

F̂ jt = [1− βjωwπ1−θn ][1 + λ̂wt + θnŵt + ˆ̀
t] + βjωwπ

1−θnEtF̂
j
t+1, j = ur, r

(θnη + 1) ˆ̃wjt = Ĥj
t − F̂

j
t , j = ur, r

ŵt = (1− ωw)(ω ˆ̃wurt + (1− ω) ˆ̃wrt ) + ωw(ŵt−1 − π̂t)
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m̂ct = αr̂kt + (1− α)ŵt − ẑt

k̂t−1 = ŵt − r̂kt + ˆ̀
t

ŷt = ẑt + αk̂t−1 + (1− α)ˆ̀
t

Ĥp,j
t = (1− ωfβjπ−θf )(λ̂jt + m̂ct + ŷt) + ωfβjπ

−θf Ĥp,j
t+1, j = ur, r

F̂ p,jt = (1− ωfβjπ1−θf )(λ̂jt + ŷt) + ωfβjπ
1−θf F̂ p,jt+1, j = ur, r

ˆ̃pt = χpĤ
p,ur
t + (1− χp)Ĥp,r

t − χpF̂
p,ur
t − (1− χp)F̂ p,rt

where χp ≡
ω

ω + (1− ω) λ
r

λur

π̂ =
1− ωf
ωf

(χpĤ
p,ur
t + (1− χp)Ĥp,r

t − χpF̂
p,ur
t − (1− χp)F̂ p,rt )

k̂t = (1− δ)k̂t−1 + δît

q̂t = Et

[
β̄q̂t+1 + β̄rkr̂kt+1 + ω̄(

βur
β̄
λ̂urt+1 − λ̂urt ) + (1− ω̄)(

βr
β̄
λ̂rt+1 − λ̂rt )

]
where ω̄ ≡ ωλur

ωλur + (1− ω)λr

q̂t = S′′(̂it − ît−1)

ẑt = ρz ẑt−1 + εB,t

ŷt =
ωcur

y
ĉurt +

(1− ω)cr

y
ĉrt +

i

y
ît +

g

y
ĝt

− RL

RL − κ
R̂Lt + b̂Lt = − RL

RL − κ
ρBR̂

L
t−1 + ρB b̂

L
t−1 + φB,y(1− ρB)ŷt + εB,t

b̂st +
bL/bs

RL − κ
b̂Lt =

1

βur
(R̂t−1 − b̂st−1) +

bL/bs

RL − κ
1

βr
b̂Lt−1 −

(
1

βur
+

bL/bs

RL − κ
1

βr

)
π̂t

+
(1− κπ−1RL)

RL − κ
bL/bs

RL − κ
R̂Lt +

g

bs
ĝt

R̂t = ρmR̂t−1 + (1− ρm)[φππ̂ + φy(ŷt − ŷt−4)] + εm,t
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ξ̂t = ρξ(b̂
L − RL

RL − κ
R̂Lt )

ĝt = Ψgŷt + νg ˆbt−1

ˆtrt = ΨTRŷt + νTR ˆbt−1
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A.0.2 Tables:
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Table A.1: Tests for Herding (Buy Side) on Other Types – Include SH-HK

Institutional Buy

Dependent

Variable

(1)

FUND

(2)

QFII

(3)

GOV.

(4)

INSUR.

(5)

OTHER

(6)

SH-HK

lag FUND

-0.4619 *** 0.0883 0.0740 0.1700 -0.2668 -0.1140

(0.1152) (0.2271) (0.1523) (0.1616) (0.1615) (0.1335)

Lag QFII
-0.0530 0.0450 -0.0083 -0.0522 0.0934 -0.0648

(0.0331) (0.1288) (0.1036) (0.0916) (0.0751) (0.0754)

Lag GOV.
-0.0369 -0.0871 0.1052 0.3874 *** -0.0692 0.1387 *

(0.0424) (0.0844) (0.1216) (0.0504) (0.0797) (0.0738)

Lag INSUR.
-0.0308 0.1708 ** 0.0707 0.0742 -0.0798 0.0142

(0.0388) (0.0661) (0.0656) (0.0940) (0.0687) (0.0504)

Lag OTHER
0.0557 * -0.0099 0.0151 0.1350 -0.0214 0.1096 ***

(0.0285) (0.0711) (0.1333) (0.1589) (0.0849) (0.0362)

Lag SH-HK
-0.0206 0.0154 -0.0219 0.1222 0.0363 0.3503 **

(0.0264) (0.0758) (0.1247) (0.0863) (0.1383) (0.1514)

EPS
-0.0014 -0.0515 *** -0.0147 -0.0292 -0.0368 *** 0.0195

(0.0111) (0.0184) (0.0185) (0.1300) (0.0086) (0.0130)

P/E ratio
1.2261 * 0.0831 -0.1218 0.6186 -0.0751 -2.5924 ***

(0.6908) (1.0975) (1.0972) (1.2982) (1.2111) (0.8074)

ROE
0.3422 *** 0.9400 *** 0.0020 -0.0465 0.2230 * 0.0770

(0.0729) (0.3046) (0.1119) (0.1404) (0.1316) (0.1288)

A/L Ratio

0.0076 -0.1835 0.0394 0.2582 *** -0.1264 ** 0.1301 **

(0.0338) (0.1579) (0.1561) (0.0955) (0.0331) (0.0531)

Observations 125 101 120 94 112 126

Time Effect YES YES YES YES YES YES

Std. Err. Clustered BOTH BOTH BOTH BOTH BOTH BOTH

R-Squared 0.3852 0.1566 0.0359 0.2142 0.1004 0.2993

***,**, and * denote statistical significance at the 1, 5, and 10% levels, respectively.
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Table A.2: Tests for Herding (Sell Side) on Other Types – Include SH-HK

Institutional Sell

Dependent

Variable

(1)

FUND

(2)

QFII

(3)

GOV.

(4)

INSUR.

(5)

OTHER

(6)

SH-HK

lag FUND

-0.4719 *** -0.0033 0.0224 -0.0768 -0.0417 -0.2204

(0.1494) (0.1502) (0.2306) (0.2576) (0.1990) (0.2025)

Lag QFII
0.0342 0.2742 0.0026 -0.1026 0.1201 * 0.0138

(0.0213) (0.1830) (0.0095) (0.1193) (0.0722) (0.0474)

Lag GOV.
-0.0076 0.0505 0.1112 0.1759 -0.0846 *** -0.0243

(0.0464) (0.1025) (0.0795) (0.1429) (0.0247) (0.0722)

Lag INSUR.
-0.0067 -0.0217 0.0615 (0.0825) -0.0374 -0.0208

(0.0416) (0.1632) (0.0915) (0.1060) (0.0609) (0.0463)

Lag OTHER
0.1198 *** 0.0591 -0.0588 0.3829 ** 0.0049 0.1098

(0.0393) (0.1278) (0.1357) (0.1557) (0.0685) (0.0645)

Lag SH-HK
0.0332 0.0914 0.0351 0.2603 ** 0.0307 0.2290 ***

(0.0572) (0.1280) (0.1928) (0.1266) (0.0514) (0.0831)

EPS
-0.0128 0.0542 0.0124 0.1210 0.0200 0.0235

(0.0119) (0.0428) (0.0227) (0.1491) (0.0177)

P/E ratio
-1.0773 * -2.1950 * -2.3610 ** 0.5321 -4.5709 *** -0.5588

(0.6323) (1.2856) (1.1541) (1.2407) (0.8555) (1.5302)

ROE
-0.3136 *** -1.1108 * (0.0104) -0.5282 *** -0.0680 -0.0816

(0.0451) (0.5692) (0.2875) (0.1630) (0.0742) (0.1005)

A/L Ratio

0.0709 0.0959 0.0742 -0.4471 *** 0.1629 ** 0.0127

(0.0447) (0.2893) (0.3009) (0.1559) (0.0798) (0.0868)

Observations 125 101 120 94 112 126

Time Effect YES YES YES YES YES YES

Std. Err. Clustered BOTH BOTH BOTH BOTH BOTH BOTH

R-Squared 0.3933 0.1453 0.0517 0.2252 0.1961 0.0908

***,**, and * denote statistical significance at the 1, 5, and 10% levels, respectively.
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Table A.3: Tests for Herding (Buy Side) on Other Types – Exclude SH-HK

Institutional Buy

Dependent

Variable

(1)

FUND

(2)

QFII

(3)

GOV.

(4)

INSUR.

(5)

OTHER

lag FUND

-0.4639 *** 0.0445 0.0684 0.0599 0.0002

(0.0910) (0.0953) (0.0575) (0.0711) (0.0619)

Lag QFII
-0.0119 0.1275 * -0.0275 0.0525 0.0411

(0.0140) (0.0664) (0.0536) (0.0438) (0.0371)

Lag GOV.
0.0276 -0.0262 0.2510 *** 0.1266 ** -0.0019

(0.0233) (0.0512) (0.0529) (0.0618) (0.0350)

Lag INSUR.
-0.0172 0.0417 0.0723 * 0.2134 *** 0.0022

(0.0142) (0.0430) (0.0427) (0.0465) (0.0363)

Lag OTHER
0.0558 ** 0.0561 -0.0855 0.0275 -0.0567

(0.0218) (0.0409) (0.0581) (0.0730) (0.0456)

EPS
0.0008 -0.0168 -0.0140 * -0.0302 ** -0.0098 *

(0.0095) (0.0109) (0.0081) (0.0129) (0.0051)

P/E ratio
0.0953 -0.3406 (0.1227) 0.5662 0.0675

(0.0858) (1.1283) (0.2285) (0.3802) (0.2156)

ROE
0.0720 0.3848 *** 0.1140 0.2028 0.1192

(0.0659) (0.1376) (0.0886) (0.1480) (0.0792)

A/L Ratio

-0.0204 0.0255 0.0516 -0.0608 -0.0491

(0.0389) (0.0970) (0.0606) (0.0766) (0.0413)

Observations 498 377 440 400 441

Time Effect YES YES YES YES YES

Std. Err. Clustered BOTH BOTH BOTH BOTH BOTH

R-Squared 0.2910 0.0508 0.0997 0.1074 0.0130

***,**, and * denote statistical significance at the 1, 5, and 10% levels, respectively.
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Table A.4: Tests for Herding (Sell Side) on Other Types – Exclude SH-HK

Institutional Sell

Dependent

Variable

(1)

FUND

(2)

QFII

(3)

GOV.

(4)

INSUR.

(5)

OTHER

lag FUND

-0.4765 *** 0.1297 0.0463 0.0861 0.0385

(0.0904) (0.1036) (0.0882) (0.0960) (0.0606)

Lag QFII
0.0211 0.1731 ** -0.0138 0.0519 0.0254

(0.0165) (0.0804) (0.0332) (0.0484) (0.0394)

Lag GOV.
0.0373 * -0.0282 -0.1448 *** 0.0607 0.0042

(0.0214) (0.0572) (0.0530) (0.0636) (0.0272)

Lag INSUR.
-0.0074 -0.0183 0.0337 0.0779 -0.0575

(0.0142) (0.0583) (0.0362) (0.0495) (0.0354)

Lag OTHER
0.0764 *** 0.0609 -0.1086 * 0.0852 -0.1057 ***

(0.0168) (0.0601) (0.0610) (0.0779) (0.0423)

EPS
-0.0108 0.0241 * 0.0138 ** 0.0542 *** 0.0113 **

(0.0095) (0.0130) (0.0062) (0.0070) (0.0060)

P/E ratio
-0.0920 -2.0815 ** (0.9072) -1.1850 *** -0.3286

(0.0850) (0.8862) (0.6980) (0.4079) (0.2546)

ROE
(0.1204) ** -0.2198 0.0888 0.0214 0.0103

(0.0494) (0.1571) (0.1272) (0.0739) (0.0859)

A/L Ratio

0.0525 0.0438 (0.0458) -0.0068 -0.0105

(0.0335) (0.1444) (0.0968) (0.0999) (0.0433)

Observations 498 377 440 400 441

Time Effect YES YES YES YES YES

Std. Err. Clustered BOTH BOTH BOTH BOTH BOTH

R-Squared 0.3183 0.0502 0.0443 0.0408 0.0233

***,**, and * denote statistical significance at the 1, 5, and 10% levels, respectively.
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Table A.5: Tests for Herding by Firm Size – Buy Side – Own Type

Dependent

Variable

(1)

FUND

(2)

QFII

(3)

GOV.

(4)

INSUR.

(5)

OTHER

(6)

SH-HK

Panel A: Firm size <= 20% percentile

Lag Buy by Own Type

-0.1076 *** 0.2178 *** 0.2592 *** 0.1976 *** 0.1941 *** 0.4071 ***

(0.0247) (0.0602) (0.0517) (0.0446) (0.0201) (0.0421)

Observations 3,834 312 495 579 2,827 351

R-Squared 0.0360 0.0960 0.1306 0.0635 0.0740 0.3187

Panel B: Firm size <= 40% percentile

Lag Buy by Own Type

-0.1303 *** 0.1077 *** 0.2256 *** 0.1670 *** 0.1596 *** 0.4166 ***

(0.0290) (0.0381) (0.0330) (0.0341) (0.0166) (0.0867)

Observations 5,566 500 1,054 992 3,137 707

R-Squared 0.0265 0.0423 0.1067 0.0513 0.0443 0.2305

Panel C: Firm size <= 60% percentile

Lag Buy by Own Type

-0.1918 *** 0.1794 *** 0.2534 *** 0.1577 *** 0.0778 *** 0.4593 ***

(0.0231) (0.0371) (0.0285) (0.0170) (0.0148) (0.0579)

Observations 6,671 633 1,906 1,507 3,551 1,230

R-Squared 0.0450 0.0586 0.0949 0.0390 0.0172 0.2674

Panel D: Firm size <= 80% percentile

Lag Buy by Own Type

-0.2566 *** 0.1312 *** 0.2297 *** 0.1586 *** 0.0687 *** 0.4938 ***

(0.0281) (0.0399) (0.0243) (0.0249) (0.0160) (0.0471)

Observations 7,541 686 3,300 1,913 4,375 1,822

R-Squared 0.0817 0.0385 0.0741 0.0370 0.0111 0.2679

Panel E: Firm size > 80% percentile

Lag Buy by Own Type

-0.5110 *** 0.1788 *** 0.1628 *** 0.2006 *** 0.0062 0.3824 ***

(0.0596) (0.0404) (0.0309) (0.0201) (0.0203) (0.0393)

Observations 8,230 1,151 4,808 2,564 5,942 2,489

R-Squared 0.2765 0.0481 0.0423 0.0595 0.0070 0.1968

***,**, and * denote statistical significance at the 1, 5, and 10% levels, respectively.
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Table A.6: Tests for Herding by Firm Size – Sell Side – Own Type

Dependent

Variable

(1)

FUND

(2)

QFII

(3)

GOV.

(4)

INSUR.

(5)

OTHER

(6)

SH-HK

Panel A: Firm size <= 20% percentile

Lag Sell by Own Type

-0.1931 *** 0.1427 0.1240 * 0.1225 ** 0.1230 *** 0.1607 **

(0.0240) (0.0873) (0.0632) (0.0610) (0.0265) (0.0624)

Observations 3,834 312 495 579 2,827 351

R-Squared 0.0512 0.0260 0.0242 0.0245 0.0274 0.0531

Panel B: Firm size <= 40% percentile

Lag Sell by Own Type

-0.2027 *** 0.1431 ** 0.2268 *** 0.0680 0.0994 *** 0.3373 ***

(0.0249) (0.0625) (0.0737) (0.0413) (0.0232) (0.0415)

Observations 5,566 500 1,054 992 3,137 707

R-Squared 0.0472 0.0226 0.0526 0.0050 0.0133 0.1223

Panel C: Firm size <= 60% percentile

Lag Sell by Own Type

-0.2549 *** 0.2453 *** 0.1566 *** 0.1086 *** 0.0306 0.3323 ***

(0.0281) (0.0581) (0.0475) (0.0310) (0.0224) (0.0367)

Observations 6,671 633 1,906 1,507 3,551 1,230

R-Squared 0.0687 0.0457 0.0258 0.0166 0.0030 0.1238

Panel D: Firm size <= 80% percentile

Lag Sell by Own Type

-0.2923 *** 0.1137 ** 0.1409 *** 0.0799 *** -0.0062 0.2570 ***

(0.0321) (0.0548) (0.0287) (0.0256) (0.0200) (0.0339)

Observations 7,541 686 3,300 1,913 4,375 1,822

R-Squared 0.0984 0.0131 0.0239 0.0056 0.0050 0.0720

Panel E: Firm size > 80% percentile

Lag Sell by Own Type

-0.5385 *** 0.2434 *** 0.1275 *** 0.1423 *** -0.0346 * 0.1770 ***

(0.0617) (0.0462) (0.0298) (0.0265) (0.0202) (0.0335)

Observations 8,230 1,151 4,808 2,564 5,942 2,489

R-Squared 0.3031 0.0642 0.0268 0.0271 0.0046 0.0527

***,**, and * denote statistical significance at the 1, 5, and 10% levels, respectively.
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Table A.7: Parameter Value Used

Parameter Value Description

ω 0.7 Fraction of consumers that are workers

η 2 Labor supply elasticity

βw 0.9975 Discount rate for workers

ρm 0.7 Taylor rule coef. on previous interest rate

φπ 1.75 Taylor rule coef. on inflation

φy 0.4 Taylor rule coef. on output growth

ρqe 0.8 QE Policy persistence coef. on previous bonds

ρb 0.7 Supply Policy persistence coef. on previous bonds

ρz 0.6 Productivity persistence coef.

ωf 0.5 Probability of resetting prices

ωw 0.5 Probability of resetting wages

θf 7.667 Price markup coef. (Price markup = 1.15)

θn 7.667 Wage markup coef. (Wage markup = 1.15)
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Table A.8: Scatter Plots Slope Coefficients

GFedholdingbefore GFedholdingwithin GFedholdingafter GFedholdingBS

Gdebtwithin 0.337∗

(0.176)

Gdebtwithin 0.588∗

(0.303)

Gdebtwithin 0.053

(0.061)

Gdebtwithin −1.114

(0.876)

Observations 69 74 32 19

∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Note: GFedholding and Gdebt denote for the growth rate of Fed’s holding and LT debt

outstanding, which are obtained by log-differentiating Fed’s holding of LT Treasury

debt and LT debt outstanding. The four sample periods are denoted as before (200301

– 200810), within (200811–201412), after (201501–201708) and B/S reduction

(201709–201903).
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A.0.3 Figures:
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Figure A.1: Scatter Plots for Growth Rates between Fed’s Holding and Longer-term

Treasury Debts Held by the Public

(a) Scatter Plot before QE (b) Scatter Plot within QE

(c) Scatter Plot after QE (d) Scatter Plot in Balance Sheet Reduction
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Figure A.2: Government Expenditure, Transfer, Tax Revenue, Real GDP from 2003Q1

to 2019Q1

(a) Government Expenditure (b) Transfer

(c) Tax Revenue (d) Real GDP
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