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ABSTRACT OF THE THESIS

Learning Theory of Mind for Multi-agent Planning

by

Qingyi Zhao

Master of Science in Computer Science

University of California, Los Angeles, 2020

Professor Song-Chun Zhu, Chair

Theory of mind (ToM) refers to the ability to understand oneself’s and others’ mental states.

The major difficulty of incorporating ToM into multi-agent planning is updating an agent’s

beliefs of others’ beliefs over time, which are probability distributions over distributions.

In this work, we propose a novel way to model this nested belief update with a higher

computational efficiency, simultaneously providing an approach to learn other agents’ models.

We model the belief update by a Markov probability transition, which linearly updates beliefs

as distributions. This transition kernel characterizes another agent’s belief update and it is

learnable, thus we learn other agents’ models by learning their kernels. We demonstrate the

effectiveness of our algorithm in a police-thief game, showing that our agent is able to learn

other agents’ belief updates and intentionally change their beliefs to achieve its own goal.
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CHAPTER 1

Introduction

Multi-agent systems, ranging from two-player games to the human society, have been studied

across many domains. For individual agents to maximize their values in such environments,

they must learn to interact with and against others, as well as understand the consequences

of their actions.

Most multi-agent planning approaches focus on modeling other agents’ policies based on

physical world states [33, 15, 9, 8]. However, besides the physical states, humans also reason

about other agents’ mental states including their beliefs. This ability to understand oneself’s

and others’ mental states and reason about their behaviors, is commonly referred to as the

theory of mind (ToM).

We argue that there are two distinctions between ToM and non-ToM agents. 1) ToM

agents make predictions in a higher dimension (both physical and mental states). 2) ToM

agents intentionally change other agents’ mental states, i.e., beliefs about the world. In

this way, a ToM agent changes others’ future behaviors to maximize its own value. In

contrast, traditional approaches only react to predicted future behaviors of other agents.

A representative line of work to incorporate ToM into planning algorithms is interactive

partially observable Markov Decision processes (I-POMDPs) [10].

Figure 1.1 shows a ToM planning framework. In this framework, a ToM agent keeps

beliefs (probability distributions) about the world state by Bayesian updates over time: at

every time step, it updates the prior belief after performing an action and receiving an

observation. It also keeps high-level beliefs about other agents’ beliefs, which are represented

by distributions of distributions. They are computed by a nested Bayesian update, which
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Figure 1.1: A ToM agent observes the world s and save the observation o into its memory m.

The memory includes o1:t its past observations, and a1:t−1 the performed actions. Based on

the memory, it updates is belief b1 about the world, belief b2 about other agents’ beliefs. Each

level l of belief bl has a corresponding value function vl(·), and value functions are combined

into an action value function u. Finally, the agent chooses an optimal action a based on u

and changes the world state.
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involves Bayesian updates of other agents’ lower-level beliefs.

However, exact inference for nested belief updates is computationally very difficult for

several reasons. These reasons include 1) other agents’ model (e.g., observation function) are

required to compute the nested belief updates. 2) Belief updates for world states suffer from

the curse of dimensionality, and nested belief updates aggravate this issue. In general, only

approximate belief updates are computable.

To avoid the first problem, most methods assume that other agents’ models are known [4,

6, 5, 7, 25, 20]. A more recent work [12] removes this constraint by adding a prior distribution

to other agents’ models.

To alleviate the second problem, various approximation methods for the belief update are

proposed, including particle filter [5], state space pruning [6], and nested MDPs [13].

The major contribution of this work is a novel way to approximate the belief update, at the

same time providing an alternative approach to learn other agents’ models. By decomposing

the belief update, we identify and approximate a “belief dynamics” term that is particularly

computationally costly. The belief dynamics predicts how other agents’ beliefs will change

after our agent performs an action. We model this process by a Markov probability transition.

The transition kernel linearly transforms the current belief to a predicted belief, thus greatly

reducing the computational complexity. We can show that there always exists a kernel that

transforms the true beliefs, hence theoretically this approximation can be exact. The kernel

is also learnable, e.g., by generator neural networks. Since this kernel characterizes another

agent’s belief update, our agent essentially learns the other agents’ models by learning their

kernels.

We demonstrate the effectiveness of our algorithm in a police-thief game, in which the

police agent needs to catch the thief while hiding its own identity from the thief. In the

experiments, we show that 1) our agent can accurately estimate the beliefs of other agents.

2) Our agent can learn meaningful values over physical states and mental states. 3) Most

importantly, our agent is able to intentionally change other agents’ beliefs to achieve high

values, outperforming other state-of-the-art multi-agent planning algorithms.

3



CHAPTER 2

Literature Review

Theory of mind has first been studied in psychology and cognitive science [31]. It has been

shown that the ability to perform mental simulations of others increases rapidly since the

young-infant phase [32, 11, 16, 19]. This allows reasoning about others’ mind, and it is

vital in a multi-agent environment because each agent’s choice affects the payoff of other

agents [30, 3].

This stimulates a growing interest in the AI community to build algorithms that exhibit

this ability [2, 14]. For example, Bayesian Theory of Mind (BToM) [2, 1] predicts the mental

states of humans. [21] proposed ToMnet, a neural network to predict the characteristic of an

observed agent and its future behaviors. These are perception models that do not involve

planning.

The most representative series of work on ToM planning is I-POMDP [4, 6, 5, 7, 25, 20],

which extends the traditional POMDPs. It augments world states to interactive states to

include beliefs of the intentional model of other agents (belief, reward function, observation

function, etc.). However, solving I-POMDP can be extremely expensive and inefficient. The

generalization to interactive states greatly increases the dimension of the state space, and

this curse of dimensionality is exacerbated by the nested belief reasoning among agents.

Methods have been proposed to approximate I-POMDP. For example, I-PF [5] approxi-

mates the belief updates by particle filters. I-PBVI [6] constrains the interactive state space

by computing a finite set of beliefs reachable from the initial belief over a certain horizon.

I-POMDP Lite [13] uses a nested MDP to model other agents to approximate the exact

I-POMDP policy.
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The above approximation methods all assume that the agent knows exactly the models,

except beliefs, of other agents. A more recent work [12] removes this constraint. It performs

belief update using Bayesian inference and particle filtering by sampling other agents’ models

from prior distributions.

In our work, the agent approximates the belief update by a Markov transition kernel,

which is different from all prior methods. This kernel acts linearly on beliefs, hence greatly

reducing the computational complexity. This transition kernel is learnable, hence our agent

can learn the models of other agents without specified prior knowledge. This also provides a

different perspective from prior methods to learn other agents’ models.
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CHAPTER 3

Algorithm

3.1 Theory-of-mind Belief Update

To act in uncertain environments due to noisy/partial observation, an agent tracks the

physical world state s over time based on the actions it performed and its past observations.

At each time step t, an agent i keeps a belief bi,t, which is a probability distribution of the

world state st given its memory mi,t. The memory includes its past observations, oi,1:t, and

the performed actions, ai,1:t−1.

In the rest of the thesis, we will use numbered superscripts to indicate the ToM level

of the variables (e.g., first level beliefs b1). A first-order ToM agent tracks not only the

physical world state, but also the mental states of other agents. Specifically, it tracks its

state s = (s0, b1) over time, where b1 is all agents’ first-level beliefs of the world state s0. In

other words, a first-order ToM agent i maintains two types of beliefs: first- and second-level

beliefs. They are probability distributions of s0 and b1, respectively. The first-level belief is

formulated as the probability of the world state given its past observation and actions:

b1
i,t(s

0
t ) = p(s0

t |oi,1:t, ai,1:t−1) (3.1)

The second-level belief b2
ij,t is defined as agent i’s belief about agent j’s first-level belief

b1
j,t:

b2
ij,t(b

1
j,t) = p(b1

j,t|oi,1:t, ai,1:t−1), for j 6= i. (3.2)

At every time step t, an agent i updates its belief bi,t−1 to bi,t, according to the action

ai,t−1 performed at last time step and the observation oi,t received afterwards. This is called

6



belief update, which we will discuss in details in the rest of this section. In general, the agent

estimates the physical and mental states by Bayes filtering, which updates its belief each

time an action is performed and a new observation arrives.

3.1.1 First-level Belief Update

The first-level belief of agent i about the world state at time t is b1
i,t(s

0
t ) = p(s0

t |oi,1:t, ai,1:t−1).

The Bayes filtering to update the belief at time t can be decomposed into a two-step process:

• Prediction. The agent updates its previous belief b1
i,t−1(s0

t−1) after taking an action ai,t−1

by predicting how the state s0
t−1 will change:

p(s0
t |oi,1:t−1, ai,1:t−1)

=

∫
s0t−1

p(s0
t , s

0
t−1|oi,1:t−1, ai,1:t−1)ds0

t−1

=

∫
s0t−1

p(s0
t |s0

t-1, oi,t-1, ai,t-1)p(s0
t-1|oi,1:t-1, ai,1:t-2)ds0

t-1

=

∫
s0t−1

p(s0
t |s0

t−1, oi,t−1, ai,t−1)︸ ︷︷ ︸
world dynamics

b1
i,t−1(s0

t−1)︸ ︷︷ ︸
previous belief

ds0
t−1

(3.3)

We can see that the agent updates its previous belief b1
i,t−1(s

0
t−1) by applying a stochastic

state transition function p(s0
t |s0

t−1, oi,t−1, ai,t−1). At this time, the agent has not received the

new observation oi,t. This prediction step computes how first-level beliefs will change after

performing an action. Note that although we have uncertainty about the true world state,

but this distribution itself (i.e., the belief) is deterministic for a certain time step.

• Correction. After receiving a new observation oi,t, the agent corrects its prediction from

the last step :

b1
i,t(s

0
t ) = p(s0

t |oi,t, oi,1:t−1, ai,1:t−1)

= α p(s0
t , oi,t|oi,1:t−1, ai,1:t−1)

= α p(oi,t|s0
t ) p(s

0
t |oi,1:t−1, ai,1:t−1)︸ ︷︷ ︸

first-level prediction

(3.4)

where α is a normalizing constant as we apply the Bayes rule, p(oi,t|s0
t ) is the likelihood of

observation oi,t, and p(s0
t |oi,1:t−1, ai,1:t−1) is the updated belief from the prediction step.

7



3.1.2 Second-level Belief Update

The second-level belief gets updated in a similar way. At each time step t, agent i maintains

a second-level belief about agent: b2
ij,t(b

1
j,t) = p(b1

j,t|oi,1:t, ai,1:t−1), for j 6= i. The Bayes filtering

is the same as the first-level belief update, except that the states are replaced by first-level

beliefs:

• Prediction:

p(b1
j,t|oi,1:t−1, ai,1:t−1)

=

∫
b1j,t−1

p(b1
j,t|b1

j,t−1, oi,t−1, ai,t−1)︸ ︷︷ ︸
belief dynamics

b2
ij,t−1(b1

j,t−1)db1
j,t−1

(3.5)

Similar to the first-level belief update, the agent updates the previous belief b2
ij,t−1(b1

j,t−1) by

applying a stochastic transition function p(b1
j,t|b1

j,t−1, oi,t−1, ai,t−1) defined on the first-level

belief of agent j. We call this transition function the belief dynamics. It takes the observation

as input since it contains information about the state, and the first-level belief changes

differently under different states even if the same action is performed.

In principle, the belief dynamics should follow a similar Bayesian update as the first-level

belief update of agent j itself. However, exact inference of the belief dynamics needs to

marginalize out all possible j’s observations and actions, and then perform a lower-level belief

update. This is computationally very expensive or intractable. We discuss our proposed

approximation method in Section 3.1.3.

• Correction. The belief is then updated by the observation:

b2
ij,t(b

1
j,t) = p(b1

j,t|oi,t, oi,1:t−1, ai,1:t−1)

= α p(oi,t|b1
j,t) p(b

1
j,t|oi,1:t−1, ai,1:t−1)︸ ︷︷ ︸

second-level prediction

(3.6)

For simplicity, we still use α to represent the normalizing constant, with a value different

from the first-level belief.

8



3.1.3 Belief Dynamics

The belief dynamics predicts how a belief of another agent, in the form of a probability

distribution, will change stochastically when actions are performed over time. However,

exact inference for nested belief update is computationally very expensive or intractable as

discussed in Section 3.1.2. Approximated solutions have been proposed, such as particle

filters [5] and bounded policy iteration [25]. Here we propose an alternative solution that is

simple but effective.

The existing methods model the belief state transition in a general way similar to world

state transitions (e.g., particle filter). Let us denote the current belief as bt, the predicted

belief after performing an action as b̂t+1. The key observation of our method is that this

Bayesian update process can always be described by a probability transition kernel. In other

words, we can always find a probability transition kernel to transform bt to b̂t+1. Formally,

we have the following proposition.

Proposition 1. 1 Let S be a measurable space and st, st+1 ∈ S. ∀bt(st) = p(st|o1:t, a1:t−1)

and b̂t+1(st+1) = p(st+1|o1:t, a1:t), there exists a Markov kernel κ(st, st+1) ∈ S × S → [0, 1]

such that (1) ∀st+1, b̂t+1(st+1) =
∫
st
bt(st)κ(st, st+1)dst, and (2) ∀st,

∫
st+1

κ(st, st+1)dst+1 = 1.

Proof. Since st is independent of at, we have

b̂t+1(st+1) = p(st+1|o1:t, a1:t)

=

∫
st

p(st+1|st, o1:t, a1:t)p(st|o1:t, a1:t)dst

=

∫
st

p(st+1|st, o1:t, a1:t)p(st|o1:t, a1:t−1)dst

=

∫
st

p(st+1|st, o1:t, a1:t)bt(st)dst

Obviously ∀st,
∫
st+1

p(st+1|st, o1:t, a1:t) = 1.

Hence κ(st, st+1) = p(st+1|st, o1:t, a1:t) is a kernel that satisifies the conditions.

1For simplicity, we omit the agent indices in the proposition.

9



This introduces a general linear form for the belief dynamics that can be extended to

higher levels. Representing the beliefs by vectors, we can re-write the belief dynamics as:

b̂1
j,t = κt−1b

1
j,t−1

(3.7)

Parametrized by observations and actions, the kernel κ(o, a) transforms the previous belief

to the predicted belief. The kernel κ(o, a) is to be learned. For example, it can be generated

by a generator neural network. The kernel acts on the belief linearly, but the kernel itself

is non-linear in its parameters (i.e., the observations and actions). Due to its simple and

general form, it is quite powerful and computationally favorable.

Since it is difficult to learn a perfect kernel, we can further add a noise term to this belief

transition:

b̂1
j,t = κt−1b

1
j,t−1 + ε (3.8)

Assuming the noise follows a multivariate Gaussian distribution as a convenient approximation,

we have ε ∼ N (0,ΣD) where ΣD is the covariance matrix. Equivalently, we have b̂1
j,t ∼

N (κt−1b
1
j,t−1,ΣD) where κt−1 , κ(oi,t−1, ai,t−1). After adding the noise, we normalize b1

j,t to

ensure that it remains to be a distribution.

Given the above belief dynamics, we can efficiently compute the second-level belief update.

If at the last time step we have b1
j,t−1 ∼ N (µt−1,Σt−1), then the prediction step (Eq. 3.5)

is a convolution of two Gaussian distributions. Hence the result will still be a Gaussian

distribution. According to the second-level belief prediction (Eq. 3.5) and correction (Eq. 3.6),

we have the following conclusions:

• The prediction step gives b1
j,t ∼ N (µp,Σp), where

µp = κt−1µt−1 (3.9)

Σp = ΣD + κt−1Σt−1κt−1 (3.10)

Hence we can obtain the µp and Σp by applying the transition kernel κt−1. To compute the

correction step, we need a observation model. We can first learn an belief estimation model

10



b̃1
j,t = f(oi,t) that directly estimates the beliefs from observations up to a Gaussian noise:

b̃1
j,t ∼ N (b1

j,t,Σo). Then we can rewrite the observation model p(oi,t|b1
j,t) as p(b̃1

j,t|b1
j,t), which is

a Gaussian distribution. Then the correction step is computing the predictive posterior given

a Gaussian prior and a Gaussian likelihood. Since a multivariate Gaussian is the conjugate

prior of itself, we have:

• The correction step gives b1
j,t ∼ N (µt,Σt), where

µt = (Σ−1
p + Σ−1

o )−1(Σ−1
p µp + Σ−1

o µo) (3.11)

Σt = (Σ−1
p + Σ−1

o )−1 (3.12)

where µo is directly predicted by the belief estimation model. Σo is learned in the training

phase of the belief estimation model by computing the covariance between predicted beliefs

and ground truth beliefs.

The above equations give an efficient way to compute the second-level belief update. The

above process agrees with the Kalman filter. When the state space is continuous, the belief

is a continuous function instead of a discrete vector. Then infinite-dimensional Kalman filter

can be adopted [22].

3.2 Theory-of-mind Planning

Based on the belief about the world state and other agents’ mental states, a ToM agent

chooses an optimal action based on a value function. This value function is defined on the

belief space, and it is convex and piecewise-linear [10]. Usually this function is learned by

value iteration. However, this is very hard due to the curse of dimensionality.

In the reinforcement learning literature, it is common to learn approximated value

functions [26]. Here we approximate this value function by a linear function of the beliefs

with intuitive semantic meanings. Specifically, we define the first-level value function as:

v1
i (b

1
i ) =

∫
s0
b1
i (s

0)v0
i (s

0)ds0 (3.13)
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where v0
i (s

0) is a value function defined on true world states. The second-level value function

v2
ij(b

2
ij) measures agent i’s value of its second-level belief b2

ij on agent j’s belief. The second-level

value function is similarly defined as:

v2
ij(b

2
ij) =

∫
s0

∫
b1j

b2
ij(b

1
j)b

1
j(s

0)v0
ij(s

0)db1
jds

0

=

∫
s0

∫
b1j

b2
ij(b

1
j)b

1
j(s

0)db1
j︸ ︷︷ ︸

Expectation of first-level belief

v0
ij(s

0)ds0

=

∫
s0
Eb2ij [b

1
j ] v

0
ij(s

0)ds0

(3.14)

It is grounded to the actual mental states by the zero-level value function v0
ij(s

0), which is

the value of agent i when agent j believes that the state is in s0 with probability 1. Notice

the difference between v0
i (s

0) and v0
ij(s

0): v0
i (s

0) is defined on the physical state while v0
ij(s

0)

is defined on the mental state.

Then the first-order ToM agent i at time t chooses an optimal action a∗i,t that maximizes

its future value, which combines the first- and second-level value functions:

a∗i,t = argmax
ai,t

u1
i (b

1
i,t, ai,t) +

∑
j 6=i

u2
i (b

2
ij,t, ai,t)

= argmax
ai,t

∫
b1i,t+1

p(b1
i,t+1|b1

i,t, ai,t)v
1
i (b

1
i,t+1)db1

i,t+1︸ ︷︷ ︸
expected future physical state value

+
∑
j 6=i

∫
b2ij,t+1

p(b2
ij,t+1|b2

ij,t, ai,t)v
2
ij(b

2
ij,t+1)db2

ij,t+1︸ ︷︷ ︸
expected future mental state value

(3.15)

This way the agent considers the change of other agents’ beliefs after taking an action. This

is particularly important since it enables the first-order ToM agent to intentionally change

other agents’ beliefs. This changes others’ future behaviors and thus maximizes the agent’s

own value.
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3.3 Learning

3.3.1 Learning Belief Dynamics

To predict the future beliefs, the agent generates the transition kernel κ(oi,t−1, ai,t−1) given its

observation oi,t−1 and action ai,t−1. Each column of this transition kernel κ sums to 1. This

can be practically implemented as a generator neural network, which takes the observation

and action as inputs and generates all the columns for κ. To ensure that each column sums

to 1, a softmax activation function can be added before the final output of each column.

3.3.2 Learning Estimation Model

The belief estimation model b̃1
j,t = f(oi,t) estimates the first-level belief of agent j given agent

i’s observation at time t. This can be learned by any classification model that outputs a

probability for each state given the observation. The model can be trained by optimizing the

difference (e.g., mean squared error, cross entropy) between the ground truth and estimated

belief of agent j.

3.3.3 Learning Zero-level Value Functions

Since the beliefs of agent i (i.e., b1
i,t and b2

ij,t+1) themselves are updated deterministically by

Bayes filtering, the stochastic belief prediction p(b1
i,t+1|b1

i,t, ai,t) in Eq.3.15 is given by the Dirac

delta function δ(b1
i,t+1 − b̂1

i,t+1), where b̂1
i,t+1 is the belief after the performing the prediction

step. Hence for first-level future value function we have:

u1
i (b

1
i,t, ai,t) =

∫
b1i,t+1

p(b1
i,t+1|b1

i,t, ai,t)v
1
i (b

1
i,t+1)db1

i,t+1

=

∫
b1i,t+1

δ(b1
i,t+1 − b̂1

i,t+1)v1
i (b

1
i,t+1)db1

i,t+1

= v1
i (b̂

1
i,t+1(ai,t)) =

∫
s0
b̂1
i,t+1(s0)v0

i (s
0)ds0

(3.16)
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where b̂1
i,t+1 is the predicted future belief by performing the prediction step in the Bayes

filtering after taking action ai,t. Similarly, for the second-level future value function:

u2
i (b

2
ij,t, ai,t) = v2

ij(b̂
2
ij,t+1(ai,t))

=

∫
s0
Eb̂2ij,t+1

[b1
j,t+1] v0

ij(s
0)ds0

(3.17)

Finally, the combined value function can be re-written as an inner product of beliefs and

zero-level value functions:

q1
i (b

1
i,t, ai,t) +

∑
j 6=i

q2
i (b

2
ij,t, ai,t) = 〈b̂,v0〉 (3.18)

where b̂ is the concatenation of b̂1
i (s

0) and Eb̂2ij,t+1
[b1
j,t+1] for all j 6= i, and v0 is the concate-

nation of v0
i (s

0) and v0
ij(s

0) for all j 6= i.

From reinforcement learning’s perspective, this formulation is a function approximation of

the action-value functions. Specifically, b̂ can be interpreted as the feature vector extracted

from the state, and v0 is the weight. Hence learning the zero-level value functions can be

achieved by applying existing algorithms [26, 28, 27, 23] to learn the weights for a linearly

approximated value function.
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CHAPTER 4

Experiments

We test different multi-agent planning algorithms in a police-thief game as shown in Figure 4.1

and Figure 4.2. There are three types of agents in this game: a police (the player) controlled

by the tested algorithm, a thief (the game engine) controlled by a zero-order ToM policy,

and several passersby that wander around randomly. The goal of the police is catching the

thief by colliding with it, while the goal of the thief is to escape until the game exceeds a

maximum time limit. In this game, the thief does not know which agent is the police, so it

needs to maintain a belief of every agent being the police to escape. The police knows who is

the thief, but it needs to hide its identity to prevent the thief from escaping. We benchmark

the police’s success rate on catching the thief to evaluate the multi-agent planning methods.

4.1 Environment

We adopt the Multi-Agent Particle Environment [18], which is a two-dimensional world with

continuous space and discrete time. We use a closed-world setting: an agent will reappear

on the opposite side of the world after crossing a boundary. The environment is physically

simulated: an agent can accelerate, and agents can collide with each other. The observation

for an agent is the positions of other agents, and the allowed actions are the accelerations in

four directions. The police receives a 1.0 reward when it collides with the thief, otherwise a

-0.1 reward at each time step.
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4.2 Thief’s Belief Update

As mentioned above, we use a zero-order ToM thief to recognize potential police and escape.

The thief maintains a first-level belief about each agent’s identity. In the beginning, the belief

for each agent is uniform (0.5 probability being police for every agent). At each time step,

the belief is updated by Bayes filtering given by Eq. 3.3 and 3.4. Since an agent’s identity

cannot be changed by the thief’s actions, the prediction step has no effect on the belief. For

the correction step, we compute the observation likelihood as p(oi,t|s0
t ) = p(θ|µ, k). Here θ is

the relative angle between the velocity of an agent and the line connecting the agent and the

thief. p(θ|µ, k) = ekcos(θ−µ)

2πI0(k)
is the von Mises distribution. At every time step, the thief runs

away from the agent that has the highest probability being the police.

We designed two settings in our experiments: slow-thief and fast-thief. In the slow thief

setting, the thief will have a smaller acceleration than that of the police, and a directly

chasing policy is sufficient to catch the thief. In the fast thief setting, the thief can easily

escape from a direct chaser.

4.3 Comparative Methods

We compare our method (full/ablated) with an existing ToM method and a state-of-the-art

multi-agent reinforcement learning algorithm. We use the following algorithms to learn the

police’s policy for benchmarking:

• ToM-gt. This is our ToM planning agent given the ground truth belief of the thief (computed

by Bayesian filtering) at every time step. It does not perform belief updates, but it needs to

learn the zero-level value functions. This serves as an ablative version of our full model.

• ToM. This is our full model. It learns the zero-level value functions, belief dynamics,

and belief estimation models. It performs belief updates by Bayesian filtering. To learn

the zero-level value functions, we use true online TD(λ) [23]. Therefore the value functions

are estimated and updated at every time step during each episode. We use a 3-layer fully

connected neural network for both the transition kernel generator and the belief estimation
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Police

Passerby Thief

Figure 4.1: The ground truth game setting. It shows the ground truth identities of all agents

model. The size of hidden layers is 64 for the kernel generator, and 32 for belief estimation.

• MADDPG [15]. This is a state-of-the-art multi-agent reinforcement learning algorithm that

extends deep deterministic policy gradient (DDPG) [24] to a multi-agent setting.

• MToM [29]. Another theory-of-mind planning approach. However, this approach only

models the belief of policies rather than the belief of world states. We use the deep Q-Network

(DQN) [17] for the initial policy estimation of MToM.

• Direct chasing. This agent always chooses the action that will minimize the distance

between itself and the thief.

• Passerby. The same random walker as the other passersby.
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Thief

Guessed police

Figure 4.2: The belief game setting. It shows the thief’s belief of each agent being the police

(player). Darker colors indicates higher probabilities.

For simplicity, we only use the positions of the thief and the police itself as observations for

every method. In our method, we also compute the distance between these two positions as a

feature. The maximum episode length is 100, and each algorithm is trained for 1000 episodes.

4.4 Experiment Results

We show our quantitative experiment results in Figure 4.3 and Figure 4.4. In both settings,

our method achieves a high success rate and outperforms other methods.
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Figure 4.3: Experiment results in the slow-thief setting. (a) shows the average success rate

of catching the thief in the training stage. (b) shows the probability within an episode that

the thief predicts the agent is the police. The curves are averaged over 20 final episodes

during training. From the beliefs we can see that the strategies of different methods vary, but

they can achieve similar performance (as shown in (b)) in the slow-thief setting. (c) shows

the estimated belief of the thief by our full ToM model within an episode, averaged over the

final 20 episodes during training. The estimated beliefs are obtained by the two-level belief

update, which employs a learned belief dynamics and belief estimation model. From the

figure we can see that our agent is able to estimate the thief’s belief within a small error. All

the plots use data generated from 10 independent training trials.

Slow-thief setting In the slow-thief setting, different methods show different belief curves

(Figure 4.3b) but they achieve similar performance (Figure 4.3a). This is because the thief

is easy to catch in this setting, so different methods converge to different types of policies.

The value functions for ToM converges very quickly (within an episode) since we use true

online TD(λ). It updates the value functions at every time step during every episode. In the

beginning, the belief dynamics and estimation model are inaccurate, but it does not affect

the performance. Even if the thief correctly recognizes the police, it can be caught by direct

chasing. Typically, the thief is caught within 20 steps for all methods, and we can see a belief

raise in that phase. In some episodes, the agent fails to catch the thief due to some random

behavior. Therefore the curves go down after 20 steps similarly to the curve of the passerby

(a random walker).
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Figure 4.4: Experiment results in the fast-thief setting. (a) shows that our ToM agent

significantly outperforms other methods, achieving a success rate close to 1. (b) shows that

our agent intentionally lowers the thief’s belief thus it achieves the high success rate. The

other methods learn to chase the thief, hence they are recognized by the thief (the belief goes

higher as time evolves). (c) shows that our agent is able to estimate the thief’s belief within

a small error.

Fast-thief setting In the fast-thief setting as a contrast, the police needs to hide its

identity to catch the thief with a high success rate. From Figure 4.4b we can see that the

comparative non-ToM methods all converge to a greedy chasing behavior in this setting. The

thief recognizes the police and escapes. The success rate is around 0.6 for non-ToM methods

(including direct chasing), which is slightly higher than random walk that has a success rate

of 0.4.

On the other hand, our method achieves a success rate close to 1 by hiding its identity.

From the learning curve (Figure 4.4a) we can see that it takes some time for our ToM agent

to learn the belief dynamics and estimation model to achieve the final performance. Our

ToM agent can intentionally lower the belief of the thief to achieve its goal. Comparing with

the passerby (a random walker) we can see that the belief curve of our agent has a sharp

decline in the beginning. Hence this lowering is not a consequence of random movements. As

a final result, our ToM agent significantly outperforms all other methods.

In both settings, the second-level belief update estimates the belief of the thief quite

accurately as shown in Figure 4.3c and 4.4c. Qualitative results are shown in Figure 4.6, and
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Figure 4.5: Learned zero-level value functions in the fast-thief setting. (a) and (b) shows the

learned values on the mental state learned by ToM-gt and ToM, i.e., the value of our agent

that the thief thinks our agent is/is not the police. Our agent successfully learns that being

recognized as a police has a lower value. (c) shows the final learned value function of the

distance between our agent and the thief. Our agent learns that when the thief is very close,

there is a high value to directly approach the thief. When the thief is far away, getting closer

will not gain much value.

Figure 4.5 shows that our algorithm learns meaningful zero-level value functions for both the

physical state and the mental state.
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(a) An example episode played by MADDPG [15].

(b) An example episode played by ToM (our method).

Figure 4.6: Qualitative results in the fast-thief setting. Each group of two rows shows in the

first row the ground truth state, and in the second row the beliefs of the thief along time

(from left to right). The green one is the thief and the red one is the police. Darker colors

indicate higher beliefs. Agents appear on the opposite side when they cross the boundary.

(a) The thief recognizes the MADDPG agent as the police and escapes. (b) Our ToM agent

successfully hide its identity and catches the thief.
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CHAPTER 5

Conclusion

In this work, we propose a novel way to model the nested belief update, which alleviates

the computation problem and provides an alternative way to learn other agents’ models.

We model the nested belief update by a Markov probability transition, leading to a linear

transformation. The transition kernel is learnable and provides an efficient nested belief

update. In the experiments we show that our agent is able to learn other agents’ belief

updates and intentionally change other agents’ beliefs to achieve its goal. We believe this

work interprets the belief update from a unique perspective and will benefit research in

relevant domains.
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