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Abstract 

 
The Impact of Retail Availability on Health Behaviors: Policy Applications for  the Prevention 

& Management of Chronic Conditions 
 

by 
 

Aryn Z. Phillips  
 

Doctor of Philosophy in Health Policy  
 

University of California, Berkeley 
 

Professor Hector Rodriguez, Chair 
 

Chronic conditions contribute to vast sums of excess morbidity, mortality, and healthcare 
expenditures. Many leading risk factors for chronic conditions are related to behavior, including 
poor nutrition, alcohol misuse, and tobacco use. Literature from psychology, neuroscience, and 
behavioral economics suggests that aspects of the environment can encourage unhealthy 
behaviors. This dissertation uses natural experiments and new combinations of administrative 
data to explore the role of retail availability in the consumption of unhealthy foods, alcohol, and 
tobacco and health outcomes and service utilization for chronic conditions. The first paper 
assesses whether or not adults with diabetes residing in “food swamps” have higher rates of 
hospitalizations for complications.  The second paper focuses on the privatization of liquor sales 
that occurred in Washington in 2012, investigating if the increase in liquor availability that 
followed privatization impacted hospitalizations for acute and chronic alcohol-related disorders 
and accidental injuries. The third paper analyzes the impact of CVS Health’s 2014 tobacco-free 
pharmacy policy on cigarette smoking among current smokers. Findings from these papers 
provide additional insight into to how governmental and organizational policies may be used to 
better prevent and manage chronic conditions.  
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Introduction 

Background 

 Preventing and managing chronic conditions have become major areas of focus in the 
recent era of health care payment and delivery system reform. Defined broadly as any condition 
that lasts for one or more years and either requires ongoing medical attention or limits one’s 
daily activities, chronic conditions are the leading contributors to death and disability throughout 
the world.1,2 Within the United States, rates of chronic conditions have been steadily increasing 
and are projected to continue to increase in coming years with the aging of the population.3 
Recent estimates suggest that, as of 2014, 60 percent of all American adults had at least one 
chronic condition and 40 percent had more than one.4 In 2016, chronic conditions made up seven 
of the ten leading causes of death, which accounted for 74 percent of all deaths in that year.5 It is 
estimated that almost 90 percent of health care expenditures in the U.S. are incurred by patients 
with chronic conditions.4,6  

Among the most prevalent chronic conditions are cardiovascular disease, diabetes, 
chronic lung diseases, cancer, and stroke, and leading risk factors for these diseases include poor 
nutrition, tobacco use, and excessive alcohol use.1 Governments and health systems around the 
world have recognized the growing need to address these behavioral risk factors. However, to 
date, most of their efforts have involved providing information to individuals, often through 
mass media campaigns or individual counseling for at-risk patients. The purpose of such efforts 
is to educate individuals about the risks they face and how to improve their behaviors, with the 
intention of changing behavior by encouraging goal setting or improving self-efficacy.  

However, these information-driven approaches are often ineffective at producing 
sustained behavior change, even if they are effective at changing intentions.7–9 This lack of 
impact is likely due to fact that these approaches are based on the assumption that people make 
fully rational choices about eating, alcohol use, and tobacco use, and that a simple lack of 
information is behind our penchants to make unhealthy choices.10 However, the fields of 
psychology, neuroscience, and behavioral economics have all suggested that these behaviors are 
often beyond the scope of rational decision making, and that we engage in them automatically 
and without conscious effort or awareness, rather than because we have fully deliberated on their 
nature and consequences.11,12 This idea stems from dual process theory, which claims that the 
human brain thinks and makes decisions via two separate processing systems.13–17 “System 1” 
relies on intuition and impulses and is quick and automatic. It operates without voluntary control, 
often triggered by environmental cues. In contrast, “System 2” is aware of our personal goals and 
makes reasoned deliberate choices, but it is slower and requires effortful calculations. System 2 
regulates and overrules the quick impulsive thoughts of System 1, but this regulation requires 
effort and is impossible to do for each of the countless decisions that we make throughout the 
day, especially considering that humans are boundedly rational and have limited ability to attend 
to, process, and remember information.17–19 As a result, System 1 often triumphs over System 2 
in decision making, especially in our smaller decisions such as food choice or whether or not to 
purchase another package of cigarettes.17 In the language of dual process theory, public health 
efforts that attempt to change behavior by delivering information often fail because they target 
System 2 but do not address System 1, and today’s retail environment is one that 
overwhelmingly triggers System 1 to engage in unhealthy behaviors. 
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While many aspects of the environment can trigger System 1, one particular 
environmental cue known to do so is availability, which, according to dual process theories, can 
influence unhealthy behaviors in a variety of ways. First, extended availability diminishes the 
likelihood of resisting temptation. Desire for a product can be prompted by a visual cue.20–22 
When a product is more available, it is more visually salient, meaning it is more frequently 
encountered, and System 1 is more frequently triggered to feel desire. The more often System 1 
is triggered, the higher the odds that it will eventually dominate over System 2 in a decision. This 
is especially true considering we have a limited amount of willpower and exerting self-control to 
resist temptation over multiple occasions draws on this resource, ultimately depleting it and 
making us less able to resist these temptations when they are offered again.23,24 

Additionally, the availability of products can trigger habitual behaviors. Habits are 
automatic behaviors that occur consistently in certain contexts because they are activated by the 
context itself.25 Habitual actions do not require any goals or intentions for us to perform them; in 
fact, even when counter-intentions exist, they are often not translated into behavior when we 
have developed habits around that behavior.8 When unhealthy products that we have formed 
habitual behaviors around are more readily available (i.e. cigarettes are on display behind the 
counter at the pharmacy in which we have stopped to purchase ibuprofen), we are more 
frequently exposed to our habits’ context cues and, thus, are likely to more frequently activate 
and engage in these behaviors.  

Further, increased availability influences consumption because it makes products more 
accessible. We are simply unable to make unhealthy decisions when unhealthy products are not 
available to access and consume. This inability particularly impacts consumption for people with 
severely present-biased preferences, which occur when we place greater weight on present 
concerns than on future concerns, prioritizing immediate rewards and gratifications rather than 
those that are delayed.26,27 It has been suggested that limited availability can serve as a 
commitment device for those with severe present-biased preferences; people may plan to abstain 
from unhealthy products in the future so they do not purchase them, but when the future becomes 
the present and they want to consume them, they simply cannot do so if these products are not 
accessible.28  

Shy of this extreme, making products marginally more or less accessible impacts how 
convenient they are to obtain. Convenience can play a large role in behavior because it decreases 
the costs in time and effort that must be spent to obtain a product.29 Many studies have suggested 
that we are less likely to purchase and consume products when doing so requires the additional 
time and effort of going out of our way than when the product is more readily obtainable or in 
close proximity.30–33 

Finally, availability can influence social norms around the consumption of unhealthy 
products. When products are more available and more visually salient, they may contribute to a 
prevalent social norm that the consumption of these products is normal and perhaps even more 
common than is true.34–36 People may choose to engage in behaviors that they know to be 
unhealthy because they perceive these behaviors to be normatively sanctioned. Conversely, when 
products are less commonly seen, it may lead to a norm that the behaviors associated with them 
are not as socially acceptable. For instance, laws that banned smoking in public were meant to 
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protect passerby from second-hand smoke but have been instrumental in creating a social norm 
that smoking in general is less acceptable.37  

Conceptual Model & Aims 

Based on the theoretical and empirical literature discussed in the introduction, this 
dissertation will focus on the role of retail availability in driving the health behaviors most 
associated with the exacerbation of chronic conditions. Specifically, it will ask the question of 
how the availability of unhealthy foods, alcohol, and tobacco impacts their purchase, 
consumption, and related health outcomes and service utilization, and by, extension, whether or 
not policies can influence these behaviors by targeting the availability of these products rather 
than by imparting information.  

The dissertation will take the form of three papers, each using a distinct natural experiment or 
other unique combinations of observational data to analyze the impact of the retail availability of 
a product on its consumption or health outcomes. These papers include: 

1. An analysis of the relationship between the relative rate of unhealthy food outlets to 
healthy food outlets in a county and hospitalization rates among adults with diabetes 
(Aim 1). 

2. An analysis of changes in county-level rates of hospitalizations for alcohol-related 
disorders and for accidental injuries following the abolition of the liquor control system 
in Washington in 2012 (Aim 2). 

3. An analysis of the impact of CVS Health’s 2014 tobacco-free pharmacy policy on 
cigarette consumption among current smokers (Aim 3).  

A theoretical model outlining these aims is presented in the figure below. 
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Importance & Policy Relevance 

Given the current trends in the prevalence of chronic conditions, it is becoming 
increasingly important to understand the roles that environmental factors, including availability, 
can play in health behaviors so that we may leverage this knowledge to create effective policies, 
especially considering our previous over-reliance on ineffectual information-based approaches. 
Several models used in public health, including the ecological model and the health impact 
pyramid, emphasize the importance of targeting the environment and the context in which we 
make decisions when designing interventions.38,39 The health impact pyramid, for instance, 
claims that interventions that change the context in order to make default decisions healthier 
have some of the highest population impacts, second only to efforts that alter socioeconomic 
factors.39 However, environment and behavior are both very complex and more research is 
needed to understand the intricacies and detailed mechanisms of their relationship if we are to 
craft policies that will truly be effective in changing consumer behavior. Many states and 
localities around the U.S. are experimentally creating policies that alter the environment but that 
are not evidence-based. While these policies may turn out to be effective, they may also backfire, 
cause confusion, or simply create legislative chaos. With more research, we may be able to avoid 
such problems.  

It is also useful to understand how the environment can influence behavior around 
unhealthy foods, alcohol and tobacco in particular. While these products vary widely in addictive 
properties, social stigma, and other characteristics, they are sometimes compared to one another 
and regulated in similar ways. For instance, fast food has been called the “new tobacco,” and it 
has been suggested that lessons learned from regulating the tobacco industry be applied to the 
food industry. The term “commercial determinants of health” was first used in 2016 to describe 
the practices used by private companies to promote the consumption of unhealthy products 
broadly, and this literature stresses that the mechanisms behind unhealthy eating, alcohol use, 
and tobacco use can be similar but that the study of each is often siloed.40 It calls for more 
boundary-spanning work, as cross-industry comparisons may help us better understand these 
mechanisms and create effective policies around these products. This dissertation adds to this 
nascent literature.  

Further, this work contributes to the field of natural experiment methodology. This 
constantly developing field is rife with debates over best practices, and within these papers I test 
the equivalence of model results using multiple methods and specifications currently under 
debate. With the mounting availability of big data, natural experiments are likely to become even 
more prevalent and it is important to continue to innovate and test these methods.  
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Chapter 1: 
 
U.S. County “Food Swamp” Severity and Hospitalization Rates among Adults with 
Diabetes: A Nonlinear Relationship 
 

Abstract  

The relationship between food environments and diabetes morbidity is vastly understudied, 
despite the well-recognized linkage between dietary quality and diabetes complications. Further, 
literature demonstrates that attributes of places can have nonlinear relationships with health 
outcomes. This study examines the extent to which “food swamps” are associated with greater 
rates of hospitalizations for complications among adults with diabetes over time as well as the 
linearity of this relationship. A longitudinal county-level analysis of 832 counties across 16 U.S. 
states in 2010, 2012, and 2014 is conducted using data from the USDA Food Environment Atlas 
and the AHRQ Health Care Cost and Utilization Project State Inpatient Databases. Food swamp 
severity is measured as the percentage of food outlets in a county that sell primarily unhealthy 
foods. Hierarchical linear mixed models with county random intercepts are estimated, controlling 
for area-level covariates and state and year fixed effects. Curvilinear relationships are explored 
by additively incorporating quadratic terms. Over the study period, mean food swamp severity 
remained relatively stable. Mean hospitalization rates decreased from 296.72 to 262.82 
hospitalizations per 1,000 diabetic adults (p<0.001). In adjusted models, greater food swamp 
severity was associated with higher hospitalization rates in a curvilinear manner (severity: 
β=2.181, p=0.02; severity2: β=-0.017, p=0.04), plateauing at approximately 64% unhealthy 
outlets, a saturation point observed in 17% of observations. Policies that limit saturation of the 
environment with unhealthy outlets may help in the prevention of diabetic complications, but 
more saturated counties will likely require more extensive intervention 
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1.1 Introduction 

Diabetes is one of the most prevalent chronic conditions in the United States; recent 
estimates suggest that it affects over 30 million or 12 percent of American adults.1 Individuals 
with diabetes are at increased risk of developing a variety of serious complications, from acute 
issues like ketoacidosis to longer term complications such as cardiovascular disease, kidney 
disease, nerve damage, and problems of the eyes and feet.2 Such complications are the source of 
diabetes-related morbidity and mortality, and they result in high volumes of hospitalizations. In 
the U.S., it is estimated that 7.2 million hospital discharges were related to diabetes in 2014 and 
that over 69 billion dollars were spent on diabetes-related inpatient hospitalizations in 2017.1,3 
Among adults with diabetes, the leading risk factors for developing complications include poor 
glycemic control, high blood pressure, and high cholesterol.1,4–6 These intermediate outcomes of 
diabetes can be influenced by many factors, such as physical inactivity, stress, and treatment 
adherence, but they are also greatly affected by unhealthy diet. As a result, individuals with 
diabetes are advised to adhere to diets that are low in processed carbohydrates, saturated and 
trans fats, cholesterol, and sodium.7,8 

One’s ability to adhere to a recommended diet, however, may be prejudiced by 
contextual influences. A plethora of research on neighborhood characteristics has found that 
attributes of places may be determinants of health outcomes, independent of the attributes of the 
individuals who live within these places.9,10 With regard to diabetes management and diet, 
individuals certainly have varying preferences, abilities, and degrees of knowledge, but we are 
increasingly learning that dietary choices can also be influenced by the surrounding food 
environment, including the availability of both healthy and unhealthy foods. It is true that 
previous studies on the relationship between singular aspects of food availability, such as the 
number of or distance to grocery stores or fast food outlets, and dietary outcomes have yielded 
mixed results.11,12 However, some studies have sought to capture the overall nature of the food 
environment by focusing on the relative rate of outlets selling mostly unhealthy foods to outlets 
selling mostly healthy foods, and have more consistently found significant associations with 
dietary measures such as fruit and vegetable and fast food intake and purchasing12–17 and 
obesity11,18–22 in the expected directions. Environments that are considered unhealthy by these 
relative measures, where outlets selling unhealthy goods predominate over outlets selling healthy 
goods, have been described as “food swamps”.23 If such environments encourage diets that are 
disproportionately lower in fruits and vegetables and higher in fast food and processed snacks, 
they may place adults with diabetes who live and work within them at higher risk of developing 
complications and exhibit higher complication rates as a result. 

Further, it is possible that relationships between the food environment and diet and 
related outcomes are nonlinear. Previous work on a variety of subjects has shown that 
neighborhood characteristics, such as the severity of food swamps as well as community 
socioeconomic status, land use mix, and natural environment availability,24–26 can have 
curvilinear associations with health outcomes. In the food environment context, the addition of a 
singular healthy or unhealthy outlet may have a dissimilar influence on food choice when more 
or less of these outlets already exist. For instance, in a relatively healthy food environment, a 
new fast food outlet would be highly notable, but in an environment overly saturated with 
unhealthy options, the overall change to the environment would be small and may not shift 
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behavior. If true, such a pattern would be important to consider when designing intervention 
strategies.  

While the relationship between food environment and diabetes prevalence,18,27–33 
incidence,25,33–36 and glycemic control among diabetic adults has been examined previously,37–39 
the relationship between food environment and diabetes-related morbidity is almost entirely 
unstudied. This analysis builds on previous work that examined the association of food swamp 
severity and hospitalization rates and found that counties with unhealthier food environments 
have higher all-cause hospitalization rates among adults with diabetes.40  However, the study was 
cross-sectional and did not explore the possibility of a nonlinear relationship between food 
swamp severity and hospitalization rates. It also used a limited measure of food environment, 
comprising only fast food outlets and grocery stores. As such, this current study incorporates 
additional data and aims to assess the extent to which county-level food swamp severity, 
measured more comprehensively, is associated with higher county-level hospitalization rates 
among adults with diabetes in the United States over time. Further, it will examine whether this 
association is constant across all levels of unhealthy outlet saturation. In light of the mechanisms 
described, the following hypotheses are proposed: 

H1: Greater county-level food swamp severity will be associated with higher rates of 
hospitalizations among adults with diabetes. 

H2: The relationship between food swamp severity and diabetic hospitalization rates will be 
non-linear, stronger in food environments less saturated with unhealthy outlets.  

1.2 Methods 

Study Sample 

Data on the food environment came from the U.S. Department of Agriculture Economic 
Research Service (USDA ERS) Food Environment Atlas, which provides statistics on a range of 
food environment indicators for U.S. counties, including counts of outlet types. The USDA 
classifies outlet types according to North American Industry Classification System (NAICS) 
codes. The most recent estimates that have been released for the relevant variables are from 
2009, 2012, and 2014.41 Data on the rate of hospitalizations among diabetic adults came from the 
Agency for Healthcare Research & Quality (AHRQ) Health Care Cost and Utilization Project 
(HCUP) state inpatient databases and the Centers for Disease Control and Prevention (CDC) for 
16 states (AZ, AR, CO, FL, GA, IA, MA, MI, MN, NJ, NM, NY, OR, RI, VT and WA) for years 
2010 through 2014. The HCUP state inpatient databases contain the universe of all-payer 
hospital inpatient records for each participating state.42 The Centers for Disease Control and 
Prevention uses Bayesian multilevel modeling on data from the Behavioral Risk Factor 
Surveillance System and the U.S. Census Bureau to calculate county and year-specific estimates 
of diagnosed diabetes.43 Data on relevant county-level covariates were obtained from the U.S. 
Department of Health and Human Services Area Health Resources Files (AHRF). All data 
sources were linked using Federal Information Processing System (FIPS) county codes. 

The final analytic sample included data for 832 counties across 16 states in years 2010, 
2012, and 2014. Counties with populations under 5,000 (n=41) were dropped to ensure large 
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enough denominators to reliably estimate hospitalization rates,44,45 as were four outlier 
observations from 2010 where hospitalization rates drastically differed from their 2012 and 2014 
rates.  

Measures 

Food swamp severity was assessed using a relative measure that represented the 
percentage of food outlets in a county that sell primarily unhealthy foods. These outlets included 
fast food restaurants (NAICS code 722211) and convenience stores (NAICS codes 445120 and 
447110). The total outlet count additionally included grocery stores (NAICS code 445110) and 
full-service restaurants (NAICS code 722110). There are multiple ways of quantifying food 
swamps, but percentage measures such as this have been utilized by several recent studies.20,25,46–

48 Using a percentage measure rather than a ratio of unhealthy to healthy outlets allows for the 
inclusion of counties with zero healthy outlets that would be dropped for having an invalid 
denominator with a ratio measure.  

The main outcome variable was the inpatient hospitalization rate among adult county 
residents with diabetes. Individuals were linked to their home counties using the FIPS code of 
residence listed on the hospitalization record. Rates were calculated by dividing the total number 
of hospital admissions with any-listed diagnosis of Clinical Classification Software code 49 
(“diabetes mellitus without complication”) or 50 (“diabetes mellitus with complications”) 
incurred by county residents over age 20 in each calendar year by the CDC’s estimated number 
of diagnosed adults with diabetes within the county in that year. Rates were presented as the 
number of hospitalizations per 1,000 adult county residents with diabetes.  

These rates included admissions for all diagnoses among individuals with diabetes, 
excluding only admissions for pregnancy and patients transferred from other hospitals. All 
diagnoses were included because poor glycemic control, high blood pressure, and high 
cholesterol can result in an array of complications among adults with diabetes, many of which 
may initially seem unrelated to diabetes. For instance, diabetes affects the blood vessels and 
nerves that control the heart, and acute myocardial infarction and stroke are by far the most 
frequent reasons for hospitalization among adults with diabetes.1,49 These admissions may be 
missed by stricter coding definitions of diabetes-related complications.50 Further, having diabetes 
can increase the cost and difficulty of treating one’s co-occurring conditions.3 For example, 
diabetes can impact immune function, resulting in reduced resistance to influenza and 
pneumonia, and can damage blood vessels in the lungs, causing further exacerbations in 
individuals with chronic obstructive pulmonary disease.6,51 The intent was to capture 
complications that result from these interplays as well. 

Several other variables were used to capture county-level health systems and 
sociodemographic characteristics relevant to hospitalization rates and food environment. The 
percentage of diabetic adult hospitalizations admitted through the emergency room, the 
percentage of hospitalized diabetic adults that were Medicaid beneficiaries, and the mean 
number of comorbidities per diabetic patient admitted were created using the HCUP analytic 
sample. The number of primary care physicians per 1,000 residents, median household income, 
population density (log transformed), and the percentage of the county population that is non-
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Hispanic black, Hispanic, female, and over age 65 were sourced from the AHRF. The number of 
recreational facilities per 1,000 residents was obtained from the USDA Food Environment Atlas.  

Statistical analysis 

A hierarchical linear mixed regression model was used to estimate the association of food 
swamp severity and hospitalization rates among adults with diabetes. A mixed model was chosen 
because these models, which present weighted averages of the between-cluster and within-cluster 
effects, allow for an analysis of differing variances between and within clusters and can be used 
to make inferences about entire populations.52 In this context, the biennial observations are 
considered to be clustered within counties, and the model uses the following specification: 
 

Yit=β0 +β1Severityit + β2Xit + β3Yeart + β4Statei + ζi + ϵit 

 
where Y represents the hospitalization rate among adults with diabetes for a county i at 

time t, Severity represents the food swamp severity for the county i at time t, and X represents a 
vector of the time-varying health systems-related and sociodemographic covariates previously 
described. The model also includes indicator values for the years 2012 and 2014 (Year) to 
account for time trends and state (State) to account for further clustering of counties within 
states, which may have their own policies, programs, etc. that affect hospitalization rates. 
Finally, ζi represents the county-specific random intercept and ϵit represents the county and time-
specific error term. Standard errors were clustered at the county level.  

 
To allow for a curvilinear relationship, polynomial iterations of the food swamp severity 

variable were tested in an additive manner, ceasing when an iteration was no longer significant at 
the 0.05 level. Variance inflation factors (VIF) were examined for model covariates to assess 
collinearity. 

Sensitivity analyses 

Several sensitivity analyses were performed to examine the robustness of the main results 
to alternative measurement and modeling decisions. First, the regression model was estimated 
using a more restrictive definition of diabetes-related complications. This definition comprised 
only hospitalizations with a principal diagnosis that met the AHRQ Prevention Quality 
IndicatorTM Version 6.0 specifications for diabetes with short-term complications, diabetes with 
long-term complications, uncontrolled diabetes, or lower extremity amputation among patients 
with diabetes.53 The ICD-9 codes for each qualified diagnosis are included in the appendix, and 
included such diagnoses as ketoacidosis, and renal, ophthalmic and peripheral circulatory 
manifestations.  Diagnoses such as acute myocardial infarction and stroke were not included in 
this definition. Second, similar food environments can have different impacts on diet and related 
outcomes at varying levels of financial security.54,55 To examine this possibility, an interaction 
between food swamp severity and financial resources, measured by median household income 
and, alternatively, by the percent living in poverty, was assessed. Third, to ensure that any 
association of food swamp severity and hospitalization rates was not driven by changes in 
diabetes prevalence estimates (the denominator), the model was run using the log transformed 
count of hospitalizations as the outcome and additionally controlling for the log transformed 
number of diabetic county residents. Finally, in an attempt to identify endogeneity from outlets 
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differentially locating in areas for reasons that influence hospitalizations (i.e. demand for 
unhealthy foods), the change in food swamp severity between 2010 and 2014 was regressed on a 
variety of baseline county characteristics, including the diabetes prevalence rate, median 
household income, logged population density, and the percent of the population that is non-
Hispanic black, Hispanic, over age 65, and live in urban areas, as well as state indicators. 

1.3 Results 

The mean food swamp severity remained relatively stable over the study period; it 
increased by less than one percentage point from 53.63 percent unhealthy outlets to 54.38 
percent unhealthy outlets, but this increase was not statistically significant (p=0.157). The mean 
hospitalization rate decreased from 2010 to 2014, from 296.72 hospitalizations to 262.82 
hospitalizations per 1,000 adults with diabetes (p<0.001) (Table 1.1). Common primary 
diagnoses among these hospitalizations included atrial fibrillation, subendocardial infarction, 
septicemia, pneumonia, obstructive chronic bronchitis, kidney failure, and ketoacidosis. Both 
variables exhibited far more variation between counties than they did between years for each 
county. The between-county standard deviation for food swamp severity was 10.56 while the 
between-year standard deviation was only 3.22. The between-county standard deviation for 
hospitalization rates was 80.80 while the between-year standard deviation was 34.36.  

Results from the multivariate mixed models with varying quadratic terms indicated that 
food swamp severity had a significant positive and curvilinear association with hospitalization 
rates among adults with diabetes at the county level (Table 1.2). A squared food swamp severity 

Table 1.1. Health-Systems Related and Sociodemographic Characteristics of Counties, 2010-2014 

Variable 2010 Mean (95% CI) 
n=828 

2012 Mean (95% CI) 
n=832 

2014 Mean (95% CI) 
n=832 

Hospitalization rate (per 1,000 
diabetic residents) 

296.72 (290.48, 302.96) 269.09 (263.17, 275.02) 262.82 (257.35, 268.30) 

Food swamp severity 53.63 (52.92, 54.35) 54.14 (53.37, 54.92) 54.38 (53.63, 55.15) 
Percentage admitted in ED 53.08 (51.79, 54.38) 45.83 (43.84, 47.82) 50.09 (48.12, 53.07) 
Percentage of patients with Medicaid 18.19 (17.44, 18.94) 18.80 (18.10, 19.51) 21.37 (20.73, 22.01) 
Mean comorbidity burden 3.60 (3.57, 3.62) 3.74 (3.71, 3.76) 3.89 (3.87, 3.92) 
Primary care physicians (per 1,000 
residents) 

0.59 (0.57, 3.62) 0.59 (0.57, 0.61) 0.60 (0.58, 0.62) 

Recreational facilities (per 1,000 
residents) 

0.09 (0.08, 0.09) 0.08 (0.7, 0.8) 0.08 (0.07, 0.08) 

Median household income (in 
thousands) 

44.45 (43.68, 45.22) 45.91 (45.10, 46.73) 48.08 (47.22, 48.94) 

Population density (population/square 
miles) 

348.80 (200.28, 497.33) 353.39 (202.48, 504.30) 359.17 (205.94, 512.40) 

Percentage of population non-
Hispanic Black 

9.36 (8.40, 10.31) 9.73 (8.77, 10.69) 9.85 (8.89, 10.81) 

Percentage of population Hispanic 8.86 (8.04, 9.67) 9.25 (8.43, 10.06) 9.56 (8.73, 10.38) 
Percentage of population female 50.01 (49.85, 50.17) 49.92 (49.76, 50.08) 49.91 (49.74, 50.07) 
Percentage of population over age 65 15.86 (15.56, 16.16) 16.80 (16.49, 17.12) 17.76 (17.44, 18.09) 
Note. Boldface indicates statistical significance (p<0.05) in t-test of means compared to 2010. a denotes estimate from 2009 rather than 
2010. 
Source. USDA Food Environment Atlas 2009-2014, AHRQ Health Care Cost and Utilization Project (HCUP) state inpatient files 2010-
2014, HHS Area Health Resources File (AHRF) 2010-2014. 
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term was significant (β=-0.017, p=0.038), indicating that the strength of the association 
attenuated as food swamp severity increased. In essence, the association was stronger in 
environments with lower relative rates of unhealthy food outlets, but the magnitude leveled off 
after a certain point of saturation by unhealthy outlets (Figure 1.1). This point of saturation was 
approximately 64 percent, a quantity achieved by only 17 percent of the county-year 
observations. The mean VIF was 1.58; all variables were below 2.45, with most below 2.00. 
Cubic and higher polynomial food swamp terms, when added, were not significant and were not 
included in the final model. 

 

 

 

  

22
0

24
0

26
0

28
0

30
0

Pr
ed

ic
te

d 
H

os
pi

ta
liz

at
io

n 
R

at
e 

(p
er

 1
,0

00
 d

ia
be

tic
 a

du
lts

)

20 25 30 35 40 45 50 55 60 65 70 75 80
Food Swamp Severity (%)

Figure 1.1 Predicted hospitalization rates by food swamp severity (with 95% CI) 
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Table 1.2. The Association between County Food Swamp Scores and Hospitalization Rates 
among Adults with Diabetes, 2010-2014 (n=2,490) 

  Coefficient 95% Confidence Interval  
Food swamp severity 2.181* (0.390, 3.972) 
Food swamp severity2 -0.017* (-0.033, -0.001) 
Time trend   
   2012 -32.959*** (-37.329, -28.590) 
   2014 -45.902*** (-52.360, -39.444) 
Percentage admitted in ED 0.146 (-0.026, 0.318) 
Percentage of patients with Medicaid 0.007 (-0.408, 0.421) 
Mean comorbidity burden 53.009*** (39.704, 66.314) 
Primary care physicians (per 1,000 residents) 16.843* (0.786, 32.899) 
Recreational facilities (per 1,000 residents) -33.482 (-94.619, 27.655) 
Median household income (in thousands) -1.673*** (-2.132, -1.214) 
Log-transformed population density 8.848*** (4.160, 13.536) 
Percentage of population non-Hispanic Black -0.195 (-0.775, 0.385) 
Percentage of population Hispanic 1.502*** (0.913, 2.091) 
Percentage of population female 2.996* (0.480, 5.512) 
Percentage of population over age 65 0.802 (-0.450, 2.054) 
Note. Table presents estimates from hierarchical linear mixed model with county-level random intercepts and state 
indicator variables. Standard errors are clustered at county level. Boldface indicates statistical significance (*p<0.05, 
**p<0.01, ***p<0.001). 
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The model analyzing hospitalization rates for strictly diabetes-related hospitalizations 
yielded a consistent pattern of results (food swamp severity: β=0.284, p=0.005; food swamp 
severity2: β=-0.002, p=0.023). The coefficients were smaller in magnitude, as these particular 
hospitalizations were relatively rare (baseline mean=17.74 hospitalizations per 1,000 diabetic 
adults). However, the rate of change across the distribution of food swamp severity was similar 
to that of the original model, as shown in Figure 1.2. Terms for the interaction of food swamp 
severity with median household income and with the percent living in poverty were not 
significant when included in the model. The model decomposing hospitalization rates into 
hospitalization and prevalence counts was concordant with the original model. No baseline 
county characteristics were significantly associated with changes in food swamp severity over 
time, indicating that they were not related to outlet entry and exit.  

 

 

 

 

1.4 Discussion 

The results of this study indicate that, in the U.S., food swamp severity is associated with 
higher rates of hospitalizations for complications among diabetic adults at the county level, even 
after adjusting for relevant covariates. The results are consistent with previous research that 
elucidates how the oversaturation of the environment with unhealthy outlets might influence 
eating behaviors among adults with diabetes. High prevalence of unhealthy foods diminishes the 
likelihood of resisting temptation to purchase them, as desire for a product can be prompted by 
visual cues. The more prevalent these products are, the more visually salient they are, meaning 
desires are more frequently triggered and the odds are higher that we will eventually succumb to 
them.56–58 This is especially true considering willpower is a limited resource.59,60 Further, greater 
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density of unhealthy outlets makes unhealthy foods more convenient to obtain than healthier 
foods, and we are more likely to purchase products when doing so does not require additional 
time and effort than when they are less readily available.61–64  In addition, literature on tobacco 
suggests that when products are more available and visually salient, they may contribute to a 
social norm that the consumption of these products is ordinary and perhaps even more 
commonplace than is true.65–67  

These results indicate that strategies that limit the oversaturation of counties with 
unhealthy outlets may help prevent diabetic complications. However, the finding that the 
relationship plateaus in the most extreme food swamps suggests that more extensive food 
environment changes may be needed to prevent complications in these counties, perhaps because 
these areas are so oversaturated with unhealthy outlets that small increases in healthy outlets or 
decreases in unhealthy outlets do little to impact the overall food environment. Such minor 
changes in outlet distribution might be imperceptible and thus unlikely to alter the influences that 
drive food purchasing and consumption decisions. This point of saturation may also help 
partially explain why studies on the entry of new grocery stores55,68–71 or fast food moratoriums72 
have found null or clinically small results for dietary quality and obesity. These policies are often 
implemented in the poorest quality food environments in which the introduction of one healthy 
outlet or the curtailment of further unhealthy outlets could have little impact on the existing 
degree of saturation. Certainly, these situations are complex and null results could stem from a 
range of factors (price and quality of foods sold, transportation resources, etc.), but a curvilinear 
relationship between outlets and outcomes should potentially be explored.  

This study is one of the first to assess the relationship between the food environment and 
diabetes-related morbidity. Previous work similarly identified a positive association, but, as 
mentioned, was cross-sectional and did not consider nonlinearity.40 As such, these findings are 
consistent yet contribute additional insight into our limited knowledge about this relationship. 
Given the burden of diabetes, it is important that we understand the diversity of factors that may 
contribute to complications among diabetic adults, including neighborhood characteristics. 
Although recent studies have suggested that the rates of complications have decreased in recent 
years,49,73 these rates are still quite high. For instance, in 2010 it was estimated that in the U.S. 
45.5 of every 10,000 adults with diabetes was hospitalized for acute myocardial infarction, 
compared to only 25.8 of every 10,000 adults without diabetes.49 Furthermore, with the 
population aging and diabetes prevalence increasing, more individuals are at risk and the 
absolute number of complications may continue to rise.49 By broadening our understanding of 
the factors that influence complications, we may be able to recognize and utilize additional 
avenues to prevent some of these complications. 

It might be suggested that counties with higher percentages of unhealthy food outlets are 
simply the same counties that exhibit other qualities associated with increased rates of 
hospitalizations among diabetic adults, but this data suggest that food swamps, at least at the 
county level, represent a wholly separate concept. For instance, food swamp severity is at best 
moderately correlated with measures of socioeconomic status or deprivation, such as median 
household income, percent living in poverty, and unemployment rate (ρ=-0.27, 0.40, 0.16, 
respectively) and only weakly correlated with measures of access to preventive care, such as the 
number of primary care physicians and federally qualified health centers per population and the 
percent of adults without health insurance (ρ=-0.28, 0.02, 0.26, respectively). Thus, if this 
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analysis’ findings can be corroborated, food swamp measures may prove to be additional 
indicators with which we can identify areas that warrant increased attention and intervention. 

This study has important limitations to consider when interpreting the results. First, the 
observational methods used limit causal inference.  However, this study builds upon previous 
analyses that have used causal methods such as instrumental variables to successfully link food 
environment with other related outcomes, such as obesity.21,74 Highway exits as an instrumental 
variable, which was used in these studies, was not appropriate for this analysis, as transit is 
related to health services access and hospital utilization, but these studies bolster confidence in 
the identified relationship despite the inability to make causal claims. Second, due to data 
availability, the food swamp severity variable did not include some outlets that may 
meaningfully contribute to the food environment, such as farmers’ markets and specialty stores. 
While the outlets included likely encompass a sizeable portion of food purchases, future studies 
may want to consider additional outlet types, when possible. Third, the time period analyzed was 
chosen based on data availability and may not accurately correspond to the etiologic processes 
under study. Longer periods in which more change can be observed should be analyzed in the 
future. Also, due to availability, the observations from 2010 include food environment data from 
2009, but this practice of merging data from multiple years has been previously utilized.75 As 
seen in the results, food environment changes vary marginally over short time periods and it is 
expected that the 2009 estimates are quite close to what would have been observed in 2010. 
Finally, the unit of analysis is the county level, which forfeits some precision that could have 
been obtained by using smaller units and masks existing within-county heterogeneity. However, 
larger units like counties are more likely to capture a greater share of individuals’ daily travel 
routes compared to smaller units. Food shopping often takes place further from home than would 
be observed with such units. For instance, a Los Angeles-based study found that only 
approximately 22 percent of those surveyed shopped for groceries within their home census 
tracts.76 However, it remains that county boundaries are arbitrarily drawn and may not truly 
reflect the space in which people spend their time, risking spatial misclassification. Further, the 
use of the county unit also makes us unable to incorporate residential selection and other 
important individual potential confounders. Individual-level analyses would allowed for the 
consideration of these aspects and exploration the mechanisms behind this association, but 
unfortunately such analyses were not possible in this study. Hospitalization data does not provide 
information on adults with diabetes who did not experience hospitalization, rendering no 
appropriate comparison group at the individual level. Individual-level analyses using alternative 
outcome data and geographic information systems-based measures should be pursued when such 
data is available at the national level. However, the aggregate-level conclusions drawn from this 
study may still be useful for policy discussions because they highlight the challenges faced by 
communities oversaturated by unhealthy outlets. 

1.5 Conclusion 

U.S. counties with greater percentages of unhealthy food outlets have higher rates of 
hospitalizations among adults with diabetes, but this relationship plateaus at a point of extreme 
saturation by unhealthy outlets. Understanding this food swamp saturation point may provide 
insight into geographic disparities in diabetes complication rates across the country as well as 
new ways in which policy makers and practitioners can prevent diabetic complications and the 
resulting morbidity and mortality. 
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1.7 Appendix 

Table A1.1 ICD-9 Codes & Diagnoses Included in AHRQ Prevention Quality Indicators  

Prevention Quality Indicator 01: Diabetes with Short-term Complications 

ICD-9 
Code Diagnosis 

ICD-9  
Code Diagnosis 

25010 Diabetes with ketoacidosis, type II 25022 Diabetes with hyperosmolarity, type II, 
uncontrolled 

25011 Diabetes with ketoacidosis, type I 25023 Diabetes with hyperosmolarity, type I, 
uncontrolled 

25012 Diabetes with ketoacidosis, type II, 
uncontrolled 

25030 Diabetes with other coma, type II 

25013 Diabetes with ketoacidosis, type I, 
uncontrolled 

25031 Diabetes with other coma, type II 

25020 Diabetes with hyperosmolarity, type II 25032 Diabetes with other coma, type II, 
uncontrolled 

25021 Diabetes with hyperosmolarity, type I 25033 Diabetes with other coma, type I, 
uncontrolled 

    

Prevention Quality Indicator 03: Diabetes with Long-term Complications 

ICD-9  
Code Diagnosis 

ICD-9  
Code Diagnosis 

25040 Diabetes with renal manifestations, 
type II 

25070 Diabetes with peripheral circulatory 
disorders, type II 

25041 Diabetes with renal manifestations, 
type II 

25071 Diabetes with peripheral circulatory 
disorders, type I 

25042 Diabetes with renal manifestations, 
type II, uncontrolled 

25072 Diabetes with peripheral circulatory 
disorders, type II, uncontrolled 

25043 Diabetes with renal manifestations, 
type I, uncontrolled 

25073 Diabetes with peripheral circulatory 
disorders, type I, uncontrolled 

25050 Diabetes with ophthalmic 
manifestations, type II 

25080 Diabetes with other specified 
manifestations, type II 

25051 Diabetes with ophthalmic 
manifestations, type I 

25081 Diabetes with other specified 
manifestations, type I 

25052 Diabetes with ophthalmic 
manifestations, type II, uncontrolled 

25082 Diabetes with other specified 
manifestations, type II, uncontrolled 

25053 Diabetes with ophthalmic 
manifestations, type I, uncontrolled 

25083 Diabetes with other specified 
manifestations, type I, uncontrolled 

25060 Diabetes with neurological 
manifestations, type II 

25090 Diabetes with unspecified complication, 
type II 

25061 Diabetes with neurological 
manifestations, type I 

25091 Diabetes with unspecified complication, 
type I 

25062 Diabetes with neurological 
manifestations, type II, uncontrolled 

25092 Diabetes with unspecified complication, 
type II, uncontrolled 

25063 Diabetes with neurological 
manifestations, type I, uncontrolled 

25093 Diabetes with unspecified complication, 
type I, uncontrolled 
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Prevention Quality Indicator 14: Uncontrolled Diabetes 
ICD-9  
Code Diagnosis 

ICD-9  
Code Diagnosis 

25002 Diabetes mellitus without mention of 
complication, type II, uncontrolled 

25003 Diabetes mellitus without mention of 
complication, type I, uncontrolled 

    
Prevention Quality Indicator 16: Lower Extremity Amputation among Patients with Diabetes 
Lower Extremity Amputation   
ICD-9  
Code Diagnosis 

ICD-9  
Code Diagnosis 

8410 Lower limb amputation, not otherwise 
specified 

8416 Disarticulation of knee 

8412 Amputation through foot 8417 Amputation above knee 
8414 Amputation of ankle through malleoli 

of tibia and fibula 
8418 Disarticulation of Hip 

8415 Other amputation below knee 8419 Abdominopelvic amputation 

    
Diabetes   
ICD-9  
Code Diagnosis 

ICD-9  
Code Diagnosis 

25000 Diabetes mellitus without mention of 
complications, type II 

25050 Diabetes with ophthalmic manifestations, 
type II 

25001 Diabetes mellitus without mention of 
complications, type I 

25051 Diabetes with ophthalmic manifestations, 
type I 

25002 Diabetes mellitus without mention of 
complications, type II, uncontrolled 

25052 Diabetes with ophthalmic manifestations, 
type II, uncontrolled 

25003 Diabetes mellitus without mention of 
complications, type I, uncontrolled 

25053 Diabetes with ophthalmic manifestations, 
type I, uncontrolled 

25010 Diabetes with ketoacidosis, type II 25060 Diabetes with neurological 
manifestations, type II 

25011 Diabetes with ketoacidosis, type I 25061 Diabetes with neurological 
manifestations, type I 

25012 Diabetes with ketoacidosis, type II, 
uncontrolled 

25062 Diabetes with neurological 
manifestations, type II, uncontrolled 

25013 Diabetes with ketoacidosis, type I, 
uncontrolled 

25063 Diabetes with neurological 
manifestations, type I, uncontrolled 

25020 Diabetes with hyperosmolarity, type II 25070 Diabetes with peripheral circulatory 
disorders, type II 

25021 Diabetes with hyperosmolarity, type I 25071 Diabetes with peripheral circulatory 
disorders, type I 

25022 Diabetes with hyperosmolarity, type II, 
uncontrolled 

25072 Diabetes with peripheral circulatory 
disorders, type II, uncontrolled 

25023 Diabetes with hyperosmolarity, type I, 
uncontrolled 

25073 Diabetes with peripheral circulatory 
disorders, type I, uncontrolled 

25030 Diabetes with other coma, type II 25080 Diabetes with other specified 
manifestations, type II 

25031 Diabetes with other coma, type II 25081 Diabetes with other specified 
manifestations, type I 

25032 Diabetes with other coma, type II, 
uncontrolled 

25082 Diabetes with other specified 
manifestations, type II, uncontrolled 

25033 Diabetes with other coma, type I, 
uncontrolled 

25083 Diabetes with other specified 
manifestations, type I, uncontrolled 
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25040 Diabetes with renal manifestations, 
type II 

25090 Diabetes with unspecified complication, 
type II 

25041 Diabetes with renal manifestations, 
type II 

25091 Diabetes with unspecified complication, 
type I 

25042 Diabetes with renal manifestations, 
type II, uncontrolled 

25092 Diabetes with unspecified complication, 
type II, uncontrolled 

25043 Diabetes with renal manifestations, 
type I, uncontrolled 

25093 Diabetes with unspecified complication, 
type I, uncontrolled 

Source. Agency for Healthcare Research and Quality (AHRQ) Prevention Quality Indicators Technical 
Specifications, Version 6.0 
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Chapter 2: 
 
Washington’s Liquor License System and Alcohol-Related Adverse Health Outcomes 
 

Abstract 

In June 2012, Washington implemented Initiative 1183, which privatized liquor sales. As a 
result, the number of off-premise outlets increased from 330 outlets to over 1,400 outlets and 
trading hours lengthened. Increased availability of liquor may lead to increased consumption. 
This study examines the impact of Initiative 1183 on alcohol-related adverse health outcomes, 
measured by inpatient hospitalizations for alcohol-related disorders and accidental injuries. It 
further assesses whether the impact differed by urbanicity, because outlets increased most in 
urban areas. Data are from the AHRQ Healthcare Cost & Utilization State Inpatient Database 
2010-2014. County-level difference-in-differences models were used to compare changes in the 
rates of hospitalizations following Initiative 1183 in Washington to changes in Oregon. 
Washington’s Initiative 1183 was associated with a significant increase in the rate of accidental 
injury hospitalizations in urban areas of Washington that was on average 0.289 hospitalizations 
per 1,000 county residents per quarter greater than the simultaneous increase observed in urban 
areas in Oregon (p=0.017). This result was robust to specifications using a propensity score 
matched sample and synthetic control methods. Initiative 1183, however, was not significantly 
associated with differential changes in the rate of hospitalizations for alcohol-related disorders in 
counties of urban, suburban, or rural counties. Statewide policies that expand the availability of 
liquor may increase the number of accidental injuries among the population most exposed, 
perhaps by encouraging increases in consumption that are incremental but not substantial enough 
to exacerbate chronic conditions in the short-run. 
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2.1 Introduction 

Background 

Alcohol misuse is the third leading cause of preventable death in the United States, 
resulting in over 88,000 deaths per year.1 Approximately 44 percent of these deaths are 
attributable to chronic alcohol-related conditions, and another 36 percent are attributable to 
accidental injuries.2 Alcohol misuse further leads to 2.5 billion years of potential life lost 
annually, 34 percent of which are attributable to chronic conditions and 40 percent of which are 
attributable to accidental injuries.2 Previous research suggests that alcohol consumption is related 
to retail availability; observational studies have found that the density of off-premise outlets 
(establishments that sell liquor to be consumed off the premises) is associated with rates of 
alcohol-attributable deaths and hospitalizations as well as ambulance attended accidental 
injuries.3–8 

Some jurisdictions have regulated off-premise density with alcohol control systems, in 
which the government maintains a monopoly over alcohol retail, in contrast to license systems, 
in which the government licenses private vendors to sell alcohol. Control systems can be applied 
to all alcohol or only specific types, but they are most commonly applied to liquor. Currently 
eleven states operate under some type of retail liquor control system.  

In November 2011, the voters of Washington approved Initiative 1183 to abolish the 
state’s liquor control system. Prior to this date, beer and wine had been available for purchase in 
private licensed stores but liquor was only available in government owned or contracted stores. 
Initiative 1183 privatized liquor sales, allowing any store larger than 10,000 square feet, 
including supermarkets, drug stores, supercenters, and large alcohol specialty stores, to sell 
liquor for the first time. It additionally abolished the three-tier system requiring the separation of 
the production, wholesale, and retail sectors and, in an effort to keep the state’s revenue 
unchanged, significantly raised taxes on liquor.9 Overall, it was the most comprehensive 
statewide change in alcohol policy since the repeal of prohibition in 1933. 

The initiative went into effect in June 2012 and drastically increased the availability of 
liquor. Since this date, the number of off-premise liquor outlets has increased from about 330 
outlets to over 1,400 outlets.10,11 Many of these outlets also offer later operating hours than the 
government stores previously had offered; by law, government stores closed at 9:00 pm on 
weekdays, 10:00 pm on Fridays and Saturdays, and 5:00 pm on Sundays.12 Under Initiative 
1183, stores are only prohibited from selling alcohol between 2:00 am and 6:00 am.  

Initiative 1183 represents a unique opportunity to analyze the relationship between liquor 
availability and health outcomes in a natural policy experiment. The only other instances of retail 
liquor privatization in the U.S. took place in Iowa and West Virginia, but these policy changes 
occurred over thirty years ago and studies were inconclusive with regard to their impact on 
health outcomes. Of the three existing analyses, all focused on Iowa and none included a control 
group, which means results rely on strong assumptions about post-policy temporal patterns had 
the policy not occurred. Two studies examined changes in alcohol sales and yielded conflicting 
results.13,14 The third assessed the impact of privatization on changes in self-reported heavy and 
problem drinking, with liver cirrhosis as a secondary outcome, but a co-occurring wine 
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privatization policy made it impossible to disentangle the effect of liquor privatization from that 
of wine privatization.15 Much of the existing observational work on the correlations between 
existing outlet density and alcohol related outcomes has been cross-sectional or has focused on 
jurisdictions outside of United States.16–18  

Previous research examining the impact of Initiative 1183 focused on public opinion19,20 
and purchasing and price changes.12,21 However, some of this work suggests the potential for 
impacts on health outcomes. An evaluation conducted by the Washington State Office of 
Financial Management found that sales in off-premise outlets increased significantly after 
Initiative 1183’s implementation, controlling for on-premise outlet (i.e. bars, restaurants) sales, 
average prices of alcohol, and population change.10 Moreover, an analysis of Nielsen Homescan 
data observed that the addition of outlets after implementation was associated with increases in 
liquor expenditures, the volume of liquor purchased, and the volume of total ethanol purchased, 
and does not find evidence that consumers are simply substituting liquor for wine or beer.22 
Another study used survey data to assess changes in self-reported drinking habits after 
privatization and found that while reported total liquor consumption decreased, reported mean 
quantity of liquor consumed per day of use increased.23 These findings suggest that riskier 
drinking patterns may have resulted from liquor privatization even when there was no overall 
increase in consumption. 

Hypotheses & Objective 

 There are a variety of mechanisms through which a sudden increase in the availability of 
liquor could theoretically increase consumption. Encountering liquor in grocery stores and drug 
stores where one has stopped to purchase other items can result in more frequent temptation, 
depleted willpower, and triggering of habits by context cues. Additionally, the greater density of 
off-premise outlets and their extended operating hours reduces the time, effort, and opportunity 
costs of acquiring liquor. Finally, the colocation of liquor in retail outlets with everyday products 
may foster a norm that it is more socially acceptable than when it could only be obtained in 
specialty stores, which may have made it seem more elicit. This may especially be true 
considering it is now sold in such stores as pharmacies and Whole Foods markets, which 
otherwise sell largely health-promoting goods. 

 If citizens of Washington are consuming more liquor and, thus, more alcohol overall, 
they are likely to experience adverse health consequences that result in hospitalizations. Binge 
drinking, the act of consuming four or more drinks in a single occasion for women and five or 
more for men, as well as heavy drinking, defined as consuming eight or more drinks per week 
for women and fifteen or more for men, increase one’s risk of acute health conditions, such as 
alcohol poisoning, and chronic conditions, such as cirrhosis or fatty liver disease.13 Research 
from other countries has found that the density of off-premise outlets is associated with rates of 
alcohol-attributable deaths and hospitalizations,14–16 even for those chronic conditions that can 
require years to manifest.16,17  

H1: The implementation of Initiative 1183 will be associated with an increase in the rate of 
hospitalizations for alcohol-related disorders, both acute and chronic.  

 



 
32 

 If greater availability is encouraging Washington residents to consume more alcohol 
overall, more liquor at the expense of beer and wine, or even simply more liquor per drinking 
day, it is likely to result in a greater number of accidental injuries. Consuming alcohol can lead 
to intoxication, which involves impairment of balance, movement, reaction time, and 
judgement.18 All of these impairments can increase the risk of unintentional injuries, such as 
falls, drownings, and motor vehicle crashes. Previous literature from a variety of settings has 
confirmed that alcohol consumption is associated with higher risk of injury.19–21 There is likely 
an exponential dose response between consumption and risk,22 but risk of injury is substantially 
higher with even small amounts of consumption. It is estimated that injury risk doubles at just 
one drink (odds ratio = 2.3-2.7),23 and that risk is higher at a blood alcohol concentration of 0.05 
for just one hour.24 Studies have found that, in comparison to beer and wine, liquor can raise 
blood alcohol concentration to a higher level and more quickly,25–27 which suggests that more 
injuries would be likely if residents of Washington began preferentially purchasing liquor even if 
not purchasing more alcohol overall.  

H2: The implementation of Initiative 1183 will be associated with an increase in the rate of 
hospitalizations for accidental injuries. 

 Initiative 1183 certainly did not increase liquor availability uniformly across the state; it 
was particularly concentrated in urban areas. If rural areas experienced only minor changes in 
outlet density as a result of 1183, outlets may still be few and far apart and liquor may only be 
marginally more available. If so, the effect of Initiative 1183 may be weaker in rural areas. 
However, due to both contextual and compositional effects of areas, alcohol usage patterns and 
alcohol use disorder rates differ in urban, suburban, and rural contexts.30 This heterogeneity can 
be obscured when aggregating counties of all types. For instance, a nationwide study found that 
the prevalence of drinking in excess of recommended weekly limits was similar among urban 
and rural residents, but significantly lower among suburban residents.31 Such differences could 
moderate the effect of Initiative 1183 on adverse health outcomes.  

H3: The association of Initiative 1183 with the rate of hospitalizations for alcohol-related 
disorders and accidental injuries will differ in magnitude in urban, suburban, and rural areas.  

As such, this paper assesses the influence of Initiative 1183 on inpatient hospitalizations 
for alcohol-related disorders and for accidental injuries, outcomes that do not rely on self-report 
or recall. Further, it explores whether the effect of Initiative 1183 varied in urban, suburban, and 
rural contexts.  

2.2 Methods 

Data 

Hospitalization data are from the AHRQ Healthcare Cost and Utilization Project (HCUP) 
State Inpatient Databases 2010-2014, which is an encounter level database that contains all 
discharge records for community hospital inpatient stays, regardless of payer, within 
participating states.26 County-level contextual data from the HHS Area Health Resource File 
(AHRF) 2010-2014 and data on off-premise outlets obtained from the Washington State Liquor 
and Cannabis Board were integrated with the HCUP data. 
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Comparison Group 

 The state of Oregon was used as a comparison group for this analysis. Washington and 
Oregon are demographically similar (see Table 2.2), and Oregon currently operates under a 
liquor control system, similar to Washington’s prior to Initiative 1183. 

Measures 

The analysis was conducted at the county level, with one observation per county per 
quarter in the calendar year. The outcomes were the rates of hospitalizations for alcohol-related 
disorders and for accidental injuries. Hospitalized patients were matched to their counties of 
residence using the Federal Information Processing System (FIPS) county code on the 
hospitalization record, and hospitalizations of interest were summed for each county and quarter. 
Hospitalizations for alcohol-related disorders were defined as inpatient records with any listed 
ICD-9 Clinical Classification Software code of 660, which denotes “alcohol-related disorders.” 
Diagnoses that fall under this classification include alcohol-induced mental disorders as well as 
both chronic and acute physical health conditions. Hospitalizations for accidental injuries were 
defined according to the recommended framework put forth by the Centers for Disease Control 
and Prevention, which classifies injuries according to the intent and mechanism by which they 
occurred.27 According to this framework, relevant hospitalizations include records with any 
listed External Cause of Injury Code (“Ecode”) of E800-E869 and E880-E929. This range of 
codes denotes injuries that occurred by accident and includes a broad scope of mechanisms, 
including falls, fires, cuts, and motor vehicle accidents. A full list of diagnoses included under 
each classification is included in the appendix. Hospitalization rates were expressed as the 
number of hospitalizations per 1,000 county residents. Quarterly population estimates were 
obtained by interpolation from yearly estimates.  

Statistical Analysis 

The main analysis specified a difference-in-difference model, comparing the changes in 
the rate of hospitalizations for each alcohol-related adverse health outcome following the 
implementation of Initiative 1183 in Washington to changes in the rate of such hospitalizations 
in Oregon over the same time period.  

The analysis utilized the following model:  

Yit=β0 + β1Postt + β2(Postt x WAi) + β3Xit + ϵit 

In which Y represents the rate of hospitalizations (for alcohol-related disorders or 
accidental injuries) in county i at time t, Post represents an indicator for time t being after 
Initiative 1183 was implemented (1) or before (0), and PostxWA, the parameter of interest, 
represents the interaction of Post and an indicator variable for county i being within Washington 
(1) or Oregon (0). The model additionally included a vector of fixed effects X, which contains 
fixed effects for year (to account for time trends), quarter (to account for seasonality in alcohol 
consumption), county (to account for time-invariant county attributes that may influence 
hospitalizations) and a beer tax that was implemented and expired in Washington during this 
period. The inclusion of the county fixed effect eliminated the original WA indicator variable 
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from the model due to collinearity. ϵit represents the county and time-specific error term. Errors 
were clustered at the county level to account for non-independence. 

After analyzing counties of all types together in a single model, the analyses were 
stratified by the urban/suburban/rural classification of each county. The strata were: 
metropolitan-urban (Rural Urban Continuum Codes 1-3), nonmetropolitan-urban (Codes 4-5), 
and rural/less urbanized (Codes 6-9).28  

Analysis of Pre-Intervention Trends 

For difference-in-difference models to be unbiased, they require the assumption that 
outcome trends for the treated and comparison groups would have followed parallel trajectories 
over time were it not for the intervention. While this assumption is untestable, whether or not 
trends were parallel prior to the intervention can be observed. If they were not parallel, the 
assumption is violated. Thus, differences in trends in both hospitalization rates within each 
urban-rural stratum were assessed both visually using graphs and statistically by regressing the 
outcome on the time trend and an interaction of the time trend with a state variable in the pre-
implementation period. A coefficient for the interaction term that is close to zero or not statically 
significant would suggest that there is no significant difference in the states’ pre-period 
trends.29,30 

Sensitivity Analyses 

The robustness of the study results to alternative model specifications was assessed using 
several sensitivity analyses. First, although hospitalization rates for each outcome and within 
each urban-rural stratum were normally distributed, all models were run using negative binomial 
regression, modeling the counts of hospitalizations with population offset.  

Second, the injury models were run using a more restrictive outcome definition. The 
main models included all accidental injuries because it is common for alcohol-related encounters 
to not be marked as such in diagnostic codes,31–35 so stricter definitions would likely fail to 
capture all true alcohol-related injuries. Nonetheless, results using a narrower definition should 
mirror those of the wider definition. This stricter definition included only those accidents that 
also had a listed diagnosis code of alcohol intoxication, either acute alcohol intoxication in 
alcoholism (ICD-9 codes: 303.00-303.03) or nondependent alcohol abuse (ICD-9 codes: 305.00-
305.03). These hospitalizations were extremely rare; twenty percent of county-quarter 
observations had zero such hospitalizations recorded. Due to the high number of zero values, the 
model was run using negative binomial regression with hospitalization counts as the outcome 
and population offset rather than linear regression with rates as the outcome, as linear regression 
of count data with many zeros can be biased even with various types of transformation.36,37  

Third, the models were estimated with the exclusion of certain counties to ensure that the 
study results were not being driven by a small number of influential counties. The models were 
run without King County, the home of Seattle, where approximately 28 percent of the population 
resides. Conversely, the models were run excluding any counties with a population under 5,000 
residents, as these counties may not have large enough populations to reliably estimate 
hospitalization rates.38,39 
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Finally, for any statewide analysis or urban-rural strata for which there was evidence that 
pre-intervention outcome trends in Washington and Oregon were not parallel, additional 
sensitivity analyses were conducted using two alternative comparison groups. First, propensity 
score matching was used to match counties in Washington to counties similar in key 
characteristics and pre-intervention outcomes from eleven other states for which HCUP data was 
available. Second, a comparison group was created from the eleven other states using synthetic 
control methods, which generate an artificial comparison group by weighting observations from 
a “donor” group to best approximate the treated unit in pre-intervention outcomes and other 
relevant covariates.40,41 Further details on these methods and their utility as robustness checks in 
these circumstances are included in the appendix. 

2.3 Results 

Descriptive Statistics 

The number of off-premise outlets changed substantially in Washington after the 
implementation of Initiative 1183, but the change was primarily concentrated in metropolitan-
urban counties (see Figures 2.1 and 2.2). These counties experienced, on average, an increase of 
46.43 outlets after implementation. As expected, the largest increase took place in King county, 
where outlets increased by 467 percent from 72 outlets to 408 outlets. Nonmetropolitan-urban 
and rural counties experienced much smaller changes. On average, nonmetropolitan-urban 
counties gained 9.38 outlets while rural counties gained 2.70 outlets. Two rural counties 
experienced no change in outlets after 1183 implementation and one rural county lost its only 
existing outlet. 
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Figure 2.1. Off-premise outlets in WA before (2012) and after (2014) 
Initiative 1183 Implementation 
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Hospitalizations for both alcohol-related disorders and accidental injuries were relatively 
rare in the inpatient data in comparison to other diagnoses; the mean hospitalization rates in 
Washington prior to 1183 implementation were 1.07 alcohol-related disorder hospitalizations per 
1,000 county residents per quarter (SD=0.46) and 1.65 accidental injury hospitalizations per 
1,000 county residents per quarter (SD=0.60). The most frequent principal diagnoses for 
hospitalizations for alcohol-related disorders were alcohol withdrawal, acute pancreatitis, 
septicemia, alcoholic cirrhosis of the liver, and alcohol withdrawal delirium.  The most frequent 
principal diagnoses for hospitalizations for accidental injuries were falls, most commonly from 
slipping, tripping, or stumbling, falling from stairs, or in other or unspecified manners.  

Rates of both types of hospitalization increased slightly after implementation of 1183 (by 
0.05 hospitalizations for alcohol-related disorders and by 0.16 hospitalizations for accidental 
injuries), but two-sided t-tests reveal that the increase was only statistically significant for 
accidental injuries. Hospitalization rates for both outcomes showed a similar pattern within each 
urban-rural stratum, increasing some after implementation, but the increase was only significant 
for accidental injuries in metropolitan-urban counties (see Table 2.1).  

  

Figure 2.2. Off-premise outlet location & Density in WA after Initiative 1183 
Implementation 
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Table 2.1. Washington Hospitalization Rates Before and After 1183 Implementation 

Type of Hospitalization   
Before 1183  
Mean (SD) 

After 1183  
Mean (SD)   

Alcohol-related disorders     
   All counties (n=39)  1.07 (0.46) 1.12 (0.44)  
   Metropolitan-urban (n=21)  1.06 (0.34) 1.12 (0.34)  
   Nonmetropolitan-urban (n=8)  1.16 (0.54) 1.19 (0.47)  
   Less urbanized (n=10)  1.02 (0.574) 1.07 (0.58)  
Accidental injuries     
   All counties (n=39)  1.65 (6.0) 1.81 (0.88)*  
   Metropolitan-urban (n=21)  1.58 (0.52) 1.75 (0.80)*  
   Nonmetropolitan-urban (n=8)  1.94 (0.67) 2.07 (1.00)  
   Less urbanized (n=10  1.56 (0.65) 1.71 (0.92)  
Note. * denotes p<0.05 significance in test of means compared to pre-implementation period. Rates are 
expressed as the number of hospitalizations per 1,000 residents per county per quarter of the calendar 
year 
Source. AHRQ Health Care Cost and Utilization Project (HCUP) state inpatient files 2010-2014 

 

Mean hospitalization rates were slightly higher in Oregon and also increased over this 
time period. The mean rate of hospitalizations for alcohol-related disorders increased from 1.16 
(SD=0.57) to 1.30 (SD=0.64) hospitalizations per 1,000 county residents per quarter and the 
mean rate of hospitalizations for accidental injuries increased from 1.73 (SD=0.62) to 1.93 
(SD=1.02) hospitalizations per 1,000 county residents per quarter. Both increases were 
statistically significant. Alcohol-related disorder hospitalization rates increased in all urban-rural 
strata, but the increase was not significant in nonmetropolitan-urban counties. Accidental injury 
hospitalization rates increased in both nonmetropolitan-urban and rural counties, but the increase 
again was not significant in nonmetropolitan-urban counties. The greatest departure from the 
trends in Washington was that accidental injury hospitalization rates decreased in metropolitan-
urban counties, although this decrease was not statistically significant. 

Table 2.2 displays the baseline socioeconomic and demographic characteristics of 
Washington and Oregon counties, including those that have been associated with alcohol use 
and/or hospitalization rates.24,42–46 Tests of means reveals few significant differences, supporting 
Oregon’s utility as a comparison group. 

  



 
38 

 

Table 2.2. Demographic and Socioeconomic Characteristics of Counties by State at Baseline 

Variable   

Washington 
(n=39)  

Mean (SD) 

Oregon  
(n=36)  

Mean (SD) 

    
Median age  40.90 (7.10) 42.66 (5.74) 

Percentage of population age 15-24  13.40 (5.30) 12.25 (3.16) 

Percentage of population age 65+  16.19 (4.89) 17.69 (4.72) 
Median household income  $46,621.33 (7,814.28) $42,680.97* (6,600.10) 

Unemployment rate  10.47 (2.19) 11.29 (2.32) 

Percent uninsured   67.31 (4.61) 63.67* (4.70) 

Percent urban  55.21 (31.69) 55.63 (27.25) 

Percentage of population white  83.70 (8.99) 87.78* (6.56) 

Percentage of population Non-Hispanic Black  1.24 (1.44) 0.69 (0.91) 

Percentage of population Hispanic   12.73 (13.91) 10.58 (8.19) 

Percentage of population Asian  2.41 (2.87) 1.50 (1.79) 
Note. * denotes p<0.05 significance in test of means compared to Washington. 
Source. AHRQ Health Care Cost and Utilization Project (HCUP) state inpatient files 2010-2014, HHS Area 
Health Resources File (AHRF) 2010-2014 

Pre-Intervention Trends 

Figures 2.3 and 2.4 show the trends of each outcome over the study period and 
demonstrate that trends for both outcomes were roughly parallel in Washington and Oregon prior 
to the implementation of 1183, with approximately matching seasonal peaks and troughs.  The 
same is true within each urban-rural stratum, permitting some leniency considering the lower 
precision of estimates resulting from smaller sample sizes. Further, when statistically testing for 
pre-implementation trend differences, the coefficients for the interaction terms of time and state 
are not significant for all outcomes in the full sample and within all strata, with the exception of 
accidental injuries in metropolitan-urban counties. This regression results in a statistically 
significant coefficient of 0.03, which suggests a difference in the pre-existing trends in 
hospitalization rates in these counties in Washington compared to Oregon, albeit a small 
difference.  



 
39 

 
 
 
 

 

.8
1

1.
2

1.
4

1.
6

1.
8

M
ea

n 
al

co
ho

l d
iso

rd
er

 ra
te

 (p
er

 1
00

0 
re

sid
en

ts
)

Qtr 1 2010 Qtr 1 2011 Qtr 1 2012 Qtr 1 2013 Qtr 1 2014

WA OR

All counties

.8
1

1.
2

1.
4

1.
6

1.
8

M
ea

n 
al

co
ho

l d
iso

rd
er

 ra
te

 (p
er

 1
,0

00
 re

sid
en

ts
)

Qtr 1 2010 Qtr 1 2011 Qtr 1 2012 Qtr 1 2013 Qtr 1 2014

WA OR

Metropolitan-urban
.8

1
1.

2
1.

4
1.

6
1.

8
M

ea
n 

al
co

ho
l d

iso
rd

er
 ra

te
 (p

er
 1

,0
00

 re
sid

en
ts

)

Qtr 1 2010 Qtr 1 2011 Qtr 1 2012 Qtr 1 2013 Qtr 1 2014

WA OR

Nonmetropolitan-urban

.8
1

1.
2

1.
4

1.
6

1.
8

M
ea

n 
al

co
ho

l d
iso

rd
er

 ra
te

 (p
er

 1
,0

00
 re

sid
en

ts
)

Qtr 1 2010 Qtr 1 2011 Qtr 1 2012 Qtr 1 2013 Qtr 1 2014

WA OR

Rural

Alcohol-Related Disorder Hospitalization Rates by County Type
1

1.
5

2
2.

5
M

ea
n 

ac
cid

en
ta

l in
ju

ry
 ra

te
 (p

er
 1

00
0 

re
sid

en
ts

)

Qtr 1 2010 Qtr 1 2011 Qtr 1 2012 Qtr 1 2013 Qtr 1 2014
Quarters

WA OR

All counties

1
1.

5
2

2.
5

M
ea

n 
ac

cid
en

ta
l in

ju
ry

 ra
te

 (p
er

 1
,0

00
 re

sid
en

ts
)

Qtr 1 2010 Qtr 1 2011 Qtr 1 2012 Qtr 1 2013 Qtr 1 2014

WA OR

Metropolitan-urban

1
1.

5
2

2.
5

M
ea

n 
ac

cid
en

ta
l in

ju
ry

 ra
te

 (p
er

 1
,0

00
 re

sid
en

ts
)

Qtr 1 2010 Qtr 1 2011 Qtr 1 2012 Qtr 1 2013 Qtr 1 2014

WA OR

Nonmetropolitan-urban

1
1.

5
2

2.
5

M
ea

n 
ac

cid
en

ta
l in

ju
ry

 ra
te

 (p
er

 1
,0

00
 re

sid
en

ts
)

Qtr 1 2010 Qtr 1 2011 Qtr 1 2012 Qtr 1 2013 Qtr 1 2014

WA OR

Rural

Accidental Injury Hospitalization Rates by County Type

Figure 2.3. Alcohol-related Disorder Hospitalization Rates in Washington & Oregon 
Before and After 1183 Implementation 

Figure 2.4. Accidental Injury Hospitalization Rates in Washington & Oregon Before and 
After 1183 Implementation 
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Model Results  

 In adjusted difference-in-difference models, the implementation of Initiative 1183 in 
Washington was not significantly associated with a differential change in hospitalization rates for 
alcohol-related disorders nor for accidental injuries compared to contemporaneous changes in 
Oregon (see Table 2.3). Stratified models similarly suggest no significant effect of 1183 for all 
county types and all outcomes, except with regard to accidental injuries in metropolitan-urban 
counties. In these counties, 1183 was significantly associated with an increase in the rate of 
accidental injury hospitalizations in Washington that was on average 0.289 hospitalizations per 
1,000 county residents per quarter greater than the simultaneous increase observed in Oregon 
(p=0.017). 

Table 2.3. Difference-in Difference Models of County Hospitalization Rates for Alcohol-Related 
Harms following Implementation of 1183 by Urban-Rural Classification 

    
Alcohol-Related 

Disorders 
Accidental  

Injuries   
All counties (n=75)     

    Post 1183xWA  -0.038 
(0.065) 

-0.092 
(0.144)  

Metropolitan-urban (n=34)     

    Post 1183xWA  -0.004 
(0.056) 

0.289* 
(0.115)  

Nonmetropolitan-urban (n=14)     

    Post 1183xWA  -0.110 
(0.074) 

-0.048 
(0.193)  

Less urbanized (n=27)     

    Post 1183xWA  -0.023 
(0.146) 

-0.453 
(0.273)  

Note. Presented are coefficient estimates from ordinary least squares regression. Post 1183xWA = interaction 
between indicator for pre-1183 enactment (0) or post-enactment (1) and indicator for county being in Oregon (0) 
or Washington (1). Models include indicators for post-enactment and WA beer tax and county, year, and quarter 
fixed effects. County clustered standard errors are in parentheses. Boldface indicates statistical significance 
(*p<0.05, **p<0.01, ***p<0.001). 
Source. AHRQ Health Care Cost and Utilization Project (HCUP) state inpatient files 2010-2014. 

Sensitivity Analyses 

 The pattern of results was consistent in sensitivity analyses. Negative binomial regression 
models found statistically significant increases only in accidental injury hospitalization rates in 
metropolitan-urban counties (IRR=1.170, p=0.003). The models analyzing specifically alcohol-
related accidental injuries found a statistically significant and even slightly stronger effect in 
metropolitan-urban counties (IRR=1.229, p=0.002) but no effect in nonmetropolitan-urban or 
rural counties.  The models that excluded King county as well as those that excluded small 
counties were consistent with the main models (results not shown).  
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Propensity score and synthetic control methods were used to assess accidental injuries in 
metropolitan-urban counties, because analyses suggested the parallel trends assumption may not 
be satisfied for this outcome within this stratum. Results of both alternative methods were 
consistent, and slightly stronger in magnitude (see Table 2.4). When the adjusted difference-in-
difference model was run using the matched control group, Initiative 1183 was significantly 
associated with an increase in the rate of accidental injury hospitalizations in Washington that 
was on average 0.375 hospitalizations per 1,000 county residents per quarter greater than the 
increase observed in the matched counties (p=0.004). Similarly, Washington counties had an 
average increase in the hospitalization rate that was 0.407 hospitalizations per 1,000 county 
residents per quarter greater than the increase in the hospitalization rate in the synthetic control 
group (p=0.016). Figures 2.5 and 2.6 display these differences in mean hospitalization rates in 
Washington counties compared to the matched counties and the synthetic control. 

Table 2.4. Estimated Treatment Effect of Initiative 1183 on Accidental Injury Hospitalization Rates in 
Washington Urban Counties across Model Specifications 

  
DID with Oregon as 

Control 
DID with Propensity Score 

Matched Control Synthetic Control 

Treatment Effect (ATT) 0.289 0.375 0.362 
P-value 0.017 0.004 0.001 
Note. DID=Difference-in-difference; ATT=Average treatment effect on the treated. 
Source. AHRQ Health Care Cost and Utilization Project (HCUP) state inpatient files 2010-2014. 
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2.4 Discussion 

 These findings suggest that the implementation of Initiative 1183 in Washington was 
associated with an increase in the rate of hospitalizations for accidental injuries in metropolitan-
urban counties. Using the adjusted difference-in-difference estimate and taking into account the 
average population of 288,319 residents in the 21 urban counties in Washington, this finding 
translates into 17,498 additional hospitalizations in Washington over the 2.5 year post-
intervention period under study. The number rises if the estimates from the matched difference-
in-difference or synthetic control analyses are used. This escalation in injuries occurred despite 
price increases for liquor of between five and fifteen percent,12 which may have offset some 
additional effects of increased availability. In contrast, there was no evidence of an increase in 
accidental injuries in nonmetropolitan-urban or rural counties. These results are consistent with 
expectations, because the off-premise outlet increase after implementation was primarily 
concentrated in metropolitan-urban counties. In essence, the analysis finds an effect only in those 
counties strongly affected by Initiative 1183 and no evidence of an effect in those counties in 
which the initiative did little to alter the availability status quo.  

In contrast to findings from observational studies on retail availability, this analysis 
indicates that there was no influence of Initiative 1183 on hospitalizations for alcohol-related 
disorders in counties of any type. It is possible that the time period under study was too short to 
detect a change in chronic alcohol-related conditions such as liver cirrhosis and alcohol 
dependence that can take many years or decades to manifest, although evidence has suggested 
that rates of chronic conditions can change alongside changes in per capita consumption.47,48 It is 
also possible that increased availability simply had no impact on the purchasing and 

1.
4

1.
6

1.
8

2
2.

2
M

ea
n 

ac
ci

de
nt

al
 in

ju
ry

 ra
te

 (p
er

 1
,0

00
 re

si
de

nt
s)

-10 -5 0 5 10
Lead

WA Control

Figure 2.6. Accidental Injury Hospitalization Rates in Urban Counties in 
Washington & Synthetic Control Before and After 1183 Implementation 



 
43 

consumption of already habitually heavy drinkers, who make up the population at higher risk of 
such disorders. However, evidence from other settings again suggests the contrary, that heavy 
drinkers do increase their consumption in response to changes in alcohol availability, perhaps 
even more so than lighter drinkers.49,50 It is plausible, though, that the increased availability 
resulted in greater liquor consumption among all drinkers but only by small quantities. As noted 
in the introduction, injury risk can increase at even low levels of alcohol consumption and 
intoxication. However, heavy drinkers were presumably already drinking large quantities of 
alcohol prior to privatization, and a small increase in the amount consumed may have had a 
negligible effect on the development of chronic conditions. Such conclusions are beyond the 
scope of this analysis but certainly warrant future study. 

This analysis is unique in that it is the first to assess whether the abolition of a statewide 
liquor control system in the U.S. setting translated into alcohol-related adverse health outcomes. 
As such, it is difficult to contextualize within existing literature. Wine privatization has occurred 
in the U.S. and evaluations generally suggest that wine sales increased,53,54 but alcohol-related 
harms were largely unstudied. Further, it is possible that liquor privatization has an entirely 
different influence on consumption and harms than wine privatization.53 Liquor constitutes a 
much higher percentage of per capita alcohol consumption than wine in the U.S.,55,56 and liquor 
can raise blood alcohol concentration to a higher level and more quickly than can wine, which 
may result in different rates of adverse outcomes.57–59  Liquor privatization has taken place in 
Alberta and British Columbia, but comparisons are challenging because these policy changes 
were quite different from that of Washington. For instance, sales were allowed in new liquor 
stores but not in grocery stores or chain stores, precisely opposite to what occurred in 
Washington. These privatization schemes might have markedly different impacts. As previously 
mentioned, none of the few evaluations of liquor privatization in Iowa assessed health outcomes.  
Thus, this analysis generates new knowledge that can hopefully be corroborated with further 
study. Such knowledge may become increasingly important, as the U.S. is in the midst of a trend 
toward alcohol liberalization and other states with liquor control systems are increasingly 
considering license systems. For instance, as recently as April 2019, the North Carolina House of 
Representatives introduced a bill that would privatize retail and wholesale liquor. Other less 
aggressive availability-related measures, such as zoning ordinances, are also regularly discussed 
by states, counties, and cities. As these policy debates continue, it will be important to know 
whether or not license systems and increased liquor availability in general can have any 
unintended public health consequences.  

A strength of this analysis is its difference-in-difference design, which suggests causality 
more strongly than observational analyses. Further, the robustness checks using propensity score 
matching and synthetic control not only bolster confidence in the effect identified with their 
consistency but account for confounders that a standard difference-in-difference cannot (i.e. 
differences in baseline covariates with time-varying effects on the outcomes, over-time 
compositional changes). 

Nonetheless, this study has important limitations. First, analyses were performed at the 
county level, with hospitalizations linked to counties via the FIPS code of residence. While 
counties are large and likely encompass much of a person’s usual travel, the use of this unit of 
analysis risks spatial misclassification, as individuals may be exposed to outlets outside of their 
home counties quite frequently. This is particularly problematic for acute outcomes like injuries, 
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for which it is entirely possible that a person encountered outlets, purchased alcohol, and was 
hospitalized all within a few hours and all outside of his or her county of residence. Analyses that 
utilize geographical information systems might be more accurate and should be pursued in the 
future if such data become available. Further, although they make up less than one percent of the 
hospitalization records, individuals without a home address on record were excluded and these 
individuals are not missing at random. A sizeable portion may be homeless, a population with a 
particularly high burden of alcohol use.  

These results suggest several potential areas for future research. This analysis focused 
strictly on inpatient hospitalizations, which allowed us to avoid what may have been a notable 
source of bias for the difference-in-difference model: variably rising rates of insurance coverage 
due to the implementation of the Affordable Care Act during the period of study. As insurance 
rates rose, it is likely that more people would be visiting the emergency department or other 
settings for lesser ailments and injuries rather than avoiding care out of fear of large medical 
bills. Rates of inpatient hospitalizations, however, are likely to remain constant despite coverage 
changes, as these are the most extreme cases that truly require extensive and immediate care and 
would presumably prompt a hospital visit regardless of insurance status.  However, future work 
should assess emergency department admissions. Many individuals receive care for injuries in 
emergency departments but are not admitted to the inpatient setting, so there would be more 
power to detect effects.  Emergency department data would also enable a more detailed 
examination of alcohol poisonings as an outcome separate from other alcohol-related disorders. 
Such an acute outcome might respond to changes in availability differently than chronic 
outcomes, and the majority of healthcare visits for alcohol poisoning take place in the emergency 
department.60 Additionally, longer term analyses of chronic alcohol-related disorders should be 
done when more years of data are available. As noted, it can take many years if not decades for 
some of these conditions to develop amongst heavy drinkers. Further, according to the 
distribution of consumption theory, the proportion of heavy drinkers in a population changes 
with the average per capita alcohol consumption,61,62 meaning that if Initiative 1183 increased 
average consumption in Washington, the number of heavy drinkers, and thus the number at risk 
of chronic conditions, may have also increased. A corresponding increase in the number of 
chronic outcomes would not be evident for many years.  

2.5 Conclusion 

Despite price increases, the change in liquor availability accomplished by Washington’s 
Initiative 1183 was associated with increased rates of hospitalizations for accidental injuries in 
urban counties, which were the counties most affected by the policy change. No effect, however, 
was found for hospitalizations for alcohol-related disorders. This pattern suggests that liquor 
privatization only impacted those adverse outcomes for which a person is at higher risk from low 
levels of alcohol consumption, while outcomes that result from heavy drinking did not change 
over the short-term. These findings indicate that liquor license systems and potentially other 
availability-related alcohol polices can have unintended yet measurable public health 
implications, and, in doing so, may help guide policy discussions as the U.S. continues on its 
trend towards alcohol liberalization and decentralization. 
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2.7 Appendix 
 

Table A2.1.  ICD-9 Codes & Diagnoses Included in Each Hospitalization Type 

Hospitalizations for Alcohol-Related Disorders   

ICD-9 Code Diagnosis ICD-9 Code Diagnosis 

291.0 Alcohol withdrawal delirium 305.0 Nondependent alcohol abuse 
291.1 Alcohol-induced persisting amnestic 

disorder 
305.00 Alcohol abuse, unspecified 

291.2 Alcohol-induced persisting dementia 305.01 Alcohol abuse, continuous 
291.3 Alcohol-induced psychotic disorder 

with hallucinations 
305.02 Alcohol abuse, episodic 

291.4 Idiosyncratic alcohol intoxication 305.03 Alcohol abuse, in remission 
291.5 Alcohol-induced psychotic disorder 

with delusions 
357.5 Alcoholic polyneuropathy 

291.8 Other specified alcohol-induced 
mental disorders (withdrawal, sleep 
disorders, other) 

425.5 Alcoholic cardiomyopathy 

291.81 Alcohol withdrawal 535.3 Alcoholic gastritis 
291.82 Alcohol induced sleep disorders 535.30 Alcoholic gastritis, without 

mention of hemorrhage 
291.89 Other alcohol-induced mental 

disorders 
535.31 Alcoholic gastritis, with 

hemorrhage 
291.9 Unspecified alcohol-induced mental 

disorders 
571.0 Alcoholic fatty liver 

303.0 Acute alcoholic intoxication 571.1 Acute alcoholic hepatitis 
303.00 Acute alcoholic intoxication in 

alcoholism, unspecified 
571.2 Alcoholic cirrhosis of the liver 

303.01 Acute alcoholic intoxication in 
alcoholism, continuous 

571.3 Alcoholic liver damage, 
unspecified 

303.02 Acute alcoholic intoxication in 
alcoholism, episodic 

760.71 Alcohol affecting fetus or newborn 
via placenta or breast milk 

303.03 Acute alcoholic intoxication in 
alcoholism, in remission 

980.0 Toxic effect of ethyl alcohol 

303.9 Other and unspecified alcohol 
dependence 

  

303.90 Other and unspecified alcohol 
dependence, unspecified 

  

303.91 Other and unspecified alcohol 
dependence, continuous 

  

303.92 Other and unspecified alcohol 
dependence, episodic 

  

303.93 Other and unspecified alcohol 
dependence, in remission 

  

    
    
Hospitalizations for Accidental Injuries   
ICD-9 Code Diagnosis ICD-9 Code Diagnosis 

E800-807 Railway accidents E880-888 Accidental falls 
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E810-819 Motor vehicle traffic accidents E890-899 Accidents caused by fire and 
flames 

E820-825 Motor vehicle nontraffic accidents E900-909 Accidents due to natural and 
environmental factors 

E826-829 Other road vehicle accidents E910-915 Accidents caused by submersion, 
suffocation, and foreign bodies 

E830-838 Water transport accidents E916-928 Other accidents 
E840-845 Air and space transport accidents E929 Late effects of accidental injuries.  
E846-849 Vehicle accidents, not elsewhere 

classifiable 
  

E850-858 Accidental poisoning by drugs, medicinal substances, and biologicals 
E860-869 Accidental poisoning by other solid and liquid substances, gases, and vapors 

 
 

A2.1 Propensity Score Matching & Synthetic Control Methods 

Background 

Matching using propensity scores or other methods is frequently used in difference-in-
difference models to help create a more comparable control group. Treatment and comparison 
groups may have different values of unobserved covariates that, while time invariant themselves, 
differentially impact outcomes over time. While standard difference-in-difference models can 
account for any unobserved covariates with time-constant effects, they cannot account for those 
with time-varying effects. Matching on these covariates, however, can generate a comparison 
group that is more similar to the treated group in their values, thereby reducing the bias they 
cause.1,2 Pre-intervention outcome values have also been used for matching to further improve 
comparability, with the intuition that previous outcomes will proxy for some covariates with 
time-varying effects that are unobserved in the data.3  

Synthetic control methods involve generating an artificial comparison group by 
weighting observations from a “donor” group to best approximate the treated unit in pre-
treatment outcomes and other relevant covariates.4,5 A treatment effect is then determined by 
observing the difference in outcomes between the treated unit and the synthetic control group. 
Inference is conducted by permutation tests, treating each unit used in the synthetic control group 
as if it were the treated unit and observing its estimated treatment effect, which allows one to see 
where in the distribution of effects the treatment effect of interest falls.4,5 The synthetic control 
method has some advantages that may make it preferable to the matched difference-in-
difference.  Matching based on propensity scores can only balance across treatment and 
comparison groups those covariates included in the scores, and there may be many covariates 
relevant to this analysis that are unobserved and not included. Synthetic control methods with a 
long enough pre-treatment period theoretically achieve balance of unobserved covariates with 
time-varying effects because only units that are similar in observed and unobserved covariates 
that impact the outcome will have similar trends in the outcome over a long period of time.6  

Synthetic control methods were originally developed for analyses with only one treated 
unit, but these methods have been expanded for circumstances in which there are multiple treated 
units. The method used for this analysis, developed by Cavallo et al. in 2013, involves 
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performing a synthetic control analysis for each treated unit and calculating the total treatment 
effect by averaging each unit’s treatment effect.  Inference is conducted by performing placebo 
tests for each treated unit and then, at each post-intervention observation, randomly selecting a 
placebo estimate for each treated unit and averaging these estimates. This process is repeated for 
each combination, and the position of the treatment effect of interest within the distribution of 
these estimates is assessed.7  

Despite their advantages, these methods were used as robustness checks rather than the 
primary analytic strategies for this study and only when pre-intervention outcomes trends were 
not parallel because there is considerable debate over the utility of matching using pre-
intervention outcomes in difference-in-difference models. Recent simulation work has suggested 
that when treatment and control groups have parallel pre-intervention trends but differ in their 
mean pre-intervention outcomes, matching on these outcomes introduces bias, as the matched 
controls may be those with extreme values relative to their group means and will regress back to 
their means in the post-intervention period. This regression to the mean will be misinterpreted as 
a treatment effect.8 Synthetic control methods are subject to this same risk of bias, as they weight 
using pre-intervention outcomes.9 The amount of bias increases with the difference in the group 
means and decreases with the amount of serial autocorrelation in the outcome. When the parallel 
trends assumption is violated, however, the authors of this simulation find that matching on pre-
intervention outcomes does not introduce additional bias, although it does not overcome the bias 
implicit in the standard difference-in-difference.8 Other work has found that matching based on 
pre-intervention outcomes can reduce bias in this scenario.3,10  Thus, only difference-in-
difference models using Oregon as the comparison group were used for all cases in which the 
parallel trends assumption appears to hold in order to avoid risking biased estimates. Bias could 
have been quite large considering that, for multiple strata, the mean pre-intervention 
hospitalization rates differed substantially between counties in Washington and the pool of 
potential matches and, for all, serial autocorrelation of hospitalization rates was low due to 
seasonal trends. Propensity score matched and synthetic control models could be used to assess 
outcomes in counties in which the parallel trends assumption does not appear to hold with less 
threat of introducing bias, but nevertheless, to be conservative, these models were used only as 
robustness checks of the original model.  

Methods 

For these analyses, matches and donor counties were drawn from the other states for 
which HCUP data was available. After excluding four states that had changes in polices around 
alcohol availability or pricing during this period, this pool included eleven states: AZ, AR, CO, 
FL, MA, MI, NJ, NM, NY, and VT. 

Propensity scores were generated using the rate of hospitalizations for accidental injuries 
in the first quarter of each year prior to the implementation of Initiative 1183 (2010, 2011, and 
2012) as well as baseline measures of the unemployment rate, median household income, median 
age, and percentage of the population that is of a racial/ethnic minority (non-white). All 21 urban 
counties in Washington were within the common support. Matches were chosen using 1:1 
nearest neighbor matching without replacement. The matched control group, as such, included 
21 additional counties, of which eleven were from Michigan, five were from Arkansas, two each 
were from New Jersey and Vermont, and one was from Colorado. Many combinations of 
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covariates as well as other matching techniques (i.e. 1:2 matching, matching with replacement, 
caliper matching) were attempted, but this strategy achieved the best balance of included 
covariates across the treatment and control groups. The standardized difference in means 
between the treated and the control group was 2.6 percent for the propensity score and less than 
15 percent for each of the included covariates (see Table A2.2). These levels of bias were well 
below the 25 percent threshold suggested by Rubin11 and the 20 percent threshold that 
determines a “small” effect size as suggested by Cohen.12 They also represented marked 
improvements over the differences in means in comparison to Oregon’s urban counties. Figure 5 
in the main text displays the mean hospitalization rates in Washington counties and in the 
matched counties, and the trends are clearly parallel, when not overlapping, in the pre-
intervention period. Further, statistical testing of the difference in pre-intervention trends did not 
result in a statistically significant difference. 

Table A2.2 Covariate Balance between Urban Counties in WA, OR, and Propensity Score Matched Sample 

  Washington 
n=21 

Oregon 
n=13 

Matched sample 
n=21 

Covariate Mean Mean Standardized 
Difference 

(%) 

Mean Standardized 
Difference 

(%) 
Accidental injury rate in Q1 2010 1.49 1.80 61.0 1.53 6.2 
Accidental injury rate in Q1 2011 1.53 1.98 94.3 1.51 2.2 
Accidental injury rate in Q1 2012 1.52 1.61 20.7 1.51 1.8 
Unemployment rate 10.25 11.05 40.1 10.38 5.5 
Median household income $49,931.71 $47,524.08 32.5 $48,194.00 14.8 
Median age 38.86 38.60 6.1 38.91 1.3 
Percent racial/ethnic minority 17.63 13.65 53.0 16.16 13.4 
Note. Standardized differences in means are in reference to means of Washington. Q1 = quarter 1 of year 
Source. AHRQ Health Care Cost and Utilization Project (HCUP) state inpatient files 2010-2014. 

 

The synthetic control was created from the same eleven states as the propensity score 
matched sample. After attempting many combinations of pre-intervention outcomes and 
covariates to generate the weights, the best fit (lowest root mean square prediction error in the 
pre-intervention period) was achieved by using the same outcome lags and covariates as those 
used in propensity score generation. This specification had a lower pre-intervention RMSPE than 
84.62 percent of the placebo specifications. The pre-intervention fit and post-intervention 
treatment effect can be viewed in Figure 2.6 in the main text. The distribution of the placebo 
effects suggested that this effect is statistically significant. 19.04 percent of the placebos had an 
effect size at least as large as this effect, but effect sizes should be considered in relation to their 
pre-intervention fits, as those with poor fits in the pre-intervention period are likely to have more 
extreme differences in the post-intervention period.5,13  The associated p-value, which is 
determined by noting where in the distribution the ratio of effect size to pre-intervention fit falls, 
was 0.016. 
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Chapter 3:  
 
The Impact of CVS Health’s Tobacco-free Pharmacy Policy on Tobacco Use Among 
Current Smokers 

Abstract 

In September 2014, CVS Health ceased tobacco sales in all of its 7,700 pharmacies 
nationwide. This policy change has the potential to reduce cigarette smoking by reducing 
impulse purchases and increasing social sanctioning against smoking amongst pharmacy 
shoppers who are also current smokers. This study investigates the impact of the CVS policy 
change on the number of cigarettes smoked per day among daily and nondaily smokers, who 
may respond to smoking cues in different manners. Data are from the U.S. Census Bureau 
Tobacco Use Supplement to the Current Population Survey 2014-2015 and the Blue Cross and 
Blue Shield Institute Community Health Management Hub. Adjusted difference-in-difference 
(DID) regressions are used to assess changes in the number of cigarettes smoked per day among 
daily smokers (n=10,759) and nondaily smokers (n=3,055) after the policy’s implementation 
compared to before, modeling Core-based Statistical Area (CBSA) level CVS pharmacy market 
share continuously as well as categorically to determine if the policy had non-linear effects 
across the distribution of CVS market share.  CVS’ tobacco-free pharmacy policy was not 
significantly associated with differential changes in the number of cigarettes by daily smokers in 
either model. However, the policy had a significant beneficial impact on the number of cigarettes 
smoked by nondaily smokers in the continuous DID (rate ratio=0.985, p=0.022) and a stronger 
impact among nondaily smokers in CBSAs in the middle and highest thirds of CVS market share 
in the categorical DID (middle third: rate ratio=0.723, p=0.043; highest third: rate ratio=0.706, 
p=0.027). These findings suggest that CVS must have a substantial footprint in the pharmacy 
market for the policy change to have an impact on the number of cigarettes smoked per day 
among nondaily smokers and that the constant dose response assumed in the continuous DID 
tempers the larger impact observed at greater degrees of market share. These results were robust 
to various alternative specifications. Policies that eliminate tobacco from pharmacies may be a 
promising tactic for reducing smoking and subsequent chronic disease amongst nondaily 
smokers, a population at risk of adverse health outcomes but that is generally overlooked in 
clinical attempts to encourage smoking cessation.    
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3.1 Introduction 

Background 

Tobacco use is the leading cause of preventable death in the United States, causing a host 
of chronic conditions including lung disease, chronic obstructive pulmonary disease, heart 
disease, diabetes, and various cancers as well as immune dysfunction and congenital disorders.1  
Many of these risks have long been acknowledged and tobacco use rates among adults in the 
U.S. are at a historic low, but many adults still consume tobacco; recent estimates suggest that 
almost 14 percent of U.S. adults currently smoke cigarettes. Disparities certainly exist and rates 
are even higher among certain socioeconomic, racial/ethnic, age, and geographic subgroups.2  

Pharmacies are just one of many venues in which cigarettes are available for purchase in 
the United States but represent a promising setting for interventions to reduce smoking rates. 
Pharmacy sales of cigarettes make up a small percentage of total U.S. cigarette sales (estimated 
4.54 percent in 2009), but this percentage has been increasing over time, even while national 
cigarette sales have been declining. It is estimated that between 2005 and 2009, national 
pharmacy cigarette sales increased 23 percent while total cigarette sales decreased 17 percent.3 In 
addition, recent work has suggested that, on average, tobacco products are cheaper in pharmacies 
than in other tobacco retailers, potentially attracting more sales.4 

In February 2014, CVS Caremark announced that it would discontinue sales of tobacco 
products in its pharmacies, claiming the sale of tobacco was inconsistent with the company’s 
purpose to “help people on their path to better health.”5 The policy went into effect in September 
2014 in all CVS pharmacy locations, numbering over 7,700 nationwide.6 Prior to this policy 
change, many CVS locations sold tobacco products, displaying them prominently behind the 
checkout counter like many other pharmacies, convenience stores, and gas stations in displays 
that have been termed “power walls.” While several local jurisdictions in Massachusetts and 
California had previously banned the sale of tobacco in pharmacies, this policy marked the first 
such change to be undertaken by a corporate pharmacy chain.  

Hypotheses & Objective 

There are multiple mechanisms by which the removal of tobacco products from CVS 
pharmacies may have impacted cigarette smoking. First, it is likely to have reduced impulse 
purchases of cigarettes by smokers visiting CVS pharmacies to purchase other items. Impulse 
purchases of cigarettes are relatively common; surveys of various populations have found that 
between 11 and 30 percent of cigarette purchases are unplanned,7–9 and these self-reports are 
likely to be underestimates.10 Impulse purchases can be spurred by seeing a product on display, 
as visual cues can prompt desire for a product and the choice to purchase it.11–13 This relationship 
is certainly true with regards to cigarettes; several experimental studies have demonstrated that 
the provision of a cigarette-related visual cue induces cravings14–16 and increases smoking16,17 in 
comparison to neutral visual cues.  

The power walls and tobacco sales at pharmacies present smokers, who may be visiting 
to purchase other items, with strong visual cues to purchase cigarettes at checkout. One survey, 
for instance, found that 25.2 percent of smokers reported sometimes purchasing cigarettes on 
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impulse as a result of seeing cigarettes on display.18 Qualitative work among former smokers and 
those trying to quit similarly suggests that encountering cigarettes on display brings on physical 
and emotions cravings to smoke.19 Industry research has reported that, on average, individuals 
make 35 visits to pharmacies annually,20 thus there are many opportunities for such impulse 
purchases. The removal of tobacco products from CVS pharmacies and, therefore, the visual 
cues, is likely to have resulted in fewer impulsive cigarette purchases among pharmacy shoppers 
in areas in which CVS makes up a large portion of the pharmacy market. Evaluations of point-
of-sale (POS) display bans in Canada and Australia, which require that stores selling cigarettes 
keep them out of sight of customers, suggest this to be true, finding that the implementation of 
these bans was associated with a decrease in reported spontaneous cigarette purchasing.7,21  

In addition, it is possible that the removal of tobacco products from CVS pharmacies and 
the public campaign that accompanied it contributed to greater social sanctioning against 
smoking. The ubiquitous retail presence of cigarettes can be seen as an indicator that they are 
popular and widely accepted products, a concept known as the perceived popularity effect.22 
Cigarettes’ presence in pharmacies may be especially powerful in terms of supporting their 
normativity, considering pharmacies sell otherwise health-promoting goods. CVS’s sales ban 
may have decreased cigarettes’ perceived popularity, as suggested again by evidence from POS 
display bans. Surveys of youth following a display ban in Ireland found that, after the ban went 
into effect, a smaller percentage of youth believed that many children their age smoked.23 
Similarly, in qualitative studies following the implementation of a ban in Norway, respondents 
reported that that having to purchase cigarettes from concealed cabinets made them seem more 
illicit and unhealthy.24 Smokers who live in areas in which CVS has a large market share and 
frequent CVS locations over other pharmacies are more likely to have experienced these changes 
in normativity.  

H1: CVS Health’s tobacco-free pharmacy policy will have reduced the number of cigarettes 
smoked per day by current smokers in accordance with the CVS pharmacy market share in their 
areas of residence. 

However, it is possible that this policy change had heterogeneous effects on individuals 
with different smoking behaviors. Most importantly, nondaily smokers are more likely to be 
impacted than daily smokers, as nondaily smokers are more likely to make impulse purchases 
than daily smokers.8 This is due to the fact that smoking is more strongly related to cues and 
cravings for nondaily smokers than for daily smokers.25–27 Daily and nondaily smokers certainly 
both experience cravings in response to cues.16 However, daily smokers often experience 
moderate cravings to smoke throughout the day,26 suggesting they consistently feel a desire to 
smoke and have plans to purchase cigarettes and cues only marginally impact their already 
existing cravings. Conversely, nondaily smokers have few cravings in between smoking 
episodes.26 Thus, cues are likely to more dramatically influence their cravings, which begin low, 
and prompt an impulse purchase. In survey work, daily smokers indicated craving, automaticity, 
and other dependence-related measures as their primary motives for smoking, while nondaily 
smokers indicated cue exposure and social goads as primary motives.25 The impact of the 
availability of cigarettes on nondaily smokers’ odds of smoking has been found to be almost 
three times as strong as its impact on daily smokers’ odds of smoking.28  
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H2: The effect of CVS Health’s tobacco-free pharmacy policy on the number of cigarettes 
smoked per day will be stronger in magnitude among nondaily smokers than among daily 
smokers.  

To date, two other studies have analyzed the impact of this CVS’s policy change on 
cigarette purchasing and smoking. One study, conducted by CVS researchers, examined 
household purchases of tobacco and found that households that purchased cigarettes exclusively 
at CVS pharmacies were 38 percent more likely to stop purchasing cigarettes after the policy 
change compared to households that never purchased cigarettes at CVS pharmacies.29 However, 
the vast majority of smokers purchase cigarettes in locations other than pharmacies; in surveys of 
current smokers only 5 percent reported that the last place they purchased cigarettes was a 
pharmacy.30 Even within this particular study, only 2.1 percent of households were CVS 
exclusive purchasers.29 Thus, findings about CVS-exclusive purchasers are not likely to be 
representative of a large population or speak to the broad impact of the policy. The study found 
no significant change in purchasing among households that purchased cigarettes in CVS and in 
other locations. The study also assessed changes in cigarette sales but did so at the state level, 
making it difficult to draw conclusions about individual behavior. The second study utilized data 
from the Behavioral Risk Factor Surveillance Survey to study the impact of the policy change on 
quit attempts and transitions from daily to nondaily smoking, finding that it significantly 
increased quit attempts but only among current smokers in urban counties in the highest quartile 
of CVS density.31  

Ultimately, both studies had mixed findings. However, neither study considered how the 
policy change might differentially affect individuals with diverse smoking behaviors, whose 
varying responses could obscure results when considered together. Further, both studies focused 
on major behavior modifications (i.e. ceasing purchases for at least six months, quit attempts) 
that may not be particularly sensitive to the relatively subtle change in cigarette availability 
accomplished by the policy. The transtheoretical model (TTM) of behavior change suggests that 
change occurs in five stages: pre-contemplation, contemplation, preparation, action, and 
maintenance. This model has been used extensively to describe smoking and quit attempts and 
defines the pre-contemplation stage as when one has no plans to quit smoking, the contemplation 
stage as when one is thinking about quitting in the next six months, and the preparation stage as 
when one is thinking about quitting in the next 30 days and has taken some action to do so.32–34 
While CVS’s removal of tobacco products may have encouraged quitting through increased 
social sanctioning, a quit attempt requires that an individual be in the preparation stage, and it is 
estimated that only 20 percent of current smokers are in this stage. Approximately 40 percent of 
current smokers are estimated to be in the pre-contemplation phase and another 40 percent in the 
contemplation phase.35,36 If the hypothesized mechanisms described above are operating in the 
population, the impact of the CVS policy may be stronger on more minor behavior changes, such 
as smoking fewer cigarettes, as impulse buying and social sanctioning may still affect the 
purchases of smokers who do not plan to quit in the near future (see Figure 3.1). This possibility 
is supported by recent work on smoke-free home rules that found that such rules reduced the 
number of cigarettes smoked per day among smokers in the pre-contemplation and 
contemplation stages as well as the preparation stage.37  
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This study will examine how the end of tobacco sales in CVS pharmacies impacted a 
smoking behavior that is pliable among a greater number of current smokers, the number of 
cigarettes smoked per smoking day, by daily smokers and by nondaily smokers across the 
spectrum of CVS pharmacy market share.  

3.2 Methods 

Data 

The data on smoking behaviors are from the Tobacco Use Supplement to the Current 
Population Survey (TUS-CPS), an individual-level nationally representative survey that serves as 
a primary source of data on tobacco use and cessation behaviors, attitudes, and tobacco-related 
policies in the United States. The Tobacco Use Supplement is co-sponsored by the National 
Cancer Institute and the U.S. Food and Drug Administration and has been administered every 
three to four years since 1992 in conjunction with the U.S. Census Bureau’s Current Population 
Survey, a monthly survey used to collect data on employment. All individuals who are over age 
18 and in the civilian non-institutional population that completed the CPS are eligible for the 
TUS. Most respondents complete the interview for themselves, but some are interviewed by 
proxy.38 For this analysis, I utilized the 2014-2015 survey, which was administered in three 
cross-sectional waves that straddled the CVS policy implementation: July 2014, January 2015, 
and May 2015. The response rates (total and self-respondents only, respectively) were 76.6 and 

Figure 3.1. Influence of CVS tobacco-free pharmacy policy on smokers at various stages of behavior 
change 

Adapted from DiClemente et al. (1991), Prochaska et al. (1992) 
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53.7 percent for July 2014, 77.8 and 55.7 percent for January 2015, and 75.0 and 53.1 percent for 
May 2015.39  

Data on CVS pharmacy market share are from the Blue Cross and Blue Shield (BCBS) 
Institute Community Health Management Hub (CHM Hub®), a proprietary software application 
that provides information on health outcomes and physical and socioeconomic characteristics of 
localities throughout the U.S.  The BCBS Institute sources data from Blue Cross and Blue Shield 
health plan claims as well as the American Community Survey, the North American Industry 
Classification System, the USDA Economic Research Service, the Bureau of Transportation 
Statistics, and Nielsen Homescan.40 Under a cooperative agreement, BCBS provided us with 
county-level counts of CVS pharmacies as well as other corporate pharmacies (Walgreens, Rite 
Aid) and the total number of pharmacies for all counties in the U.S. as of 2014, when the policy 
was implemented. 

Data were linked at the Core-based Statistical Area (CBSA) level using CBSA codes. 
CBSAs are areas that comprise a county with an urban area of at least 10,000 residents and any 
surrounding counties in which 25 percent of residents commute to the central county for 
employment.41 To link the data at this level, I totaled the number of each type of pharmacy for all 
the counties within each CBSA that contained more than one county. Only CBSAs with a total 
population of over 100,000 were used for this analysis because the Census Bureau is prohibited 
from releasing geographic identifiers for respondents living in areas with fewer than 100,000 
residents,42 making this the most granular geographic unit possible for analysis. While this 
restriction does limit the analysis to individuals living in more densely populated metropolitan 
areas, 85 percent of the U.S. population live in CBSAs with over 100,000 residents.43 CBSAs 
with over 100,000 residents also have most of the large retail pharmacies. Of all the 
nonmetropolitan counties not represented in CBSAs, 86 percent had zero CVS locations at all, 13 
percent had one location, and 1 percent had two locations. Of counties in micropolitan CBSAs, 
which include most of those with populations less than 100,000, 53 percent has zero CVS 
locations and another 32 percent had only one location.  

The sample was restricted to self-respondents, as proxy respondents were not asked the 
full spectrum of tobacco use questions. The data contained records of 163,920 self-respondents. 
Of these self-respondents, 47,180 individuals (28.78 percent) were excluded for living outside 
eligible CBSAs; 35,347 of which resided in nonmetropolitan areas and 11,833 of which resided 
in metropolitan areas of fewer than 100,000 residents. An additional 5,706 individuals (3.48 
percent) were excluded because they lived in municipalities that had existing tobacco-free 
pharmacy laws as of July 2014 (CBSAs of Barnstable, MA, Boston-Cambridge-Newton, MA, 
Springfield, MA, Worcester, MA, Santa Rosa-Petaluma, CA, San Francisco-Oakland-Fremont, 
CA, and San Jose-Sunnyvale-Santa Clara, CA). Finally, 503 individuals (0.31 percent) were 
eliminated for missing data on outcomes.  

The resultant sample consisted of 111,034 individuals, 13,814 (12.44 percent) of which 
were current smokers, defined according to Centers for Disease Control and Prevention 
recommendations as those who reported that they had smoked at least 100 cigarettes in their 
lives and that they currently smoked some days or every day. Of these current smokers, 10,759 
were daily smokers (77.88 percent) and 3,055 were nondaily smokers (22.12 percent).  
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Measures 

 To assess the number of cigarettes smoked per day, I utilized two TUS-CPS questions 
asked of current smokers. Those who report smoking every day are asked “on the average, about 
how many cigarettes do you now smoke each day.” Those who report smoking some days are 
asked “on the average, on those days [you did smoke], how many cigarettes did you usually 
smoke each day?” 

 CVS market share was measured as the percentage of all pharmacies in the CBSA that 
are CVS pharmacies.  

 A number of covariates were also sourced from the TUS-CPS. These covariates include 
age, gender, race/ethnicity, highest level of education achieved, and current income. 
Race/ethnicity was measured using a categorical variable with categories for white, non-Hispanic 
black, Asian/Pacific Islander, Hispanic, American Indian/Alaska Native, and multiracial. 
Educational achievement was assessed using a categorical variable with categories for less than 
high school, high school or GED, some college, and college degree or higher. Income was 
assessed with categories for less than $20,000, $20,000-34,999, $35,000-49,999, $50,000-
74,999, and above $75,000.  

Statistical Analysis 

 The analysis utilized multiple difference-in-difference (DID) regressions to assess 
changes in the number of cigarettes smoked per day among daily and nondaily smokers after the 
policy’s implementation compared to before. First, I specified continuous DID models, which 
are similar to conventional DID models except that exposure to the policy is operationalized 
using a continuous measure that captures the intensity of the exposure rather than a binary 
variable that categorizes individuals as exposed or unexposed.44–48 Such models are preferable 
when the treatment is continuous and there is no theoretical reason to specify a particular cut 
point in the distribution; binary models with arbitrary cut points can obscure the effects of small 
changes in treatment intensity and risk incorrectly classifying observations that received smaller 
but still influential amounts of treatment as untreated, resulting in biased estimates.49 

These DID models were estimated using zero truncated negative binomial regression, as 
the outcomes were overdispersed count data and likelihood ratio tests that the dispersion 
parameter was equal to zero revealed that negative binomial models were better fit than poisson 
models.50–52 Further, no zeros were observed because the questions are only asked to current 
smokers, making truncation necessary for consistent estimates.53,54 

The regressions were estimated according to the following model: 

Yit=β0 + β1CVS_percenti + β2Postit + β3(CVS_percenti x Postit) + β4Xit + β5Stateit + ϵit  

In which Y represents the outcome (the number of cigarettes smoked per day by 
daily smokers or the number of cigarettes smoked per smoking day by nondaily smokers) for 
individual i at time t, CVS_percent represents the percentage of pharmacies in individual i’s 
CBSA that are CVS pharmacies, and Post is an indicator that denotes whether individual i was 
surveyed prior to the policy implementation (0) or after (1). CVS_percentxPost, the parameter of 

(1) 
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interest, represents the interaction of CVS_percent with Post. X represents a vector of individual-
level covariates previously described. The models also included state fixed effects to account for 
state-wide policies that may influence smoking behaviors (i.e. indoor smoking bans), which were 
important to include as CBSAs can cross state boundaries. Errors were clustered at the CBSA 
level.  

The models were weighted according to the self-respondent nonresponse weights 
provided by the TUS-CPS in order to calculate the population average treatment effect rather 
than the sample average treatment effect.55 While there is evidence that the use of sampling 
weights can result in inefficient estimates when the weights are a function of observed 
covariates56,57 and most of the variables used to generate the weights are included in these 
models, the TUS-CPS also adjusts the weights by geographical units smaller than CBSAs. In 
light of this and in an effort to be conservative with regard to type 1 error, I retained the weights 
in the models.  

Second, in case the policy change had non-linear effects across the distribution of CVS 
market share, the same models were estimated using a categorical variable for CVS market share 
rather than a continuous variable. The distribution of CVS market share across CBSAs was 
divided into thirds, and individuals in CBSAs with zero CVS locations were considered 
unexposed and compared to individuals in each of the thirds using the following adaptation of 
Model 1:  

Yit=β0 + β1CVS_Third1i + β2Postit + β3(CVS_Third1i x Postit) + β4CVS_Third2i  + 
β5(CVS_Third2i x Postit) + β6CVS_Third3i  + β7(CVS_Third3i x Postit)+ β8Xit + β9Statei + 

ϵit  

In which CVS_Third1 represents an indicator for whether individual i resided in a CBSA 
in the lowest third of the CVS market share distribution (1) or a CBSA with zero CVS locations 
(0), CVS_Third2 is an indicator for an individual i residing in a CBSA in the middle third (1) or 
a CBSA with zero CVS locations (0), and CVS_Third3 is an indicator for an individual i residing 
in a CBSA in the highest third (1) or a CBSA with zero CVS locations (0). 

 The lowest third contained CBSAs in which CVS pharmacies made up between 0.31 to 
10.09 percent of the pharmacy market, the middle third contained those with 10.17-15.53 percent 
market share, and the highest third contained those with 15.79-34.78 percent market share. The 
use of thirds was informed by locally weighted regressions of the number of cigarettes smoked 
per day on CVS market share in the pre- and post-implementation periods. Cut-offs for thirds 
more closely matched peaks and troughs than other quantiles. However, as a sensitivity analyses, 
another categorization was determined using a more data-driven approach in which the first 
category contained CBSA’s in which CVS had between 0.31 and 6.87 percent market share, the 
second contained CBSAs in which CVS had between 6.87 and 15.53 percent market share, and 
the last category contained those in which CVS had greater than 15.53 percent market share. 
These categories more closely mapped to the peaks and troughs of the locally weighted 
regressions but did not contain equal numbers of CBSAs (see Figures 3.2 and 3.3). 

(2) 



 
63 

 

 

 

Additional Sensitivity Analyses 

Several additional sensitivity analyses were performed to assess the robustness of the 
models’ results. First, in case CVS presence was serving as a proxy for a geographic predictor or 
correlate of smoking, the models were estimated excluding individuals in states where CVS had 
no presence at all (Colorado, Idaho, and South Dakota). 

Second, the models additionally controlled for the price individuals reported paying for 
the last pack of cigarettes they purchased, as literature suggests that smokers are price sensitive 
and the price of cigarettes can be predictive of the number of cigarettes smoked per day.58,59 The 
inclusion of this variable also limited the analysis to smokers who reported usually purchasing 
their own cigarettes, rather than receiving them from another source, which is the population 
more likely to be affected by the policy change; those who do not purchase their own cigarettes 
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Figure 3.2. Locally weighted regression of cigarettes smoked per day on CVS market share with category 
cut-off at thirds of market share 

Figure 3.3 Locally weighted regression of cigarettes smoked per day on CVS market share with data-
determined category cut-offs  
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cannot make impulse purchases. The inclusion of this variable, however, resulted in reduced 
sample sizes as not all respondents answered this survey question.  

Third, as a negative control, the models were specified using Rite Aid pharmacy market 
share rather than CVS market share. Theoretically, no effects should be seen on smoking using 
this exposure because Rite Aid made no changes to its tobacco sales. Rite Aid pharmacies are 
not as geographically widespread as CVS pharmacies, so these models were estimated using only 
individuals residing in states with some Rite Aid presence (n=7,236 daily smokers, 2,029 
nondaily smokers).  Data on Walgreens, which has a broader market presence, was available but 
not utilized in a negative control because there were very few individuals residing in CBSAs 
with no Walgreens location, resulting a limited comparison group for the categorical DID. 
Walgreens market share was also negatively correlated with CVS market share (⍴=-0.228), while 
Rite Aid market share was not (⍴=0.120).  

Finally, to adjust for selection effects, the models assessing changes among nondaily 
smokers were specified using propensity score methods. A potential pitfall of DID models, 
particularly when they rely on repeated cross-sections, is that the groups being evaluated may 
change in composition over time in characteristics that influence the outcome. In this scenario, 
simply controlling for the covariates in the regression is generally not effective at removing this 
selection bias.60 When combined, the three waves of the TUS-CPS utilized in this analysis are 
representative at the national, state, and, to some degree, sub-state level.  However, there is no 
guarantee that individuals surveyed from CBSAs with differing degrees of CVS market share in 
the first wave are similar in relevant characteristics to those sampled from comparable CBSAs in 
the second and third waves, especially when the sample is limited to daily or nondaily smokers.  

To assess this possibility, I separated CBSAs into categories of CVS market share (again, 
thirds of the distribution and a separate category for CBSAs with zero CVS locations) and 
assessed differences in means in all of the included covariates for the analytic sample as a whole, 
for daily smokers, and for nondaily smokers in the pre-policy period compared to the post-policy 
period across each of these categories. The standardized differences in means were all below 
suggested thresholds61,62 for the entire sample and for daily smokers, but there was some 
imbalance for nondaily smokers (see Appendix Table A3.1).  

In light of this imbalance, I utilized propensity score methods to create a sample of 
nondaily smokers in which those interviewed in the post-policy period were more comparable to 
those interviewed in the pre-policy period within categories of market share. Within each 
category, I used logistic regression to generate propensity scores for being surveyed in the pre-
policy period versus the post-policy period controlling for age, gender, and categories of 
race/ethnicity, education, and income. I generated these scores by weighting the logistic 
regression by the non-response survey weight, by including the survey weight as an additional 
covariate in the regression, and by neglecting the weight entirely, as there is mixed evidence as 
to how best to incorporate survey weights in propensity scores.63–67 It has been suggested that 
whichever method achieves the best covariate balance should be used in estimating the treatment 
effect, as balance is the best predictor of model performance.65 For each of these propensity 
score formulations, I tested four methods for sample creation: 1:1 nearest-neighbor matching 
without replacement, 1:1 nearest-neighbor caliper matching without replacement using a caliper 
of 0.2 times the standard deviation of the logit of the propensity score,68 radius matching using 
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the same caliper, or weighting all post-policy observations to approximate pre-policy 
observations using treatment-on-the-treated propensity score weights.69,70 In this weighting 
scheme, pre-policy observations are given a weight of one and post-policy observations are given 
a weight of their propensity score divided by one minus the propensity score. The strategy that 
achieved the best balance was then used to define the sample for the continuous and categorical 
DID regressions. 

3.3 Results 

Descriptive Statistics 

CVS made up a sizeable portion of the pharmacy market in 2014. Across the 292 CBSAs 
in the sample, CVS market share ranged from 0 to 34.78 percent, with a mean of 11.06 percent 
of a CBSA’s pharmacies. 5.52 and 5.49 percent of daily smokers and nondaily smokers, 
respectively, lived in CBSAs with zero CVS locations, 30.03 and 30.39 percent lived in CBSA in 
the lowest third, 39.67 and 41.97 percent lived in CBSAs in the middle third, and 24.77 and 
22.15 percent lived in CBSAs in the highest third.      

 

 

At baseline, daily smokers reported smoking an average of 14 cigarettes per day 
(S.D.=7.9) and nondaily smokers reported smoking an average of 4 cigarettes per smoking day 
(S.D.=3.9). The average number reported declined for both groups in the post-implementation 
period, but neither of these decreases were statistically significant at the 0.05 level in tests of 
differences in means. Table 3.1 displays the sociodemographic characteristics of current smokers 
throughout the study period. Nondaily smokers were on average younger, more likely to be 
racial/ethnic minorities, more highly educated, and had higher incomes than daily smokers, 
which is consistent with previous research.71–73  
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Figure 3.4. CVS pharmacy market share among Core-Based Statistical Areas (n=292) 
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Table 3.1. Demographic and socioeconomic characteristics of current smokers 

  

All current 
smokers  

(n=13,814) 

Daily 
smokers  

(n=10,759) 

Nondaily  
smokers 

(n=3,055) 
    

Cigarettes smoked per day 11.7 13.9 4.3 
Age (mean) 44.3 45.3 40.9 
Female (%) 45.2 45.9 42.8 
Race/ethnicity (%)    
   White 68.0 71.1 57.7 
   Black 14.5 13.6 17.5 
   Asian/PI 3.3 2.8 4.7 
   Hispanic 11.3 9.6 16.9 
   American Indian/Alaska Native 0.8 0.8 0.7 
   Multiracial 2.2 2.1 2.4 
Education (%)    
   < HS degree 15.7 16.4 13.5 
   HS degree/GED 38.0 40.1 31.3 
   Some college 32.9 32.6 34.0 
   College degree+ 13.3 11.0 21.2 
Income (%)    
   <$20,000 27.7 27.8 27.2 
   $20,000-34,999 21.7 22.2 20.2 
   $35,000-49,999 14.8 15.3 13.1 
   $50,000-74,999 16.8 16.9 16.5 
   >$75,000 19.0 17.8 23.1 
Note. Estimates are weighted by self-only non-response weights. 
Source. Tobacco Use Supplement to the Current Population Survey (CPS-TUS) 2014-2015. 
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Model Results 

Table 3.2 displays DID parameters for each of the main models. All model estimates are 
exponentiated and presented as rate ratios, meaning a DID parameter can be interpreted as the 
ratio of the interaction’s two component rate ratios. The table shows that CVS’ tobacco-free 
pharmacy policy was not significantly associated with differential changes in the number of 
cigarettes smoked by daily smokers in the continuous DID model nor in the categorical DID. 
However, both models identified a beneficial impact of the policy change on the number of 
cigarettes smoked by nondaily smokers. The continuous DID results indicated that the effect of a 
1 percent increase in CVS pharmacy market share on the number of cigarettes smoked per 
smoking day was attenuated by 1.5 percent in the period following the policy’s implementation 
(rate ratio=0.985, p=0.022).  

Notably, the categorical DID signified a non-linear relationship. The results of this model 
indicate no differential change in the number of cigarettes smoked by nondaily smokers in 
CBSAs in the lowest category of CVS market share compared to nondaily smokers in CBSAs 
with no CVS presence. However, a significant policy impact stronger than that observed in the 
continuous DID was identified among nondaily smokers in CBSAs in the middle and highest 
categories (middle category: rate ratio=0.723, p=0.043; highest category: rate ratio=0.706, 
p=0.027). These results suggest that CVS must have a substantial footprint in the pharmacy 
market for the policy change to have an impact on the number of cigarettes smoked per day 
among nondaily smokers and that the constant dose response assumed in the continuous DID 
tempers the larger impact observed at greater degrees of market share.  

 

Policy Implementation (Sep. 2014)
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Table 3.2. Difference-in-difference models of cigarettes smoked per day among current 
smokers 

    
Daily smokers 

(n=10,759) 
Nondaily smokers 

(n=3,055) 
Continuous exposure1    

    Post Policy x CVS%  
1.002 

(0.002) 
[0.153] 

0.985* 
(-0.006) 
[0.022] 

    
Categorical Exposure2    

Post Policy x CVS 
Category 1  

0.980 
(0.069) 
[0.774] 

0.818 
(0.126) 
[0.192] 

Post Policy x CVS 
Category 2  

1.035 
(0.070) 
[0.612] 

0.723* 
(0.116) 
[0.043] 

Post Policy x CVS 
Category 3  

1.042 
(0.072) 
[0.549] 

0.706* 
(0.111) 
[0.027] 

Note. Presented are exponentiated coefficient estimates (rate ratios) of the difference-in-
difference parameters using zero truncated negative binomial regression. 1 denotes estimates 
from model 1 and 2 denotes estimates from model 2, as specified in the text. Clustered standard 
errors are in parentheses and p-values are in brackets. Boldface indicates statistical significance 
(*p<0.05, **p<0.01, ***p<0.001). 
Source.  Tobacco Use Supplement to the Current Population Survey (TUS-CPS) 2014-2015, 
BCBSA Community Health Management Hub®. 

 

 

Sensitivity Analyses  

The estimation of the categorical DID with the alternative data-driven categories of CVS 
market share reinforced the use of thirds as categories in the original model, signifying that it 
does not result in arbitrary cut-points. The alternative categorization led to fewer individuals in 
the lowest category of CVS share and a greater number of individuals in the middle category. 
Again, 5.52 and 5.49 percent of daily smokers and nondaily smokers, respectively, lived in 
CBSAs with zero CVS locations, but 15.35 and 16.82 percent lived in CBSA in the lowest 
category, 54.36 and 55.54 percent lived in CBSAs in the middle category, and 24.77 and 22.15 
percent lived in CBSAs in the highest category. However, the model estimated using these cut-
points yielded results very consistent with those of the main models, with no significant effects 
among daily smokers and estimates of similar magnitude and significance among nondaily 
smokers (see Table 3.3).  
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The remaining sensitivity analyses generally supported the original findings. No 
specification found a significant impact of the policy among daily smokers. The results for 
nondaily smokers from each of the specifications are presented in Table 3.3. Upon limiting the 
analysis to states in which CVS has some presence to rule out geographic effects, the models 
found a significant effect when CVS market share was modeled continuously and in CBSAs in 
the middle and highest third of CVS market share when modeled categorically, although the 
effects in these categories were stronger in magnitude than the original estimates. The models 
that additionally controlled for the price paid for cigarettes in order to adjust for price sensitivity 
yielded estimates similar in magnitude and significance, with the exception being that the effect 
for individuals in CBSAs in the middle third of CVS market share was no longer significant at 
the 0.05 level. The negative control models estimated using Rite Aid market share as the 
predictor did not identify any statistically significant effects.  

Table 3.3 Difference-in-difference estimates from sensitivity analyses assessing cigarettes smoked per day 
among nondaily smokers 

  

Main 
analysis 

(n=3,055) 

Data 
driven 

categories 
(n=3,055) 

Only states 
with some 

CVS presence 
(n=2,930) 

Controlling 
for price 

(n=2,294) 

Propensity 
score 

weighted 
(n=3,038) 

Rite Aid 
market 
share 

(n=2,029) 

Continuous exposure1       

    Post Policy x 
CVS% 

0.985* 
(-0.006) 
[0.022] 

 
0.984* 
(0.007) 
[0.025] 

0.987* 
(-0.006) 
[0.035] 

0.985* 
(0.006) 
[0.022] 

1.010 
(0.008) 
[0.165] 

       
Categorical 
Exposure2       

Post Policy x CVS 
Category 1 

0.818 
(0.126) 
[0.192] 

0.902 
(0.150) 
[0.538] 

0.676~ 
(0.153) 
[0.084] 

0.796 
(0.134) 
[0.176] 

0.802 
(0.131) 
[0.177] 

0.919 
(0.259) 
[0.765] 

Post Policy x CVS 
Category 2 

0.723* 
(0.116) 
[0.043] 

0.719* 
(0.107) 
[0.027] 

0.598* 
(0.136) 
[0.023] 

0.733~ 
(0.131) 
[0.081] 

0.698* 
(0.118) 
[0.033] 

0.943 
(0.271) 
[0.838] 

Post Policy x CVS 
Category 3 

0.706* 
(0.111) 
[0.027] 

0.704* 
(0.111) 
[0.026] 

0.584* 
(0.132) 
[0.018] 

0.702* 
(0.114) 
[0.030] 

0.695* 
(0.116) 
[0.029] 

1.053 
(0.300) 
[0.856] 

Note. Presented are exponentiated coefficient estimates (rate ratios) of the difference-in-difference parameters using zero 
truncated negative binomial regression. 1 denotes estimates from model 1 and 2 denotes estimates from model 2, as specified 
in the text. Clustered standard errors are in parentheses and p-values are presented in brackets. Boldface indicates statistical 
significance at the 0.05 level (~p<0.10, *p<0.05, **p<0.01, ***p<0.001). 
Source.  Tobacco Use Supplement to the Current Population Survey (CPS-TUS) 2014-2015, BCBSA Community Health 
Management Hub®. 

 

With regards to propensity score methods, the best covariate balance was achieved by 
generating the scores using weighted logistic regression to incorporate the survey weights and 
using radius caliper matching. All 12 strategies reduced the imbalance substantially, but this 
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combination was the only one able to achieve standardized differences in means below 0.25 for 
all covariates. This strategy resulted in a sample of 3,038 observations, with 1,060 pre-period 
nondaily smokers (13 excluded for being off the common support) matched to 1,978 post-period 
nondaily smokers. Thus, it had the additional benefit of retaining power compared to the 1:1 
matched sample alternatives. The DID models were estimated on this sample, weighting the final 
models by each observation’s frequency weight multiplied by its survey weight.63,64  The results 
of both models were consistent with those of the main models, although the effects identified in 
the middle and highest third in the categorical model are slightly stronger in magnitude than in 
the original model.  

3.4 Discussion 

 The findings from this analysis indicate that the removal of tobacco products from CVS 
pharmacies reduced the number of cigarettes smoked per day among nondaily smokers, 
particularly in areas in which CVS has a substantial pharmacy market share. While no impact 
was identified among daily smokers, the impact among nondaily smokers is notable as nondaily 
smokers comprise an important group that requires more attention. While the overall number of 
current smokers has declined in recent years, the number of nondaily smokers has increased.74 
This change does not simply represent numbers of daily smokers reducing their smoking and 
becoming nondaily smokers. Some nondaily smokers are newly initiated or transitioning from 
more intensive smoking, but almost half of nondaily smokers are stable in their habits, having 
been smoking nondaily for at least a year. Of these stable smokers, over 75 percent have been 
stable for at least five years.71 Crucially, nondaily smokers tend to be missed by clinical smoking 
cessation efforts. Many nondaily smokers do not identify as smokers75–77 and they are less likely 
than daily smokers to be asked by physicians about their tobacco use or be advised to quit.72 If 
they do decide to quit or cut back, pharmacotherapies designed to counter nicotine withdrawal 
are, for the most part, untested among and have unknown effectiveness for nondaily smokers, 
who often do not experience nicotine dependence.76 Further, with different motivations for 
smoking 25 and different perceptions of health risks than daily smokers,78,79 they may not be 
receptive to standard cessation messages. Thus, any intervention, including removing tobacco 
from pharmacies, that might assist nondaily smokers in reducing their tobacco use has unique 
value.      

 It is important to note that the effects identified in this study are modest in comparison to 
those of other tobacco control policies80–82 and some pharmacological and behavioral 
interventions.83–85 Using the estimates from the categorical DID, nondaily smokers living in 
CBSAs in the middle third and highest third of CVS market share are predicted to smoke 0.25 
and 0.42 fewer cigarettes on smoking days, respectively, after implementation compared to 
before, holding all other covariates constant at their means or their most populous category. 
These are certainly small behavioral changes. However, they may still result in improvements in 
health. There is no safe amount of cigarette consumption; adverse health effects can result from 
even low levels of smoking and nondaily smokers have higher risk of death than never smokers, 
even if not quite the risk of daily smokers.86,87 However, while evidence is mixed, research 
indicates that reducing the number of cigarettes smoked per day is associated with reduced risk 
of lung cancer incidence, lung cancer mortality, and all-cause mortality,88–90 even without fully 
quitting. Further, reductions in smoking have been associated with future cessation.91,92 
Certainly, evidence is lacking for diminutions of this small magnitude and for nondaily smokers 
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specifically, but reductions of any amount are promising. It is also possible that the effect might 
be more substantial if tobacco were to be removed from all pharmacies, rather than only CVS 
locations.  

 This analysis had some important limitations. First, the time period and small number of 
interview waves included in the TUS-CPS limited the analysis to short-term impacts as well as 
precluded my ability to assess some DID assumptions, including parallel pre-treatment trends, 
and adjust for trends over time. Unfortunately, the TUS-CPS is conducted only every three to 
four years, so the inclusion of prior data would not have been particularly useful for trend 
analysis, but similar analyses should be conducted if more robust longitudinal data become 
available. Second, without more nuanced survey questions, the analysis was unable to examine 
the exact mechanisms underlying the reduction in smoking (i.e. fewer impulse purchases, 
increased social sanctioning, etc.). Third, as noted, the analysis was restricted to individuals in 
CBSAs with at least 100,000 residents due to the availability of geographic identifiers, which 
certainly limits the generalizability of its findings. This limitation was the result of a necessary 
trade-off in order to be able to study the number of cigarettes smoked per day by current 
smokers. The Behavioral Risk Factor Surveillance System provides more granular geographic 
information with specially granted data access, but this survey does not ask about more minor 
tobacco-related behavior changes, only about current smoking status and quit attempts.93 While 
the CBSAs under study are the areas most likely to contain CVS pharmacies and be impacted by 
the policy change, the analysis should be extended to individuals in all areas with any CVS 
presence if these data are available in the future.  

3.5 Conclusion 

 This analysis suggests that the removal of tobacco products from CVS pharmacies in 
2014 resulted in nondaily smokers consuming fewer cigarettes per smoking day, particularly in 
CBSAs in which CVS has a larger share of the pharmacy market. It is possible this decrease was 
accomplished by reducing the cues that prompt impulse purchases and by increasing social 
sanctioning against smoking, which could impact nondaily smokers across multiple stages of 
behavior change, including those not actively interested in quitting smoking. These findings are 
noteworthy as they suggest a benefit for a population that is still at high risk of adverse health 
outcomes but that is generally overlooked in attempts to encourage smoking cessation from the 
health care system. Similar policies should be considered by other corporate pharmacies that 
have a substantial market share as well as by governmental policy-makers considering state or 
municipality-level tobacco free pharmacy policies, as they may be a promising tactic for 
reducing smoking and subsequent chronic disease amongst this population at relatively little cost 
to society.  
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3.7 Appendix 
 

Table A3.1. Covariate balance among all current smokers, daily smokers, and nondaily smokers in each category of CVS 
market share 
  All current smokers  

(n=13,814) 
Daily smokers  

(n=10,759) 
Nondaily smokers 

(n=3,055) 
Zero CVS Presence    
Age -0.092 -0.155 0.101 
Female -0.038 -0.027 -0.072 
Race/ethnicity    
   White -0.165 -0.055 -0.478 
   Black 0.075 -0.025 0.293 
   Asian/PI 0.054 0.008 0.189 
   Hispanic 0.149 0.069 0.353 
   American Indian/Alaska Native 0.066 0.070 0.056 
   Multiracial -0.048 -0.014 -0.199 
Education    
   < HS degree -0.008 -0.102 0.398 
   HS degree/GED -0.029 -0.010 -0.094 
   Some college 0.139 0.149 0.107 
   College degree+ -0.153 -0.114 -0.263 
Income    
   <$20,000 0.006 -0.005 0.044 
   $20,000-34,999 -0.016 0.037 -0.214 
   $35,000-49,999 0.177 0.132 0.313 
   $50,000-74,999 -0.004 -0.018 0.038 
   >$75,000 -0.163 -0.157 -0.186 
Lowest 3rd of CVS Market Share    
Age 0.018 0.028 0.012 
Female -0.012 -0.013 -0.003 
Race/ethnicity    
   White 0.010 0.007 0.036 
   Black 0.014 -0.041 0.161 
   Asian/PI -0.026 -0.002 -0.101 
   Hispanic -0.011 0.028 -0.125 
   American Indian/Alaska Native 0.002 0.015 -0.042 
   Multiracial -0.012 0.015 -0.091 
Education    
   < HS degree -0.061 -0.079 0.012 
   HS degree/GED 0.082 0.087 0.082 
   Some college -0.047 -0.039 -0.076 
   College degree+ 0.012 0.013 -0.014 
Income    
   <$20,000 -0.033 -0.024 -0.057 
   $20,000-34,999 -0.008 0.011 -0.066 
   $35,000-49,999 0.060 0.055 0.079 
   $50,000-74,999 -0.003 -0.003 -0.003 
   >$75,000 -0.007 -0.032 0.058 
Middle 3rd of CVS Market Share    
Age -0.005 -0.027 0.019 
Age 0.058 0.040 0.107 
Female    
Race/ethnicity 0.003 0.023 -0.101 
   White 0.017 0.018 0.027 
   Black -0.049 -0.028 -0.094 
   Asian/PI -0.001 -0.055 0.161 
   Hispanic -0.017 -0.020 -0.008 
   American Indian/Alaska Native 0.028 0.045 -0.014 
   Multiracial    
Education 0.032 0.029 0.035 
   < HS degree 0.001 0.010 -0.057 
   HS degree/GED 0.001 -0.011 0.045 
   Some college -0.037 -0.033 -0.018 
   College degree+    
Income -0.003 -0.001 -0.007 
   <$20,000 -0.002 0.022 -0.085 
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   $20,000-34,999 0.049 0.053 0.015 
   $35,000-49,999 -0.014 -0.038 0.064 
   $50,000-74,999 -0.026 -0.038 0.021 
Highest 3rd of CVS Market Share    
Age 0.042 -0.010 0.237 
Female 0.044 0.039 0.066 
Race/ethnicity    
   White 0.023 -0.005 0.109 
   Black 0.005 0.016 -0.029 
   Asian/PI -0.010 -0.004 -0.021 
   Hispanic -0.048 -0.014 -0.142 
   American Indian/Alaska Native 0.068 0.079 0.017 
   Multiracial -0.044 -0.065 0.015 
Education    
   < HS degree -0.038 -0.014 -0.142 
   HS degree/GED -0.106 -0.091 -0.170 
   Some college 0.131 0.106 0.224 
   College degree+ 0.011 0.001 0.049 
Income    
   <$20,000 0.071 0.100 -0.043 
   $20,000-34,999 -0.047 -0.039 -0.081 
   $35,000-49,999 -0.065 -0.048 -0.132 
   $50,000-74,999 0.013 0.026 -0.043 
   >$75,000 0.012 -0.058 0.240 
Note. Table presents standardized differences in means between pre-policy observations and post-policy observations. 
Boldface represents a difference above suggested threshold of 0.25. Balance is reported at the population level (weighted by 
survey non-response weights).  
Source. Tobacco Use Supplement to the Current Population Survey (TUS-CPS) 2014-2015. 
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Conclusion 
 
 Each of these papers provides evidence of a relationship between retail availability and 
health behaviors and related health outcomes. Upon investigation, greater food swamp severity 
was linked with higher hospitalization rates among adults with diabetes in a curvilinear manner, 
the relationship plateauing in the counties most saturated with unhealthy food outlets. The 
abolition of the liquor control system in Washington resulted in a proliferation of liquor outlets 
in urban counties and was associated with higher rates of hospitalizations for accidental injuries 
in these counties. CVS Health’s removal of tobacco from its pharmacies was associated with a 
decrease in the number of cigarettes smoked per day by nondaily smokers in areas with 
substantial CVS market share. While each study certainly has its own limitations, taken together, 
they suggest that a prolific retail presence can encourage unhealthy behaviors, at least to some 
extent, across each of these products. These findings support the call to action from literature on 
the “commercial determinants of health” to study these products and industries in tandem, rather 
than each in isolation. They also provide important evidence to governmental and organizational 
policymakers that reducing retail availability of unhealthy products may be an additional tool 
outside of the health care system with which they can prevent or reduce the burden of chronic 
conditions in localities and nationwide.     
 




