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ABSTRACT

Interpretation of Ha Ly« absorption spectra after the epoch ofiHeesionization requires
knowledge of the He ionizing background. While past work has modelled the eimuof
the average background, the standard cosmological raglimtinsfer technique assumes a
uniform radiation field despite the discrete nature of tleed)y bright quasars that dominate
the background. We implement a cosmological radiativesfearmodel that includes the most
recent constraints on the ionizing spectra and luminositgfion of quasars and the distribu-
tion of IGM absorbers. We also estimate, for the first time, éfffects of fluctuations on the
evolving continuum opacity in two ways: by incorporating ttomplete distribution of ioniz-
ing background amplitudes into the standard approach, pedfiicitly treating the quasars
as discrete — but isolated — sources. Our model results iniaibt@zation rate that evolves
steeply with redshift, increasing by a facter2 from z = 3.0 to z = 2.5. This causes rapid
evolution in the mean He Ly« optical depth — as recently observed — without appealing to
the reionization of He. The observed behaviour could instead result from rapitliéen in
the mean free path of ionizing photons as the helium in highecolumn density absorbers

becomes fully ionized.

Key words: cosmology: theory — intergalactic medium — diffuse radiati

1 INTRODUCTION

The ionizing background is crucial for understanding maspeats
of large-scale structure and galaxy formation at high ritéstror
example, unraveling the physical density structure of the for-
est (which contains most of the the intergalactic mediumGad,
at z > 2) requires knowledge of the ionization state of the inter-
vening material (Raudh 1998; Meiksin 2009). It is also califbr
understanding the abundance and distribution of heavyeai&siin
the IGM, whose ionization states depend sensitively on dball
metagalactic radiation field (e.d.. Songaila 1998, 2005n Kt al.
2002b; Aguirre et al. 2004; Bolton & Viel 2011). Additionglithe
ionizing background is an important input parameter fomoos
logical simulations because it regulates the dominantitgand
cooling in the IGM (Davé et al. 1999; Springel & Hernquiis02)),
which forms the fuel supply for later galaxy formation. Higa
the ionizing background holds important clues about geksind
quasars, because they are the dominant sources behinddisér
measurements can constrain the star formation rate, tapefac-
tion of ionizing photons from galaxies, and the importantéue
minous quasars (Madau eflal. 1999; Faucher-Giguéere | eD@8a2
2009 Haardt & Madau 2012).

Perhaps most importantly, the ionizing background is tied
inextricably to the reionization process, when the globat-i
ization state of intergalactic atoms changes rapidly. Pame
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ple, measurements of theiHbnizing background at ~ 5-

6 show that hydrogen reionization appears to proceed rela-
tively slowly (Bolton & Haehnelt 2007). Its properties willlso

be crucial for understanding Hlereionization, which is due
to bright quasars| (Sokasian et al. 2003; Furlanetto & Oh |2008
McQuinn et al.| 2009). Based on studies of the effective opti-
cal depth of the Ha Ly« forest, the reionization of He in

the universe seems to have completedt at- 3 (Reimers et all.
1997; | Kriss et al.. 2001} Zheng et al. 2004; Shull etial. 2004).
The evolution of the ionizing background during and after
Hell reionization is critical to interpreting new and upcom-
ing Hell Lya forest results fromHST/COS (Shull et al.| 2010;
Worseck et al| 2011; Syphers et al. 2012). Theoretical talcu
tions have attempted to address this evolution by semiyaoal
modelling (Dixon & Furlanetia 2009; Furlanetto & DiXxan 2()10
and hydrodynamic simulations of the IGM_(Sokasian et al.3200
Bolton et all 2006; Paschos etlal. 2007; McQuinn &t al. 2009).

There is a long history of calculations to estimate the prop-
erties of the metagalactic ionizing radiation field. Hagdfladau
(1996) made a landmark study of the ionizing backgroundgusin
a cosmological radiative transfer model for ionizing pmstdrav-
eling through a clumpy IGM. By combining state-of-the-aohe
straints on the distribution of ionizing sources and theatr dis-
tribution of the IGM| Haardt & Madau (1996) were able to corgu
the evolving ionizing background of Hand He1. Further studies
(Fardal et al. 1998&; Faucher-Giguére ef al. 2009; Haardta8lal
2012) have updated this framework with new constraints en th
population of ionizing sources and the distribution andpprties
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of IGM absorbers. However, all of these studies treated dhe i
izing background (and its sources and sinksuri$orm compo-
nents, which is a reasonable approximation for thebidckground
(at least at low and moderate redshifts; Meiksin & White 2094

is a poor approximation when bright, rare sources domintae t
emissivity (as is the case for quasars and theil Hizing back-
ground).

Fardal et al.[(1998) showed how the relatively large mean sep
aration of Ha1 ionizing sources could contribute to the significant
observed fluctuations in the ionizing background and hendtkd
observable Ha Ly« effective optical depth. An analytic descrip-
tion of variations in the metagalactic radiation field wasaduced
by |Zuo (1992), expanded hy Meiksin & White (2003), and later
used by Furlanetto (2009) to study fluctuations in theiHenizing
background. Despite this theoretical interest, there kas Imo ef-
fort to include the effect of these fluctuations on the iamjgzcon-
tinuum opacity within a cosmological radiative transferdab In
this work, we attempt to show the self-consistent effecthefse
fluctuations on the mean ionizing background.

We begin in Section 2 with a description of our implemen-
tation of a cosmological radiative transfer model to calteilself-
consistently the He ionization rate. Then, in Section 3, we present
the results of our model. In Section 4, we use the results flan
model to calculate the evolution of the Heeffective optical depth
and compare it to observations. We discuss our model asamapt
and compare to previous work in Section 5. We conclude ini@ect
6.

In our calculations, we assume the following cosmology:
Qi 0.26, Qa 0.74, 0.044, and h 0.74
(Dunkley et al. 2009). All distances are given in comovingtsin
unless otherwise specified.

2 INPUTSMETHODS

2.1 Cosmological Radiative Transfer

To calculate the He ionizing background, we employ a cosmo-
logical radiative transfer model (Haardt & Madau 1996). Bync
sidering photon conservation in a comoving volume elemtiet,
specific intensity of ionizing radiatiod, behaves as

(% _ IJH%) Jo = =B3HJ, — candy + 1=co, )
where H (t) is the Hubble parameter, is the speed of light,

is the absorption coefficient (wittkr, = «, dl anddl the proper
line element), and, is the proper emissivity. This approach as-
sumes that each volume element can be described as an isotrop
source and sink of radiation through and «,,, respectively: we
will revisit this assumption later on. The solution to thesicmlog-

ical radiative transfer equation is

/""d dl (1+ 2)?
Z0

“dz (1123
wheredl/dz = ¢/((1 + z)H(z)) is the proper line element, =
vo(1+2)/(14+ 2z0), andr is the effective optical depth experienced
by a photon at frequency, and redshiftzo since its emission at
redshiftz. 7 is calculated using™" = (e~ ") averaging over all
lines of sight. For Poisson-distributed absorbers withddlumn
density Ny 1 this opacity isl(Paresce et al. 1980)

7(vo, 2 z)—/zdz'/oodN 827]\[(1—677—") (3)
020> %) = o o HIaNHIaZ’ ’

1

JVO(ZO) = E

€, (z) exp[—T7 (o, 20, 2)]. (2)

whered’> N/ONu 10z = f(Nur, z) is the column density distri-
bution function (CDDF) of neutral hydrogen absorbers. Thesm
common simple form of the CDDF is a power law in column den-
sity and redshift;f (Nu 1, 2) N}}f(l + 2)7, but we will allow
more sophisticated models as well (§6£5.3).

The optical depth of an absorber to ionizing photons of fre-
guencyv is given by

4)

where N; are the column densities and are the photoionization
cross-sections of ion. Because only the column density distri-
bution of Nu1 has been measured, we use a model for the rela-
tionship betweenVi1 and Nue1r to calculate the He ionizing
opacity (see§ [2.1.1). In the frequency range contributing to the
Hell ionizing background > viernr = 4vu1) we assume the
contribution to the optical depth from Heés negligible follow-

ing [Faucher-Giguére etlal. (2009). Finally, the ionizatrate for
Hell is given by

oo
FHCH(Z) = 47T/
VHe Il

wherevye 11 is the ionization threshold of He

In our model, we do not explicitly calculate thel kbnization
rate, as that calculation depends strongly on poorly caimstd
models of the escape fraction of ionizing photons from &aming
galaxies (see e.g. Haardt & Madau 2012). Because the dbéaite
lution of I'y1 is not the focus of this work, we instead adopt an
empirical estimate of the Hionization rate from measurements of
the Ly« forest (Faucher-Giguere et al. 2008a), which appears to be
fairly constant over our redshift range of interest{ 2—4). We
have ensured that our fiducial value 1oy 1 is consistent with our
fiducial quasar emissivity and CDDF; that is, the valu&'gf; cal-
culated in our fiducial model with quasars only is less than/tdue
we assume in the fiduci@lye 11 calculation.

Because the ionizing background and the continuum opacity
are interrelated through the conversiondf 1 to Nu. 11 described
in the next section, the procedure must be iterated overntieee
redshift range until convergence. The result of this cosigiohl
radiative transfer model as presented in this section wildferred
to as the "uniform” background model in the rest of the paper.

7o = Nuiou1(v) + Nue1oue1(v) + Nuetionenr(v),

Ju(2)
hv

©)

OHe H(l/)dlj,

2.1.1 Absorber lonization Sructure: Nir1 to Nge 11

The relationship betweeNy 1 and Ny 11 is usually parameterized
by the quantityy = Nuerr/Nu1 (Miralda-Escude 1993). In the
optically thin casey is given by

A
Fur ajienn Y
b
FHCII aﬁl 4X

Tthin = (6)
whereai;; andai, 1; are the case-A recombination coefficients of
Hi and Hal , andX = 0.75 andY = 0.25 are the hydrogen and
helium mass fractions, respectively. In an optically thiavieon-
ment, photons produced by recombinations to the ground efat
Hell will escape from the local medium, hence our choice of case-
A recombination coefficients. Note, however, that thesdfiments
enter only in the ratio, so this choice does not have any faogmnit
effect.

To more generally translate Icolumn densities into He ,
we adopt a fit to numerical simulations that accounts for
self-shielding in neutral hydrogen systems (Fardal et 8981
Faucher-Giguére etlal. 2009),

(© 0000 RAS, MNRASD00, 000—-000
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Y THI THe II

¥ mHI _ THell 7
16X 1+ Amua 1+ BTHenn )

wherer; = o;N;, A = 0.15 and B = 0.2 are fitting coefficients
used byl Faucher-Giguere et al. (2009), dnd= I';/n.c;* with

Iut = THe11 + Txer,

ne = 1.4 x 1072 cm™3(Nu1/10'72 cm™2)%/3(Tg1/10712
s 1)2/3  (Schaye [ 2001). At small Hcolumn densities
(Nu1 <10 em™), Nuen = nminNu1 as expected.

Hell becomes optically thick to ionizing radiation for larger
column densities Nu1 ~ 10'°-10"" cm™2), son increases by
a factor of a few as more Heforms while hydrogen remains
highly ionized. Then, forNu1 > 10'" cm™2, n steeply drops as
the systems become optically thick ta kbnizing photons.

For systems withVg > 10'® cm™2, the numerical fit sys-
tematically under-predicts the amount of #Hérom the original
model (see Figure 1 of Faucher-Giguére ét al. 2009). Fouére-
cies neawye. 1, the opacity is unaffected because these Migh
systems are still optically thick due toikabsorption. However, for
v > 2.5 vie 11, absorbers witiVi 1 ~ 10'°-10%° cm™? start to be-
come optically thin due to their relative lack of He Fortunately,
the total ionization rate only changes slightly becauseghge of
affected column densities is small and the vast majorityoofza-
tions occur at lower frequenciesi.rr o< v~ 3).

Haardt & Madau [(2012) applied a similar method to fit the
absorber structure that considers the averfdgeithin absorbers
instead of the external “optically-thifi”. While their method pro-
vides a better fit to the numerical modelsMét1 > 10'® cm~2,
it differs from the Faucher-Giguére et al. (2009) modelydnlthe
details for the more importantierr ~ 1 (Nu1 ~ 10'% cm™2) ab-
sorbers. This is an example of one of the systematic uno&dsi
in our procedure: these models fprmust assume physical char-
acteristics for the absorbers (densities, temperatures gaome-
try, for example) that are both uncertain and simplificagiofithe
true IGM physics. For concreteness, the numerical absonbelel
from|Faucher-Giguére etlal. (2009) assumes uniform degsini-
infinite slabs with a thickness determined by the local Jéamgth
(atT = 20, 000 K) in photoionization equilibrium with both an ex-
ternal radiation background and internal recombinatia@tesses.

2.1.2 Recombination Emissivity

Recombinations of Hel to the ground state of He will produce
ionizing continuum radiation. Although the recombinati@te in
a uniform density medium can easily be estimated from iditra
equilibrium, the real universe requires a more detailedaggh
for two reasons. First, density inhomogeneities in the 1GM-s
stantially boost the recombination rate. We can model thigte-
grating over the H column density distribution of the lyforest.
Second, recombination photons produced inside optidailtk ab-
sorbers will not escape to affect the IGM.

We model the recombination emissivity of IGM ab-
sorbers with a numerical fit to the radiative transfer models
of [Faucher-Giguere et al. (2009). The emergent specifansity
from an absorber with He column densityNy. 11 can be approx-
imated by

rec hv ch
Iy (NHCH) - E <1 - %) FHCII¢D,!‘CC

QHe11
x N (1 _ eNHeII/NT) ,

®)

where the second factor is the fraction of ionizations togitweind
state and the local ionization rateligi.i;. Ny = 10173 cm™2
is the approximate threshold Hecolumn density above which the

(© 0000 RAS, MNRASD00, 000-000

emission becomes saturated by absorption within the absitse|f
(the decline at larger columns is approximated by the lagbfx
v rec 1S the normalized recombination emission profile:

*16*}LV/’€BT0( (9)
wheref(z) is the Heaviside step function. The effective frequency
width of this emission isAv/v ~ kT /hvaenn ~ 0.03, which
limits the distance these photons can travel$30 Mpc before
redshifting below the He ionizing edge.

The total proper emissivity from recombinations is then

¢V,rec X v vV — VHeII)7

dz

== (10)

oo

€v,rec(2) / dNwu1 f(Nur, 2) 47 1°° (Nue11),

0
where the intensity depends implicitly dNy: through the con-
version factorn. We include the recombination emissivity in the
cosmological radiative transfer calculation by simply iaddit to
the emissivity from quasars, ignoring the difference intigpalis-
tribution.

We note here that the recombination photons can have a much
larger effect on the ionizing background than one might elgiv
expect from their emissivity. As we shall see later, inciegshe
emissivity also increases the mean free path of ionizinggis
which amplifies the effect of the additional ionizing phatoiwe
will explore this issue further i§[3.1.5.

2.2 Mean FreePath

The opacity per unit redshifti7/dz, was integrated in equatianl (3)
to calculate the total opacity between two redshifts:

dr

P (11)

- / dNu1f(Nut,2)(1 — e 7 nem)y,
0
where the absorber opacity as a functionNaf 1, 7., depends on
I'ge 11 through the absorber model in Section 2.1.1. At a given red-
shift, d7/dz describes the local opacity due to the forest of individ-
ual absorbers in the IGM. By inverting this quantity and centing
from redshift difference to a comoving distance, we find tie d
tance per unit optical depth, which is simply the mean fraa:pa

y -
dz \ dz ’
If f(N;,2) = NoN; ?(1+2)” ando; = oo(/vi) ™2, the comov-
ing mean free path reduces to
v\ 3(B-1)
()

(12)

)\mfp(y7 Z) =

(B-1c
Ic(2 — B)Nool "
1

N
(L+2)7H(2)’
wherel's is the Gamma function. The redshift dependence of the

mean free path in this simplified model is thémp,s; o« (1 +
z)~0F15  This power law dependence is a good approximation
to describe the evolution of the mean free path ofiéhizing pho-
tons Q1) in our model because thelHCDDF is fixed, but we find
that it fails to capture the more complicatEd. 11-dependent evo-
lution of the mean free path of Heionizing photons Xue11; see
§B.1.2).

Recent efforts by Prochaska et al. (2009) and O’'Mearal et al.
(2013) have directly measured the kbnizing mean free path of
the IGM nearz ~ 4 andz ~ 2 respectively. For an identical dis-
tribution of absorbers, they would report different valtiesn ob-
tained by our approach because they define the mean free path a

Amfp(ljv Z) ~

(13)
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the distance traveled by a photon throughemving IGM while it

redshifts with the cosmic expansion, rather than the pathabuld
be traveled if the IGM and photon retained their originalgandies
(as is the usual definition for theoretical work). We folldvetiatter
definition here.

2.3 Fluctuations

In a smooth, fully-ionized IGM, the intensity of ionizing dia-

tion from an individual quasar falls asp[—7/Amsp)/r>. Given

a distribution of quasar luminosities and a mean free pagph-
ability distribution of intensities can be computed asswgnian-
dom placement of quasars following Poisson statistics| (FA#9;
Meiksin & White |2003). The effects of this distribution oneth
mean ionizing background have not previously been considered.
The next stage in our model is therefore to incorporate thigilu-

tion (in a somewhat ad hoc manner) in order to understaneérbett
the implications of this fluctuating background.

We use the Hopkins et lal. (20073-band quasar luminosity
function (QLF) to describe the distribution of relative gaalumi-
nosities, assuming an average quasar spectral energiputisin
such that the specific luminosity at thel libnizing edge is pro-
portional to theB-band specific luminosityl{z), then extrapolat-
ing to the Heal ionizing edge by a spectral index Additionally,
while the effect is relatively minot (Furlaneito 2009), wangolve
the quasar luminosity function with a distribution of fdtraviolet
spectral indices that roughly matches observations byeffetfal.
(2002): a Gaussian distribution overs < o < 3.5 with central
valuea = 1.5 ando, = 0.7. Note that the asymmetric bounds on
« lead to an average spectral indexcof- 1.6 consistent with our
fiducial value (described later §12.5.1). In detall, the average ra-
tio between the emissivity at 1 and 4 Ryd will be somewhat &igh
than the ratio for ax = 1.6 spectrum, but we fold this uncertainty
into the ionizing background normalization uncertaintgatéhed
in §[3.

We use the method of characteristic functions from
Meiksin & White (2003) to determine the probability distiipn
of intensity, f(J), then scale linearly t&' by I" = J x (I} /(J)
(Furlanetto 2009). The last assumption of proportiondigyween
the intensity of radiation and the ionization rate is noc#i true;
the intensity at higher frequencies should be more unifoen b
cause the mean free path is much larger, although the efect i
modest in practice_(Dixon etlal. 2013). In our calculationf¢f")
we use the mean free path of the “average” Henizing photon,
AHelT = Amip (), Where? is defined by

%) Ju
Z7FHCH:47T/ yxﬂ
VHe 11

hv
in an attempt to average over the frequency dependence lohdie
ground fluctuations. In generalg. 11 is substantially larger than

OHe H(l/)dlj, (14)

r 120 Mpc 7
- === 60Mpc
— — 30 Mpc
1= -
r , ]
i g ]
—~ I // / ]
— / !
S~ r !
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S ' 1
L | ! i
L | b il
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L | ! \\\\ i
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Ool L \\\‘ 1 L L1l \\‘ I lal |
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Figure 1. Distribution of ionization rates at 3.0 for Apmep, =
30, 60, 120 Mpc (long-dashed, dashed, and solid, respectively).

That is, the lower opacity in rare highregions does not counter-
act the higher opacity in common lolv regions. We explore this
effect in the following discussion.

We incorporate these fluctuations into our ionizing back-
ground model by averaging the opacify/d> (equationd13111)
over the distributiory (I"):

< > / < dr
0 dz
whered7/dz depends orl" through the absorber prescription in
Sectiof 211 andl(T") is initialized with the mean free path calcu-
lated in the uniform model. This process is repeated usiagdme
f(T) for each frequency in equatioris (2) ahtl (5) to modify the ion-
izing continuum opacity at each redshift. The fractionar@ase in
the opacity due to the integral ové(T) is larger for smallei\ ¢,
reaching~ 40% in our fiducial model if\.¢ is equal to the aver-
age distance between bright sources at 3 (~ 45 Mpc; se€§3.7).
Because the modified opacity leads to new value§far (z) and
Amip(2), We iterate this process using the n&ws, (2) to generate
f(T") and using the neW'w.11(z) to calculatedr/dz (T, z).
Unfortunately, as presented above, the 11 calculation does
not converge to a non-zero value; the added opacity fronf (hg
prescription causes the iterative procedure to dfiuerr down to
zero. At relatively high redshiftsz(> 3.5) the mean free path is
short enough Xme, < 50 Mpc) that integrating ovelf (I") greatly

dr

- (15)

(T)f(T)dr,

AHe11, SO OUr approach provides a conservative estimate when usedncreases the opacity. In practice, this increased opatityigh

to calculate the amplitude of ionizing background fluctoasi

Figure[1 shows how thg(T") distribution varies with mean
free path. When the mean free path decreases, the peak daéthe d
tribution skews towards smallér relative to the mean. Fdr be-
low the mean, we find that the Heopacity of each absorber will
increase, with the total opacity increasing as, rougtfyj/dz o
I'~2/3 using the Her absorber model of Sectidn 2.]1.1. Because
this relationship between the ionization rate and opaatynore
gentle than linear, the skewness of th@") distribution results in
an average opacity that lgher than the opacity at the medn

redshift propagates small values Ibfi. 11 to lower redshifts, and
the iterative effect pulld” down to zero atall redshifts. Even
when the ionizing background is calculated assuming locase
sion and absorption of photons (i.e. without an integralr oeel-
shift as in equatiof]2) via the absorption-limited approadion
Ju(2) = € (2)Amip(v, 2)/(47) (Meiksin & White|2003), the di-
vergence to zero remains ag 3.2.
The reason our procedure breaks down is actually obvious:

our cosmological radiative transfer model assumes thariman
photons are emitted uniformly throughout the universeh(aiton-

(© 0000 RAS, MNRASD00, 000—-000
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Figure 2. Line-of-sight equilibrium ionization rate profile for.
1/3 L+, L+, 3L+ (from bottom to top) quasars at = 3 with IGM con-
tinuum absorption (solid black) and without (dashed redl)all cases, the
guasars are assumed to be isolated (i.e., with no contiibfitorn a meta-
galactic background).

stante, in equatior(]l), but the real quasar sources are of course
point-like. Since the ionizing background near a source igtm
stronger than the average, the local IGM will be less opaqent
izing photons, and the quasar photons will penetrate faitihethe
IGM —increasing the ionizing background. Additionallyyonodel
assumes that the path traversed by an ionizing photon fafy-s
ples the distribution of ionization rates given IfyT"), but within

a quasar proximity region this is not accurate, as the radigtro-
file is smoothly decreasing. To quantify the minimum efféeide
transparent proximity regions must have on the mean baakgro
we consider a simple model where the ionizing backgroundlis ¢
culated as the sum of isolated source ionization rate ile

2.4 Minimum Background M odel

In the absence of an external ionizing background and iggdtie
cosmological redshift of ionizing photons, the equililmiuoniza-
tion rate profile along a sightline from a single quasai(R), is
given by

Iy(R) = /
VHe 11

where, (R) is the optical depth at frequeneyfrom the IGM at

r <R,
/

1 For simplicity, we will ignore the finite lifetimes of quasain our cal-
culation. In reality, these finite lifetimes limit the exteof an individual
quasar’s radiation field. However, the radiation field wahtinue to prop-
agate outward even after the quasar shuts off, followingptbéle that we
describe here. The statistical results we describe heréharefore unaf-
fected by a finite lifetime.

L

mﬂ'y eXp[—Ty (R)]dl/,

(16)

tdr
dz

dl
dz

Tv(R) = (v, Ly (r)) () "dr, (17

(© 0000 RAS, MNRASD00, 000-000
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and assumind., « v~ !¢ as the mean quasar spectrum for sim-
plicity.

Figure [2 shows the ionization rate profiles fdr
1/3 L., L+, 3L. quasars (from bottom to top) at= 3. At small
radii, the effective mean free path is very large,Isp ~ R™2.
However, oncd’, is small enough such th&® ~ A (), the
ionization rate drops sharply. Thus, each quasar has aatbasic
radius beyond which it generates very few ionizations,atiffely
a recombination-limited “proximity zone.”

This ionization rate profile, integrated from small to large
dius, can be calculated without detailed radiative tramisézause
all of the ionization state and absorption properties argained
in our prescription for the clumpy IGM through the CDDF and ab
sorber structure from Sectign 2.1..1. In a physical sigktlihe at-
tenuation in the IGM will be dominated by random encountdth w
absorbing clouds, so a more accurate description could taénelol
by radiative transfer through a realistic IGM density fidlde as-
sume ionization equilibrium in the average IGM for simplci

The sum of these isolated quasar profiles should provide a
minimal estimate of the mean background consistent with the
CDDF and the QLF, because they ignore collective effectmfro
the overlap of the proximity zones. Armed with thg profiles as
a function of quasar luminosity, we can calculate this mumim
mean background by integrating over the QLF and averagirg ov
position,

I'min :/ </
0 L

min

I'y(R, L)@(L)dL) 47 R*dR, (18)

where ®(L) is the Hopkins et al.| (2007) QLF anfmin is the
smallest luminosity quasar that we considBr.(, = 10*3erg s*

in the B-band, but the overall results do not depend strongly
this choice). The majority of in comes from cosmologically lo-
cal sources (within~ 75 cMpc), so neglecting the cosmological
redshift of ionizing photons should be a reasonable appration.
The resultingl'min (z) will be referred to as the “minimum” back-
ground model in the rest of the paper. We will see in Sedtion 3
that the minimum model ionization rate is nearly constartrakie
redshift range we consider.

In our model, the minimum background provides a maximum
average opacity for the IGM. To implement the minimum back-
ground into our modified cosmological radiative transfedelpwe
make the following approximation: when determining the aya
dr/dz at a given redshift, use the largerfic i1 (z) andlmin (z)

The minimum background model is not meant to represent a uni-
verse where there is a floor in the ionizing background at aiytp

in space, but rather one where thgerage ionizing background
has a floor based on the proximity effects of rare bright sesirc
This model could be similar to the pre-reionization unigemshere

the average ionizing background is dominated by expanding i
ized bubbles around such sources. While the difference deatw
this highly fluctuating (by construction) background and pive-
reionization universe is subtle, in practice we find thatidition
does not matter for our purposes. In the regime where the-mini
mum background model dominates our results, the behavibur o
the ionizing background is unlikely to be well-describeddigb-

2 This discontinuity in the opacity calculation results inl@lst redshift
discontinuity in the ionizing background evolution, butrasntioned in the
text, the mean background we calculate in this regime iskefylito be
physically relevant.
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ally averaged quantities, so we focus our analysis at rédstien
I > Fmin.

The results of this modified cosmological radiative transfe
model will be referred to as the "fluctuating” background ralod
in the rest of the paper.

24.1 Summary of Fluctuating Method

In summary, we calculate the fluctuating background mod#ién
following manner:

(i) Initialize T'we11(z) and Ay (2) using the standard cosmo-
logical radiative transfer approach (equatibhs] Z=5[T})L-12

(i) Calculate f(I") as a function of redshift usingms, (2) as
input to the method of Furlanetto (2009).

(iii) Calculate the average opacity7/dz) as a function of red-
shift usingf(T") (equatiori Ib).

(iv) CalculateTyer1(2) with equationd 435 usingdr/dz) in
equatiorB.

(v) Calculate A\mep(2) with equations [11=12, substituting
(d7/dz) for d7 /dz in equatior IP.

(vi) Repeat steps (ii)—(v) untll'ue 11(2) converges.

25 Model Input Parameters

Other than our simple model assumptions, the largest ssurce
of uncertainty in our analysis are three observed parasietes
Hell ionizing emissivity,c,, the Hi ionization rateI'n 1, and the
neutral hydrogen column density distributiof,Nt 1, 2). In this
section, we discuss the range of observed values for theampa
ters.

25.1 Hell lonizing Emissivity

We adopt the Lyman limit quasar ionizing emissivity from
Haardt & Madaul(2012),

€o12(2) = 10**Cergs™* Mpc " Hz ™!
exp[—0.28z]
exp[1.77z] + 26.3’

which is a fit to the integrated-band quasar luminosity function
of|[Hopkins et al.|(2007) converted tg 1 by a constant factor,

)468

X(1+z (19)

L
Ly, =1Lp X 1018'1sergsf1 Hz ! (%) .

(20)
This factor is effectively an estimate of the average qusgactrum
betweenvp andvy . For frequencies above the Lyman limit, we
assume a power law spectrum with < v~ <. For reference, the
integrated quasar emissivity given by equatipn (19) insesaby
~ 30% from z = 3-2.

The uncertainty in the He ionizing emissivity is a combina-
tion of the uncertainty in the Hopkins et al. (2007) quasatihos-
ity function and the assumed average quasar spectrum. Tierfo
is likely to be small, because the integrated qudsdrand emissiv-
ity at z > 2 comes predominantly from the brightest, and therefore
best measured, sources (Hopkins €t al. 2007). The lattertaiaty
is dominated by the choice of far-UV spectral indexTelfer et al.
(2002) findaw = 1.57 £ 0.17 for a composite spectrum of 77
radio-quiet quasars, while the composite including an taafdil
107 radio-loud quasars has= 1.76+0.12. In contrast, Scott et al.
(2004) found that the average spectral index for their sanopl

85 sources was considerably harder= 0.561525. |Shull et al.
(2012) measured a best-fit spectral indexxof 1.41 + 0.21 for
their sample of 22 sources usik$ET/COS.

We adoptx = 1.6 as our fiducial value. Note that, because the
Hell Lyman limit vge1r = 4va 1, a change in the spectral index
Aa corresponds to a factor d¢f 2 difference in the emissivity at
VHell.

252 Hi lonization Rate

The absorber model i§[2.1.3 depends on the iHonization rate,
I'a1. Measurements dfu from z ~ 2-3 yield values~ 0.5 —

1.0 x 1072 s7* from flux decrement observations_(Rauch et al.
1997; | Bolton et &l.| 2005] McDonald & Miralda-Escudé 2001;
Faucher-Giguere et al. 2008a) ©r 1.0 — 3.0 x 107*2 s~ from
proximity effect measurements (Scott et al. 2000). The mexs#nt
cosmological radiative transfer model by Haardt & Madaulg?0
suggestd'gr ~ 0.8 — 0.9 x 107'? s7%, but as discussed in the
next section, that study may have significantly undereséth¢éhe
total Hi opacity of the IGM. We adopgfs1 = 0.6 x 10~ '2 s %,

a value consistent with the measuremenis of Faucher-Gigiél.
(2008a), as our fiducial value but consider a range of pléeis#d-
ues.

2.5.3 Column Density Distribution

The column density distribution of neutral hydrogfiVu 1, z)
9?N/8Nu 10z has been measured several times and over a range
of redshifts through observations of the Hy« forest. Early ob-
servations indicated that th&/;; distribution is well-fit by a
power law of the formf(Nu1) o< Ngi with 3 ~ 1.5 over a
wide range of observed column densitié®’? < Ng1 < 10?2
cm2) and redshifts £ ~ 0.2-3.5) (Tytler [1987). Recent stud-
ies of Hi ionizing continuum opacity in stacked quasar spectra
atz ~ 2 andz ~ 4 suggest a deficit of Lyman limit sys-
tems (072 < Npr < 10' cm™2; LLS) and intermediate
H1 column density systemd@® < Nu1 < 10'72 cm™2) rel-
ative to the canonical single power law model, and severthioasi
have proposed multi-step power law distributions to dégcthis
feature (Prochaska etlal. 2009, 2010; Worseck & Prochaska; 20
O’'Meara et al! 2013; Haardt & Madau 2012). Rudie etlal. (2013)
performed the largest survey b6 < Ng1 < 1072 cm™? sys-
tems to date for redshifts = 2.02-2.84 ((z) ~ 2.4) and found no
evidence of the deficit suggested by stacked quasar spaatias
They found that their measured distribution is well-partarieed
by a relatively stee ~ 1.66 power law for N1 < 10'° cm™?
and ag ~ 1.48 power law for larger H column densities. The left
panel of Figuré13 shows several of these distributions dcapii

The redshift evolution of the CDDF is usually parameterized
by a power lawf(Nu1,2) « (1 4+ z)”. However, observation-
ally this v appears to depend a1, implying that the shape
of the CDDF evolves with time. The observational constsaom
7 for z > 2 in the Ly forest regime Nu1 < 10'"* cm™?) are
v ~ 2.0-3.0 from line-counting |(Kim et al. 2002a) and measure-
ments of the effective optical depth (Faucher-Giguere/@a8h;
Dall’Aglio et al/l2008). The number densities of super-Lyntiait
(10" cm =2 < N1 < 10%°* cm ~2) and damped Ly (Nu1 >
10%°-3 cm ~?) absorbers appear to evolve more slowly with
1.7 (O’Meara et al. 2007; Worseck & Prochaska 2011) andl.27
(Rao et all. 2006), respectively. Rudie et al. (2013) fourad their
data were consistent with = 2.5 and 1.0 for Ny below and
above~ 10'® cm™2, respectively.

(© 0000 RAS, MNRASD00, 000—-000
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from isolated quasar profiles (long-dashed). The dottestecuepresents
the result of the fluctuating model calculation when it isonsistent (i.e.
below) the minimum background model fraia.4.

Worseck & Prochaskal (2011) and Haardt & Madau (2012)
compiled these observations (with the exceptiorl_of Rud& et
2013) and constructed similar multi-step power law CDDHRwe T
primary difference between the two is the enhanced redshift
lution (y = 3.0) of Ly« forest absorbers in the Haardt & Madau

model ¢¢ = 2.04). Both models determine the redshift evo-
lution of the CDDF by comparing to observations of the evo-
lution of the Hi Ly« effective optical depth, which is propor-
tional to (1 + 2)"**. However,| Haardt & Madaul (2012) cal-
ibrate to the measurements of Faucher-Giguere et al. 9008
while [Worseck & Prochaske (2011) chose the measurements of
Dall’Aglio et all (2008). Itis unclear why such a differenexists in

the effective optical depth evolution measured by thesegnoaps,

but it does not significantly affect our results.

In the following sections, we use the broken power-law CDDF
from|Rudie et al.[(2013) as our fiducial model. Their modeleep
sents the first solid measurement of intermediatecbBlumn den-
sity absorbers that are critical to the Héonizing opacity, and
is consistent with measurements of the By« effective optical
depth (G. Rudie, priv. comm.). However, as the followingtEes
will show, our choice of CDDF does not have significant imalic
tions for our final results, given the overall uncertaintyttie am-
plitude of the ionizing background.

3 EVOLUTION OF THE IONIZING BACKGROUND

3.1 Thelonizing Background With Uniform Emissivity

The solid curve in Figur€]4 shows how the Héonization rate
(T'uerr) evolves in ouruniform fiducial model, ignoring fluctua-
tions in the ionizing background. The uniform backgrounddeio
results in a steeply evolving ionizing background fremv 3-2,

with an ionization rate that increases by a factorof over that
range before flattening out substantially at later timeghinfol-

lowing sections, we discuss how variations in the input eaters

(2012) model compared to the Worseck & Prochaska (2011) affect this result.

(© 0000 RAS, MNRASD00, 000-000
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3.11 Column Density Distribution

We considered a variety of CDDFs in our model. The top panel
of Figure[B shows the uniform ionizing background calcudate
with CDDFs used in earlier ionizing background calculasidry
Haardt & Madaul(2012) and Faucher-Giguére et al. (200@)dth
rect measurement gt) ~ 2.4 by|Rudie etal.[(2013), and in-
direct extrapolation from higher redshift opacity measuweats
(Worseck & Prochaska 2011; O'Meara el al. 2013). In gendel,
spite the significant differences between CDDFs apparehtiteft
panel of Figuré 3, the evolution of the uniform backgrounaifr

z = 32 is fairly insensitive to the CDDF. The most significant dif-
ferences are due to the different redshift evolution of tiEDEs,
which is not very well constrained.

The right panel of Figur€l3 shows the relative contribution
to the ionizing continuum opacity at the Heedge as a func-
tion of Ng:. Most of the opacity is due to He“LLSs” with
NHe1r ~ 0g0qp, but the multi-step power law CDDFs have an in-
creased contribution from relatively lows 1 (< 10'° cm~2) ab-
sorbers compared to the shallow power law Faucher-Gicetéak
(2009) CDDF. The H column density corresponding to the peak
Hell opacity contribution varies from0!® to 10'%7 cm=2 de-
pending on the shape of the CDDF.

Figure[® also shows that the normalizationl&f. 1 depends
sensitively on the total opacity calculated from the CDDRjch
can vary significantly between models.Tlfi. 11 Were accurately
measured near ~ 2, that measurement could in principle be used
to help distinguish between models. However, measufiag
directly is extremely difficult, and as shown in the follogisec-
tions, the other model parameters can be adjusted to prailmce
lar differences in the normalization. For example, measergs of
both then.i, parameter anfi's 1 could potentially be used to con-
strain acceptable normalizations Bfi.11 (because the expected
Hell Ly« opacity in the IGM depends strongly on the value of the
former parameter; see equatioh 6), but the current conttran

these parameters are too weak, and the degeneracies an®tap s
to distinguish between the models presented in this andttoef
ing sections.

3.1.2 Quasar Soectrum

To assess the effect of choosing different average faavititet
quasar spectral indices, we fix the Hyman limit emissivity given

by equatioi 19 and scale to Heonizing photons by, oc v~ 2.
The solid curves in the bottom panel of Figlile 5 show how the
range of observed values of the quasar spectral indeffects
the Hell ionization rate. A harder spectrum, which produces more
ionizing photons atse. 11, results in a higher ionization rate. Fix-
ing the emissivity atvge1r and changing the spectral index has
very little effect on the resultin@'we11. In contrast, we find that
T'uerr changes more strongly than linearly withe1r; this is
because the absorber structure changes with the ioniziokr ba
ground (and hence the emissivity). In generall'as1 increases,
the Hi column density corresponding to a He.LS increases.
Since Nu1f(Nur, z) is a decreasing function aVg 1, the num-
ber density of Hel LLSs, and thus the overall opacity, decreases.
This behaviour is similar to the emissivilyfeedback studied by
McQuinn et al.|(2011). The redshift evolution of the backgrd is
affected by as well, but the effect is subtle.

3.1.3 Hi lonization Rate

The dot-dashed curves in the bottom panel of Fifilire 5 show how
the Hell ionization rate is affected by the assumed valué& gf.
The effect is similar to changing the number of IH&nizing pho-
tons, because both parameters modulate the ratio af tdeH1 in
absorbers. While the decrease in IHepacity with an increas-
ing number of Hel ionizing photons is straightforward in princi-
ple, the relationship betwedr;1 andT'ue 11 iS more subtle. Con-
sider an optically thin absorber: If1 decreases, the amount of
H1 in a fixed physical structure will increase while the amouint o
Hell stays the same. This shift of thelldolumn density corre-
sponding to a He LLS caused 111 to change witH 'y 1: if T

is larger, theNg 1 corresponding to a He LLS will decrease, so
Hell LLSs will be more numerous and the overall iH@pacity
will increase.I'u1 appears to affect the redshift evolution more
strongly tham.

3.1.4 Mean Free Path

The solid curve in FigurEl6 shows the evolutionaf.1r in the
uniform model. We also show hoi; 1 increases with cosmic time
(dotted curve); for ease of comparison we scale this curvestar
atz = 2. In contrast to the power-law evolution &f; 1 (described
by equatiorIB) \u.11 evolves much faster than a simple power
law.

The evolution of the mean free path at theiH®nizing edge
in our fiducial model is well-approximated by a power law watin
index that itself evolves as a power law,

¢(2)
1+z) 1)

Atierr ~ 188 comoving Mpc X (

14z 1.92
)

C(z) = —2.41 x ( (22)

This fit differs by no more than- 3% from our full numerical
calculations over the redshift range = 2-3.8, but we caution

(© 0000 RAS, MNRASD00, 000—-000
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Figure 6. Evolution of the Hel ionizing photon mean free path with
redshift (black), evaluated at the average ionizing endagythe uniform
(solid) and fluctuating (dashed) models. The dotted curpeeeents the re-
sults of the fluctuating model when it is inconsistent wit thinimum ex-
pected background froff2.4 as in Figur€l4. The evolution of the hydrogen
ionizing photon mean free path is shown as the dot-dashee csraled to
the Hell mean free path at = 2. The red long-dashed curve shows the
average separation between luminoug L.p > 1011L®) quasars given
by the Hopkins et all (2007) QLF.

the reader that the systematic uncertainties from our miogeit
parameters are much, much larger than this. We also cauten t
reader against using this fit at> 3.4, where fluctuations in the
ionizing backgroundnust be included (see below).

Because\uerr is linked tol'ye 11 through the absorber struc-
ture prescription, it evolves more quickly than 1. Thatis, increas-
ing the mean free path increases the ionizing backgroundshwh
will then increase the Hcolumn density at which He becomes
optically thick, which in turn increases the mean free path, This
feedback effect is the fundamental source of the rapid &oviuwve
see in'ge11. (In fact, one could argue that it is strange that such
rapid evolution doesot occur inT'w 1; see McQuinn et al. 2011.)

The dependence of the mean free path on frequency is a
function of the logarithmic slope of the CDDRy,g, o< v3(#~ 1)
(equationIB). The He CDDF is not precisely defined in our
model, but a mapping of our fiducial IHCDDF through our ab-
sorber prescription results ifye 11 ~ 1.43 for the absorbers that
contribute the bulk of the opacity near the Héonizing edge
(10M° <Nu1<10'"° ecm™? as in FigurdB), and consequently
AHell X IJl'3 for 1 < IJ/ZIHCHSQ.& Z7/Z/HCH ~ 1.37is typical
for our fiducial model, SO\ge11/Ame1r ~ 1.51.

3.1.5 Recombination Photons

The fractional contribution of recombination emissiont@. 1 is
fairly minor. In the absence of quasars, but with the opaaiy
a function of redshift fixed to the uniform model, recombioat
photons alone produce an ionization rate abeuf—15% of the
fiducial value. However, because the absorber populatiserisi-
tive to the emissivity (as i§[3.1.2), the relative difference between

(© 0000 RAS, MNRASD00, 000-000
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I'uerr calculated with recombination emission afd. i1 calcu-
lated without recombination emission is larger £0—40%). While
Faucher-Giguere et ial. (2009) found that including recioation
emission increasely. 11 by only~ 10%, Figure 3 shows that their
CDDF has a significant deficit of the optically thivg; < 10'°
cm™2) systems that contribute most of the recombination emissiv
ity.

In simple models of the reionization process, it is converdl
to describe the enhanced recombination rate of ionizedegpec
due to an inhomogeneous IGM through the so-called clumgiog f
tor, C' = (nine)/((ni)(ne)). Usually, this is estimated from sim-
ple phenomenological arguments or from the density stradtu
numerical simulations. However, these approaches arentiotly
satisfactory, as the clumping factor should incorporatermation
that depends on the distribution of ionized and neutralhzstcFor
example, recombinations that occur inside of dense, balded
systems do not produce photons that can ionize the IGM, as the
resulting photons are trapped within the systems.

With our detailed model, we can estimate this factor for
Hein self-consistently (given a model for the emitting and absor
ing populations) by explicitly following the fraction of cembina-
tions that occur inside of self-shielded systems. In paldic we
have

qucII €v,rec/ (hv)dy
(aﬁc m a§c11)<nHeIII><ne>

which describes the effective recombination rate aftereming
for self-absorption of ionizing recombination photons hiit the
emitting clouds relative to a uniform IGM. In our fiducial foim
model,Ceg increases fronCeg ~ 1l atz = 3.5t0 Ceg ~ 4 at
z=2.

Ceff =

(23)

3.2 Thelonizing Background Including Fluctuations

It is instructive to compare the mean free path from the mtece
ing section to the average separation between the primarges
of ionizing photons, bright quasars withsLp > 10" L. We
calculate the number density of the bright quasars by iategy
thelHopkins et al. (2007) luminosity function over this lumosity
range and estimating their average separatioq Ry ~ n~Y3,
The long-dashed red curve in Figuré 6 shows this separation;
(R) ~ 45 Mpc is a good approximation for the entire redshift in-
terval fromz ~ 2-3.

When the mean free path is similar to the average source sepa-
ration, fluctuations in the background contribute a sulistbopac-
ity excess. The dashed curve in Figlite 4 shows the effecteskth
fluctuations on the ionizing background. Figlite 7 shows than-
pared to the uniform model, the fluctuating background medel
hibits a~ 20—40% dip atz ~ 3-3.2 for our fiducial input pa-
rameters and various CDDFs frdf8.1.1. The evolution of all the
CDDF models, with the exception of the shallow slope modatir
Faucher-Giguere etial. (2009), is very similar. The “femeltj ef-
fect between the opacity and the ionizing background is eefzt
shallower CDDF slopes (e.g. McQuinn etlal. 2011), so the fiet e
fect of fluctuations is smaller in the Faucher-Giguére 2(2009)
model. The “recovery” of the fluctuating model at higher tgfts
relative to the uniform model is due to our minimum ionizatrate
approximation from Sectidn 2.4 which limits the effectiveagity
to ionizing photons.

We note that there are two related sources for the diffeence
between the curves in Figurk 7: the shape of the column gedisit
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Figure 7. Top: Fluctuating model ionization rate for the same CDDFs as
Figure[3. Bottom: Ratio of the fluctuating and uniform modmtization
rates.

tributions and the normalization of the ionizing backgrdubeav-
ing the CDDF shape fixed, different choices for the ionizingse
sivity result in very similar shapes to those in Figule 7 uifjto the
redshift above which the minimum background is larger thean t
fluctuating background will shift depending on the relatiemal-
ization of the two models. The more subtle differences irsthapes
of the curves are due to variations in the shape of the CDO§; th
is most dramatically seen by the dotted curve (which is orlp\lw
the minimum background model a¢> 3.8).

The most important effect of including fluctuations is to in-
duce a more rapid increaselif. 11 with cosmic time. Consider a
region with a smaller than average emissivity. In that regibe
ionizing background will also be smaller, so each absorbéir w
be more optically thick and the mean free path will be smaller
This will further decrease the ionizing background, etcalreal-
istic model of the distribution of e 11 in the presence of quasars,
most of the volume of the universe has an ionizing backgraund
few timesbelow the universal average (to compensate for the very
brightly illuminated, but small, regions around quasaee &ig-
ure[1). Thus, the average opacity through the universe isehjig
decreasing the resulting mean ionizing background.

The turndown from the uniform model is thus a straightfor-
ward and robust prediction of our fluctuating background ehod
though its magnitude depends on the CDDF. At higher redshift
(z23), it is clear that the Ha ionizing background evolution
should no longer be described by a cosmological radiataestr
fer model without properly taking into account the effectlof
calized transparent regions around sources. Our simpligtena
model for the minimum ionization rate from isolated quasars
the minimum background model, should represent a fairligtstr
lower limit to the ionizing background in the post-reiortina
(i.e. ionization equilibrium) limit. If this is indeed thease, one
might expect the volume-averaged ionization rate to evaiaee
slowly at higher redshift £ > 3.1) than predicted by standard
cosmological radiative transfer. While our minimum mode} n
glects a diffuse partially-neutral component to the IGM tzould

exist prior to the completion of He reionization, this slower
evolution is consistent with the Hereionization simulations of
McQuinn et al.|(2009) and with expectations from hydrogearre
ization (Furlanetto & Mesinger 2009). In both cases, theziog
background is reduced to a set of independent “proximityezbn
(though for different reasons), with the mean backgrourpgkedd-
ing principally on the filling factor of these regions.

These calculations show that the ionizing background can
evolve very rapidly at < 3, even without any assumptions about
an evolving Heli fraction. The precise degree of evolution is un-
certain, but it is at least a factor of a few—even in the stan-
dard uniform emissivity model-and likely nearly a factorfok
when fluctuations are included. In other words, even withate
Hell reionization, we should see a rapid increase in the intensit
of the metagalactic radiation field. This evolution is inrkteon-
trast to observations of thelHonization rate, which appears to be
roughly constant from ~ 2—4; this difference is most likely due
to the increasing influence (towards higher redshift) af&teming
galaxies (as opposed to quasars) to thedtizing emissivity. We
will consider the observable implications of this conatursin the
following section.

For z <3, the mean free path at the Heonizing edge in
the fluctuating background model is well-characterized biyralar
power law within a power law as the uniform model (equaliol 21

¢(z)
1+z) (24)

AHe1l ~ 178 comoving Mpc X (

C(z) = —2.64 x ( )2'61.

The primary difference between the uniform and fluctuatiagks
ground fits is the larger power law index ¢fz), a consequence of
faster ionizing background evolution. As discussed praslip the
mean free path of average energy ionizing photons that wénuse
the fluctuating background calculation is somewhat larger:

1+2z
25
- (25)

¢(2)
1+z) (26)

AHe11 ~ 266 comoving Mpc x (

1+ Z)2.38 . (27)

C(z) = —2.62 x (

4 EFFECTIVE OPTICAL DEPTH

To gauge the observable import of our results, we will brietin-
sider how they manifest in the evolution of the IGM opacity to
far-ultraviolet photons. He Ly« absorption has been measured in
far-ultraviolet spectra from ~ 2—4 (Dixon & Furlanetto 2009 and
references therein; Worseck etlal. 2011; Syphers et al/, ZMITP;
Syphers & Shull 2013). We will compare to the most basic obser
able from the resulting forest of observed absorption featuhe
average optical depth.g for the Hell Ly« transition. We use two
different methods to predict.s: a semi-analytic model using a
gas density probability distributioR(A) as in_Dixon & Furlanetio
(2009), and a direct integration of the Hd.y« opacity from the
H1 CDDF and our absorber structure prescription.

Under the assumptions of a highly-ionized universe in ion-
ization equilibrium, line opacity dominated by zero-widbipti-
cally thin absorbers, and a power-law temperature-densi@gion
T = ToA'~"4, the Hal Gunn-Peterson optical depth can be ex-
pressed as (Dixon & Furlaneito 2009)

) 2

)
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Figure 8. Effective optical depth for the uniform (solid), fluctuagin
(dashed), “plateau” (dotted), and “minimum” (dash-doftedodels, us-
ing the FGPA (black) and CDDF (purple) methods. The points ar
Az = 0.1-binned effective optical depth data for various quasahtsig
lines from| Syphers & Shull (2013) ( (HS1700+6416, filled browircles;
excluding metal absorption) and Worseck etlal. (2011) (Grsakk, priv.
comm.; HE2347-4342, black squares; HS1157+3143, filledtniadgles;
SDSSJ0924+4852, orange crosses; SDSSJ1101+1053, opexitdles;
Q0302-003, open green triangles).

—-1/2

« (thQ) / (1 + 2)9/2 A2-0-T(va=1) (28)

0.142 4
This “fluctuating Gunn-Peterson approximation” (FGPA,
Weinberg et al.. 1997) relates the continuum optical depth to
the local overdensity\ and ionization ratd g 11. The systematic
uncertainty intep due to the above simplifications is collapsed
into a normalization constark, which we calibrate to (one of)
the observations. We assume an isothermal temperatusiyden
relation ¢4 = 1) for simplicity, but this does not affect our results
significantly. Assuming the gas density probability distition
given byl Miralda-Escudé etlal. (2000), we then calcutate by
integrating over the density and ionization rate distiidmg:

e Teff :/ de(F)/ dAe P2 p(A).

0 0

(29)

We normalized the FGPA results for the uniform and fluctuatin
models to produce an optical depth of= 1.0 atz = 2.4 to
roughly match observations (Worseck et al. 2011; SypherfidllS
2013) when the expected variation between sightlines idlsma
These normalizations requike= 1.56 andx = 1.28 (equatioh 2B)
for the uniform and fluctuating models, respectively.

An alternative method to calculates is to directly integrate
the Hell Ly« opacity from the CDDF. The only additional infor-
mation needed is the distribution of line widths, providgdtbe
Doppler parametel. In this methody.« is given by (Zub 1993)

1+z2

Teff = v
AHeIl,Lya

(© 0000 RAS, MNRASD00, 000-000

11

NH I, max
J

NH 1, min
whereW (Nu1, b) is the Hal Ly« equivalent width of an absorber
with Doppler parametdr and f (Nu 1, b) is the joint distribution of
Nu1 andb. We assume thaVy 1 andb are uncorrelated and that the
distribution ofb is a Dirac-delta function @ = 30 km s™*, a rep-
resentative approximation for H.y« forest systems (Kim et al.
2001). In this method we do not subject the resulting optiegith
to any extra normalization.

The results of the FGPA and CDDF methods are shown in
Figure[8. Both methods demonstrate that steep evolutidhief;
naturally leads to steep evolution in the observgd The addition
of fluctuations further accelerates the evolution. Theltesor dif-
ferent input parameters( 'y 1, CDDF) are largely the same in the
FGPA method when normalized at= 2.4. In contrast, the CDDF
method depends sensitively @fhin o T'u1/Tre1r (€quatior ),
which can differ by a factor of a few between models. Thus, for
a given CDDF, the He optical depth places a joint constraint on
T'u1 ande, subject to the uncertainties inherent in our cosmologi-
cal radiative transfer model.

For context, we also show measureg points in Figurd B
from|Syphers & Shull(2013) and Worseck et al. (2011). These t
works determine the effective optical depth by measuriegriins-
mission uniformly across the redshift interval¢ = —In (F')) in-
stead of averaging transmission from sparse redshift agespro-
vided by past works (Dixon & Furlanetto 2009) or averagingepi
optical depths (Shull et al. 2010). It is interesting that models —
which explicitly ignore Hel reionization — match the evolution in
the observed optical depth rather well. Additionally, thefuating
background models appear to match the observations maelglo
than the uniform models, especiallya® 2.7 where the observed
optical depth evolution is very steep. Our result demotesréhat
the observed trend in and of itself does remjuire the Hell fraction
to evolve, although it also does not rule out such evolution.

Unfortunately, our models do not explicitly describe how
the integratedr.¢ should vary at the same redshift along differ-
ent lines of sight, even when averaged over large path length
This is because our model assumes that the high andIlow
regions are distributed perfectly randomly, without theatsd
correlations between them that are essential to undeistand
the observed averages (Furlanetto & Dixon 2010). Hydrodhoa
simulations by_McQuinn et al! (2009) and semi-analytic niede
by [Furlanetto & Dixon [(2010) have described spatial vavizgi
in 7.g. Interestingly, the well-studied spectrum of HE 2347-
4342 (Reimers et al. 1997; Kriss et al. 2001; Zheng et al. |2004
Shull et all 2004, 2010) shows regions of high optical deipal &p-
pear to require large swathes of Hat2.7 < z < 2.9. We therefore
emphasize that our models do not demand that dgionization be
over byz ~ 3; they instead demonstrate that, with respect to the
evolution of the mean opacity, it is not required.

dNax / dbf (Nit, bW (Nirs, ), (30)
0

5 DISCUSSION

Our model for background fluctuations increases the averpge-

ity of the IGM when the mean free path is comparable to the sep-
aration between bright sources. This effect is primarilg ¢ the
skewness of (I") towards lowet” as the mean free path decreases
(as in Figuréll). While the effect of our fluctuations prestioin on

the ionizing background is relatively small, it predictsteep in-
crease in the ionizing background when the backgrounditiamns
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Figure 9. Uniform (solid black) and fluctuating (dashed black) IH@&n-
ization rate from this work compared to the models fiom Ha&rtMadau
(2012) (long-dashed blue) and Faucher-Giguerelet al.S(2(6ng-dash-
dotted red).

from being dominated by local sources to a smoother backgrou
with contributions from distant sources.

5.1 Comparison to past theoretical work

Figure[9 shows how our model compares to a pair of recent
ionizing background calculations by Haardt & Madau (2012) a
Faucher-Giguére etlal. (2009).

Faucher-Giguere et lal. (2009) used a single power-law CDDF
with 5 = 1.4 and~y = 1.5 that severely underestimates the num-
ber of low-density Ly forest absorbers compared to recent obser-
vations (see the left panel of Figuré 3) and evolves morelglow
than implied by Lyv forest measurements (Kim et al. 2002a). Be-
cause their CDDF severely underestimates theopiacity of the
IGM from sub-LLS absorbers, they were forced to renormatliee
guasar emissivity of ionizing photons at the hydrogen imgjzdge
by a factor 0f0.36 to match their measurely; ~ 0.5 x 1072
s~ ! (Faucher-Giguere et @al. 2008a), and thus their; is normal-
ized somewhat lower as well. Thdik;. 11 evolves at a similar rate
to our fiducial uniform background model.

Haardt & Madau [(2012) used a CDDF that evolves more
rapidly with redshift than our fiducial model and calculatel 1
that peaks at ~ 2 and declines slowly towards higher redshift.
They also used a different fitting form for the structure oM@b-
sorbers. In their fit they more accurately approximated tieeame
ionization rate within absorbers, which resulted in a mareua
rate fit ton at large H column densities. However, as mentioned
previously in§[2.1.1, those highVu 1 systems do not contribute a
substantial fraction of the opacity near theiHedge, and thus our
approximation should not significantly affect our results.

5.2 Fluctuating Model Caveats

Other than the general simplifications necessary to invio&ebds-
mological radiative transfer model, our parameterizatadrthe
fluctuations in the background is an ad hoc addition to a model
designed for a medium with a uniform emissivity. In this @t
we describe the primary uncertainties with such an approach

First of all, we may not have accurately captured the extent
and character of the fluctuations. Spatial correlationkéridnizing
background exist due to the large proximity regions of thenary
sources (as seen in the minimum mode§ &t4). It is possible that
a full characterization of the ionizing background fluctoas in-
cluding proximity effects would negate the need to sepgratan-
sider the minimum background due to isolated sources, thobg
viously such an effort is different. Additionally, the masshosts
of these luminous quasars are clustered, which will inad¢hs
amplitude of the fluctuations. However, the proximity zonéthe
quasars are so large, and the quasars so rare, that stoclzasti
ations dominate over large-scale clustering in all redsienace-
narios anyway. (Dixon et al. 2013). The absorbers also shomeso
clusteringl(Rudie et al. 2012, 2013) which will modulate theta-
galactic radiation field (although likely only modestly).

Other obvious sources of additional fluctuations in thezeni
ing background — over and above those from the discrete asurc
— include radiative transfer effects (e.g. “shadows” bdhop-
tically thick regions as in_Tittley & Meiksin_2007) and calli
sional ionization in superheated shocks (Muzahid et al1P0®f
course, incomplete He reionization may leave opaque patches
of Hell that would introduce severe fluctuations (McQuinn et al.
2009; | Furlanetto & Dixarl_2010) which have possibly been ob-
served recently (Zheng etlal. 2004; Shull et al. 2010; Wdrseal.
2011). We have explicitly ignored this possibility here sd@con-
sider the evolution of the ionizing background in the abseot
such effects.

We also treat recombinations only approximately. We inelud
recombination emission in our fluctuating model calculaiiothe
same way as in the uniform model, by simply adding to the pre-
existing quasars’ emissivity. It therefore implicitly httse same
source distribution, while in fact it will be more uniformah the
point-like quasars because it is distributed throughoeil @M. On
the other hand, recombination emission in 1bw. 11 regions will
be weaker, and much of the emission from high. 1 regions (i.e.
near bright quasars) will not travel much beyond those quasa-
imity regions before redshifting belowire 11 (< 30 Mpc; §[2.1.2),
so its effect onf (I") should be fairly minor.

6 CONCLUSION

We have calculated the Heeionizing background using a cosmo-
logical radiative transfer model that takes into accour Idt-
est constraints on quasar and IGM source properties. In @dr u
form background model, which closely mimics previous work
(Fardal et al. 1998&; Faucher-Giguére ef al. 2009; Haardta8lal
2012), we found that the He ionization rate]'w. 11, and the mean
free path of Hel ionizing photons should both evolve significantly
during the time after He reionization ¢ ~ 2 — 3). However, at

z ~ 3, the mean free path of Heionizing photons is comparable
to the average distance between the bright quasars thatbedat
most of the ionizing emissivity. While previous work invigstted
how this effect introduces fluctuations in the ionizing bgrdund
(Fardal et all_1998; Meiksin & White 2003; Furlanetto 20089,

(© 0000 RAS, MNRASD00, 000—-000
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implications for themean ionizing background itself have not been
studied in detail until now.

13

this Hell analog indicates that a proper interpretation of data
regarding H reionization requires careful modelling (and ideally

We investigated for the first time how these fluctuations can observations) of the IGM and not simply an understandinchef t

affect the evolution of the mean background. We incorpar#te
distribution f (") into our cosmological radiative transfer model by
averaging the opacity to Heionizing photons over it. However,
that procedure still models the emission as diffuse sourager
than point-like quasars, so we supplemented it with a physic
model that accounts for the decreased average opacitylatdtg
shift by consideringsolated transparent zones around individual
quasars. Including that model, our results showed that ticeut-
ing background introduces another source of opacity whictses
the ionization rate to decrease by a factoro80% at > ~ 3.1 rel-
ative to the uniform background calculation. Eoz&l, the cos-
mological radiative transfer model predicts a mean baakupidoe-
low the minimum model, suggesting that it is no longer adéegua
to properly model the evolution of the Hieionizing background at
those redshifts.

As an example of the utility of our ionizing background
model, we used the resulting ionization rate to estimateetie
lution of the Hal Ly« effective optical depthr.s. Rapid evolu-

emitting sources.
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