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Abstract

During operation, proton-exchange-membrane fuel cells (PEMFCs) are subjected to
mechanical and chemical stressors that contribute to membrane degradation, performance loss, and
eventual failure. Together, synergistic effects between mechanical and chemical degradation
mechanisms lead to accelerated degradation. A physics-based model is developed to understand
the synergistic effects of chemical and mechanical degradation and the coupled nature of
performance and durability in PEMFCs. The model includes pinhole existence and growth in the
membrane, which increases crossover of reactant gases as well as subsequent formation of
chemical-degradation agents that impact both transport and mechanical properties of the
membrane.

The underlying performance model accounts for the multi-component gas diffusion,
reaction kinetics, and transport across the membrane. The membrane mechanical model assumes
that a circular pinhole is present in the membrane and calculates the swelling strains and the elastic
or plastic stresses on the pinhole. Additionally, an empirical model for the chemical degradation
of the membrane via hydrogen peroxide and subsequent hydrogen fluoride generation is used to
modify the mechanical properties as a result of chemical degradation. The fuel-cell model is fully
coupled with a mechanical model to determine the stresses on the membrane and subsequent
growth of pinholes during transient operation. Simulation results show pinhole growth under
humidity cycling conditions and an increase in gas-crossover fluxes and decrease in performance.
Sensitivity studies show how the membrane mechanical properties impact both the performance
and degradation behavior of the membrane.

Multiphase effects are incorporated into the model to account for the effects of flooding on
membrane degradation. Liquid condensation in the fuel cell can cause defects such as pinholes to
close. Modeling results analyze the conditions under which water condensation will occur in
pinholes, which is determined by calculating the critical radius. As the surface of Nafion can
change from hydrophobic to hydrophilic, a sensitivity analysis on the critical angle is carried out.
In addition, liquid water also reduces the amount of catalyst surface area available and therefore
slows down the formation of hydrogen peroxide that drives chemical degradation. The decrease in
chemical degradation at high RH values is demonstrated.

Cerium ions are added to the membrane to extend its lifetime by scavenging radicals
produced by crossover of reactant gases during PEMFC operation. The cerium ions also lead to a
decrease in performance due to changes in the PEM transport properties and possible site blockage
in the catalyst layers. The PEMFC performance and durability model is extended to include micro-
kinetic framework that accounts for gas-crossover-induced degradation and concentrated-solution
theory describes transport in the PEM. The transport model takes into account the coupled nature
of the electrochemical driving forces that cause transport of cerium ions, protons, and water. The
cell model predicts the migration of cerium out of the membrane and into the catalyst layers and
its impact on performance. A comparison of dilute-solution-theory and concentrated-solution-
theory approaches illustrates the interactions between water and cerium transport in the cell.
Transient simulations show that low concentrations of cerium in the membrane (less than 1% of
membrane sulfonic acid sites occupied by cerium) are required to optimize these design tradeoffs.



Combining the mechanical and chemical degradation models, the mitigation effects of
cerium on the coupled degradation methods can be shown. The model results show how the
presence of a pinhole in the membrane shifts the distribution of cerium in the cell from the cathode
into the anode and membrane. As the presence of cerium slows down the chemical degradation
rate of the membrane, the rate of change of the mechanical properties of the membrane decreases.
The model also shows how cerium modifies the mechanical and chemical degradation rates of the
membrane under humidity- and voltage-cycling conditions.

Finally, three approaches for modeling the electrochemical impedance response of a
PEMFC are compared using two case studies: a porous electrode with linear kinetics and a fuel
cell cathode with Tafel kinetics. These approaches may be applied to the development of a physics-
based electrochemical impedance model for a full fuel cell model. The first approach uses a
transient-model approach, which is much slower and more prone to errors. However, this approach
requires no additional modification of the time domain equations describing the system. The
second and third approaches transform the transient model into frequency space and linearizing
around the steady-state conditions. This approach is quick and accurate, but is impractical for
highly coupled, nonlinear systems of equations. This approach applied to the fuel cell cathode with
Tafel kinetics allows for analysis of system properties that change over time as a result of
membrane degradation.
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Chapter 1 — Introduction

Proton-exchange-membrane fuel cells (PEMFCs) are electrochemical devices that convert
hydrogen fuel to electricity, with water as the only byproduct. PEMFCs have applications in
stationary power, portable power, and transportation. With increasing concerns regarding climate
change and pollution, PEMFCs are a promising clean-energy technology. However, advances in
PEMFC performance and durability and cost reduction are necessary in order to compete with
traditional internal-combustion engines.

According to the U.S. Department of Energy, for light-duty vehicle applications a PEMFC
must be able to operate for 5,000 hours with less than 10% performance loss.! Transportation
applications impose additional durability challenges over stationary power applications, where the
fuel cell can be run continuously at steady-state conditions. Under operation in a vehicle, the fuel
cell must also be able to withstand start/stop cycles, load cycles (changes in power demand on the
engine due to acceleration/deceleration), and changes in environmental conditions such as relative
humidity (RH) and temperature (including sub-freezing temperatures). These transient operating
conditions are some of the primary driving forces for membrane degradation in PEFMCs,
motivating the need to better understand the underlying mechanisms behind membrane
degradation and how to mitigate them.

1.1 PEMFC Operation

A schematic of a polymer electrolyte fuel cell is shown in Figure 1-1. Hydrogen fuel and
air enter the fuel cell through the gas channels, with hydrogen fuel fed on the anode side and
oxygen/air fed on the cathode side. As gases flow through the gas channels, they diffuse across the
cell through the gas diffusion layers, which serve to distribute the feed gases across the cross-
sectional area of the fuel cell. The gas diffusion layers are typically made of a carbon paper or
carbon fiber. Once the gases exit the gas diffusion layers, they enter the catalyst layers where the
electrochemical reactions are carried out on a platinum catalyst. In the anode the hydrogen
oxidation reaction (HOR) occurs to generate protons and electrons from hydrogen gas.

2H, - 4H* + 4e” (1.1)

The protons are then selectively transported across the PEM and the electrons flow through an
external current to perform work. In the cathode, the oxygen reduction reaction (ORR) occurs
when oxygen in the air reacts with protons and electrons to form water,

0, + 4H* + 4e~ - 2H,0 (1.2)

Perfluorosulfonic acid (PFSA) membranes are typically used in PEMFCs. These ionomers
consist of a fluorocarbon polymer-chain backbone and side chains terminated by a sulfonic-acid
group. The negatively charged acid sites allow for protons to be selectively transported through
the membrane. The hydration of the membrane plays an important role in the performance of the
fuel cell, as higher hydration improves ionic conductivity through the membrane. The water
content (1) of the membrane is defined as the number of water molecules per sulfonic-acid group.
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Figure 1-1: Schematic showing the various layers of the fuel-cell sandwich.

The catalyst layers consist of platinum nanoparticles embedded on a carbon support. These
catalyst particles are surrounded by ionomer, which is typically the same ionomer as used in the
membrane. The catalyst-layer particles form agglomerates, such that reactive gases must diffuse
through the ionomer film and the agglomerate in order to react at the catalyst surface. Illustrations
of the chemical structure of Nafion, a hydrated PFSA membrane, and catalyst-layer particles are
shown in Figure 1-2.
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Figure 1-2: Illustration of fuel cell components, a) chemical formula of Nafion, b) water content in the
membrane, ¢) catalyst layer agglomerate structure.



1.2 Fuel-Cell Degradation Mechanisms

With increasing interest in PEMFCs for medium- and heavy-duty applications, such as
buses and long-haul trucks, research efforts have shifted towards improving lifetime and durability
to enable commercialization. During PEMFC operation, mechanical and chemical stressors occur
in the membrane, leading to loss of performance, or even catastrophic failure of the PEM.
Mechanical degradation is driven by swelling strain inside the membrane while under hydration
cycles, which causes the formation and growth of defects (e.g. pinholes). Chemical degradation is
driven by the formation of highly reactive hydroxyl radicals, which react with the ionomer and
causes loss of conductivity and increased gas crossover. Synergistic interactions between
mechanical and chemical degradation mechanisms can cause degradation to accelerate over time.

Fuel-cell membranes undergo mechanical and chemical stressors during operation, which
leads to degradation, performance loss, and eventual failure. Failure could occur in the form of
formation and growth of defects, delamination, membrane thinning, etc.>® Figure 1-3 illustrates
various degradation mechanisms that may occur in polymer-electrolyte membranes during fuel
cell operation.

Mechanical degradation typically occurs due to stresses acting on manufacturing defects
in the membrane or sites initiated by chemical attack during operation.*> 7! As the RH changes
during fuel-cell operation, swelling and deswelling of a membrane constrained in the cell results
in varying stress states and eventually permanent (plastic) deformation. This deformation leads to
formation of defects such as pinholes and cracks, and causes growth of defects over operational
time.!> 13
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Limiting Expansion — Mechanical Stresses stress concentration, damage initiation

Figure 1-3: Degradation modes in polymer-electrolyte membranes. Reprinted with permission from Kusoglu and
Weber.?



Chemical degradation results from the attack of hydroxyl radicals generated by the
decomposition of H2O», which is formed by the two-electron oxygen reduction reaction upon the
crossover of the reactant gases (Hz and O2) through the membrane.'* 13

0, + 2e” 4+ 2H* - H,0, (1.3)

Hydroxyl radicals are also generated via Fenton’s reaction of H»>O; with iron ions, which is
believed to be present in the PEM due to migration from the metallic bipolar plates.'® !

H,0, + Fe?* + H* - Fe3* + OH* + H,0 (1.4)

These radicals attack the chemical bonds in the ionomer’s fluorocarbon backbone and side-chains
and causes loss of membrane structure and integrity, thereby impacting its properties.!®° In
addition, reactive gases can crossover through the membrane and react at the opposite electrode,
leading to a mixed potential on the electrodes and an overall loss of power output. Furthermore,
the reaction of these crossover gases are highly exothermic and can create hotspots that lead to
further thermal decomposition of the membrane material.'?

As membrane defects grow as a result of swelling stresses, the gas crossover through the
membrane may further increase, leading to a self-propagating cycle of membrane degradation, as
illustrated in Figure 1-4, until the PEMFC fails due to chemical shorting. Increased gas crossover
through membrane defects leads to increased radical formation, which leads to localized radical
attack on the surrounding polymer and further defect growth.*

H 02
2 K H, + 0, = H,0, — OH -
Accelerated Defect
Crossover Growth
Mechanical
Stress

Vo=

Figure 1-4: Membrane degradation mechanisms and feedback. Adapted with permission from Kusoglu and
Weber °.

Figure 1-5 summarizes the driving forces and synergistic interactions between various degradation
modes in PFSA membranes.
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Figure 1-5: Key physical phenomena driving coupled chemical and mechanical membrane degradation in PEFCs
during operation.

A number of experimental protocols have been developed to characterize the degradation
of PEMs. Often these experimental protocols are referred to as accelerated stress tests (ASTs), as
the purpose is to replicate the degradation phenomena during typical operating conditions in a lab
setting on a time scale faster than the hundreds or thousands of hours required for a fuel cell to fail.
ASTs are often used to accelerate a particular stressor, so they may be categorized as mechanical,
chemical, or combined chemical/mechanical. Drive cycles, which have been adapted from similar
tests for internal-combustion engines, subject the fuel cell to a series of varying power demands.
Mechanical durability tests are carried out by subjecting the fuel cell to a series of RH cycles while
monitoring gas crossover. Chemical durability tests are carried out using an open circuit voltage
(OCV) hold while monitoring the fluoride release rate (FRR), gas crossover, and change in OCV.
Hydrogen fluoride can be detected in the fuel-cell effluent, which is released during chemical
degradation as fluorocarbon bonds in the ionomer are broken. OCV decay indicates a permanent
loss in power output from the cell. A test developed by General Motors for chemical degradation
runs the cell at OCV conditions, 50% RH, and high temperature (95°C), demonstrates rapid FRR
acceleration and can be carried out in less than 200 hours.> Additionally, Fenton’s test is a
commonly used ex-situ test for chemical durability, which involves using a hydrogen peroxide
solution in the presence of iron II ions. Combined chemical/mechanical durability tests involve a
combination of both mechanical and chemical stressors, such as humidity cycling, current cycling,
OCV operation, and high temperatures.” These tests sometimes alternate between chemical and
mechanical degradation modes and sometimes apply both types of stressors simultaneously.



While membrane degradation is a primary cause for PEM fuel cell failure, degradation in
other components of the cell contribute to loss of performance. Additionally, cycling conditions
that drive membrane degradation can also drive other modes of degradation in different parts of
the cell. An overview of degradation mechanisms in PEMFCs is given by Borup et al.?!

1.3 Degradation Mitigation

To improve mechanical durability, a reinforcing layer such as expanded
polytetrafluoroethylene (¢ePTFE) can be incorporated. To reduce chemical degradation in PEMFCs,
radical scavengers such as Ce*" and Mn?* and their metal oxides are embedded into the membrane.
The purpose of these radical scavengers is to react with the hydroxide radicals before attacking the
membrane due to more favorable thermodynamics and faster reaction kinetics. Experiments have
shown that cerium acts as a highly effective mitigant of membrane degradation in PEMFCs.?>-24
However, increasing concentrations of cerium in the PEM decrease its proton conductivity and
inhibit the oxygen-reduction-reaction kinetics due to a lower availability of protons, which can
result in proton limiting currents.% 23-2

1.4 Performance vs. Durability

Performance and durability are often seen as competing targets, since many approaches for
improving performance lead to decreased durability and vice versa. Higher temperatures and
humidity result in increased conductivity, but cause the membrane to degrade faster.” Membranes
with lower equivalent weight also improve conductivity, but undergo greater swelling strains as a
result of water uptake.? Thinner membranes provide lower ohmic resistance, but have higher gas
crossover, which causes increased voltage decay rates and earlier membrane failure. Both
supportive polymer layers and chemical scavengers added to the membrane to mitigate
degradation cause a decrease in conductivity. Optimization of PEMFC design and operation
requires understanding of the underlying physical interactions that drive degradation. Multiphysics
models are one approach to understanding the tradeoffs between competing design criteria for
performance and durability.

1.5 Modeling and Fuel Cell Degradation

Recent modeling studies have been carried out to better understand the mechanisms behind
PEMFC degradation and how to mitigate the underlying causes to improve durability. A variety
of modeling approaches have been used to study membrane degradation on the continuum scale as
well as the molecular scale. A modeling approach to degradation provides several advantages.
First, experimental ASTs take a long time to carry out, on the order of hundreds of hours. A model
allows for sensitivity studies of different material properties and operating conditions to be carried
out quickly and easily. Some of the transport properties of the system, particularly ion transport
properties within in membrane, cannot be easily measured, but may be calculated using a
theoretical model. Previous modeling efforts on membrane degradation in PEMFCs focus on one
method of degradation, either mechanical or chemical. However, the synergistic interactions
between these two degradation modes have been repeatedly demonstrated. The purpose of this
work is to develop a continuum-level mathematical model that incorporates both chemical and
mechanical degradation modes in order to understand how and why the synergistic interactions
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occur within the system and optimize PEMFC design and structure for both performance and
durability. While some chemical degradation studies have been carried out using a molecular
modeling approach?’-3! (i.e. molecular dynamics, Monte Carlo), this approach is not well suited to
coupling the mechanical and chemical degradation phenomena. Continuum-level modeling allows
for the full cell to be modelled and can include the membrane degradation kinetics as well as the
mechanical model for stresses acting on the membrane.

PEMFC models can be categorized by their dimension, which are indicated by the axes in
Figure 1-1. The simplest models are referred to as 0-D, which describe the fuel cell performance
with a single equation, typically fit to experimental data. An example of a 0-D PEMFC model is a
polarization equation, which calculates potential as a function of current density. 1-D PEMFC
models are in the x-direction in Figure 1-1, which is referred to as the fuel-cell sandwich. 2-D
models can be in the x-direction and either the y-direction (across-the-gas-channel) or the z-
direction (along-the-channel). A full 3-D model would consist of the fuel-cell sandwich, across-
the-channel, and along-the-channel directions, and are generally very computationally expensive.

1.5.1 Mechanical Degradation Models

Solasi et al. modeled the expansion/contraction mechanical response of an ionomer
membrane under thermal and hydration cycling using a 2-D finite element model.>? Their results
showed that hydration had a larger effect on the membrane stress response than temperature, and
that the maximum stress and strain values were present at the edges of the membrane. Kusoglu and
Weber developed a 0-D model to describe the expansion of an idealized pinhole in a fuel cell
membrane.'? The model is able to determine based on the amplitude of a hydration cycle, whether
the swelling stress will cause plastic or elastic deformation. In cases where plastic deformation
occurs, a permanent increase in the pinhole size occurs, describing how the pinhole grows during
mechanical AST conditions. Hasan ef al. investigated the effect of RH cycling of a fuel cell on the
elastic-plastic response of the membrane using a transient, 2-D finite element model of the unit
cell.*® The results show that the areas of maximum tensile stress in the membrane vary based on
temperature, and that in all cases the maximum compressive stresses occur under the land near the
cathode.

1.5.2 Chemical Degradation Models

Gubler and coworkers developed a 0-D model for radical formation as a result of Fenton’s
reaction and radical attack on fuel cell membranes, and also incorporated the effects of adding
cerium and manganese ions as chemical scavengers.>* 33 Their approach enabled them to replicate
results from ex-situ Fenton tests as well as make predictions for chemical degradation for in-situ
conditions. Wong and Kjeang incorporated the kinetics of Gubler’s 0-D model into a 1-D fuel cell
model with chemical degradation.’® 37 They later investigated the effects of ceria additives and
analyzed tradeoffs between performance and durability.’® 3° Their results show that the
concentration of H,O; is highest in the anode catalyst layer and that operating at a potential below
0.7 V decreases the FRR by an order of magnitude. They also showed that the presence of cerium
ions in the membrane leads to a decrease in performance due to increased ohmic and kinetic
potential losses. Singh et al. developed a transient, 2-D model that incorporates chemical-
degradation phenomena along with fuel-cell performance.*’ The model predicts how the membrane



degrades into various fragments and releases hydrogen fluoride as a result. The results were
validated by comparison of polarization curves and FRR rates during an OCV hold with
experimental data. Futter ef al. conducted a modeling study to analyze the effect of operating
conditions including pressure, RH, and cell voltage on the chemical degradation rates of fuel cell
membranes driven by radical formation as a result of the presence of iron contaminants.*! Their
results show that at high pressure, high RH, and high potential the chemical degradation of the
membrane accelerates; therefore, chemical degradation can be partially mitigated by operating the
cell under different conditions.

1.6 Thesis Objectives and Outline

The purpose of this thesis is to develop a mathematical model of combined mechanical and
chemical degradation in PEMFCs in order to probe the synergistic interactions between
degradation modes. Additionally, a model for cerium transport and chemical degradation is used
to analyze the impact of chemical scavengers. Chapter 2 introduces the underlying performance
model for the PEMFC, which is transient and 1D across the fuel-cell sandwich. This chapter
outlines transport and kinetics equations as well as the physical parameters used in the model.
Chapter 3 introduces the mechanical model used to describe a circular pinhole inside the membrane
and its growth as a result of hydration and swelling cycles. The mechanical model is coupled with
the performance model and the impact of mechanical degradation on fuel-cell performance is
detailed. Chapter 4 adds multiphase phenomena to the fuel cell performance model and
demonstrates the effects of flooding on membrane degradation. Chapter 5 incorporates a
microkinetic model for chemical degradation with the fuel-cell performance model. A
concentrated-solution-theory approach is used to account for the transport of cerium ions within
the ionomer. The model allows for an analysis of a tradeoff performance and durability metrics
while chemical scavengers are used in the cell. Chapter 6 describes the methods for deriving a
physics-based impedance model that can be applied to the PEMFC model. Lastly, a summary of
findings and directions for future work are outlined in Chapter 7.



Chapter 2 — Fuel Cell Model

The fuel-cell performance model is based upon the work of Fuller and Newman*** and

subsequent work of Weber and Newman.***® The model is transient and 1-D across the fuel cell
sandwich (x-direction in Figure 1-1). Stefan-Maxwell equations are used for transport of gaseous
species through the porous media. Butler-Volmer kinetics are used for the hydrogen oxidation
reaction (HOR) and oxygen reduction reaction (ORR). The current density through the solid phase
(i,) is governed by Ohm’s law. The current density through the membrane phase (i,) as well as
water transport through the membrane are derived from concentrated-solution theory, assuming
the membrane is an isothermal, isotropic mixture of water, protons, and sulfonic acid sites.

2.1 Porous Media
In the solid phase, Ohm’s law holds,

i, = —o°fVa,, (2.1)
where i; and @, are the current and potential in the solid phase, respectively, and o® is the
effective bulk electronic conductivity. In addition, current conservation holds throughout the entire
PEMFC domain and double-layer charging is neglected.

V'i1+V'i2:O (22)

In the gas-diffusion layers and catalyst layers, Stefan-Maxwell equations are used to describe the
multi-component diffusion,

n
pi (— Mi) Z :}’iNj — YiN; N;
Vp, = ——|V,—— | Vp + — , 2.3
Pi="Rr\"" " )P oD D @3)

where p is the gas pressure, T is the temperature, R is the ideal gas constant, p is the gas density,
pi, Vi, M;, y;, N; are the partial pressure, partial molar volume, molecular weight, mole fraction,

and flux of species i (N2, H2, H20, or Oz), respectively, cr is the total gas concentration, Diejff 1S

the effective diffusion coefficient between species i and species j, and D,e(fif is the effective

Knudsen diffusion coefficient. The Knudsen diffusion correction becomes important when the
mean free path of the diffusing molecules is similar in magnitude to the characteristic pore size for
gas transport, which is true for catalyst layers. Diffusion coefficients and physical properties of
water are given in Table 2-1. The electrode specific interfacial area is a fitting parameter as this
value is typically not known. A value of 1 X 1075 cm™! is used for the simulations in Chapters 3-
4 and a value of 8 X 107> cm™! is used in Chapter 5 due to fitting to different data sets. Effective
diffusion coefficients and other transport properties are calculated using the values in Table 2-1
and applying the Bruggeman correction. The Bruggeman correction states that for any transport
property Y, the effective value in a porous medium is given by,

)
yeff = = (2.4)
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where ¢ is the void fraction and 7 is the tortuosity. Void fractions and membrane volume fractions
for each layer are listed in Table 2-2.

Pressure drop across the fuel-cell sandwich is calculated using Darcy’s Law,

k
V=— m Vp (2.5)
where k is the gas permeability and yu is the gas viscosity.

Table 2-1: Physical Properties

Property Units Equation Ref
Water density Pw g/cm’ 1.1603 — 5.371 X 1074T 46
Water viscosity Uy bars 1x 10711(2695.3 — 6.6T) 46
Wat P b (11 6832 — ~orott ) “
ater vapor pressure ar . -
porp Pw exp T — 46.13
Water surface tension y N/m 0.12398 — 1.7393 x 107*T 47
Hydrogen/water diffusion 2.334 46
D o2
coefficient PZHw bar-cm/s 2470 (146.55)
Oxygen/water diffusion 2334 47
. D bar-cm?/ -
coefficient PZ0pw arems 0.3022 (323.83)
Nitrogen/oxygen 1823 4
P . D bar-cm?/ -
diffusion coefficient PZNa.0, arcems 0.0544 (14301)
Electro<.ie specific a em-1 105 — 106 fit
interfacial area
Membrane/water vapor mol? s fit
rate constant ' s-J-cm3
Membrane/liquid water - mol 1000 fit
rate constant ’ s - bar - cm3
Water evaporation Kevar mol? 100 fit
constant s-]-cm?
Table 2-2: Fuel Cell Transport Properties
Property Units Gas Diffusion Catalyst Membrane Ref.
Layers Layers
Thickness L cm 0.025 0.002 0.0025 4
Volume fraction for gas £ 0.6 03 0 13,47
transport
1 fraction of
Volume fraction o - 0 0.4 | 13,47
membrane
Absolute permeability k cm? 6e-8 8e-12 1.8e-14 ¥
Bulk-phase conductivity o S/cm 7.14 8.4 0 47,30
Effective th 1
conve Lietma k| WiemXK) 0.015 0.003 0.0025 e
conductivity
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An energy balance is used to determine the temperature profile across the fuel cell,

oT

) i-i
pC, <E +v- VT) — V- (kVT) = — Z ih(mp + M) (2.6)
h

The first term on the left represents the transport and accumulation of enthalpy, where Cp, p, and
v are the average heat capacity, density, and mass-averaged velocity, respectively. The second
term on the left is heat transfer by conduction, where k is the thermal conductivity (see Table 2-2).
The right side of the equation represents the heat generation and consumption terms. The first term
on the right side is Joule or ohmic heating. The second term is generation due to electrochemical
reactions, where 7, and Il are the overpotential and Peltier coefficient of reaction h, respectively.

2.2 Conservation Equations

A conservation-of-mass equation is necessary to account for changes in species fluxes due
to transient phenomena and reaction rates:

dc;
d—tl+V-Ni=Ri (2.7)

where ¢; and R; are the concentration and reaction rate of species i, respectively. For an
electrochemical reaction, the rate of reaction can be expressed as a function of the current generated,

a

R, = ———iyE

where i, n;,, and E,, are the current density, number of electrons, and effectiveness factor of
reaction h, respectively, and a is the specific electrode interfacial area.

2.3 Kinetics

For the hydrogen oxidation reaction (HOR) at the anode, Bulter-Volmer kinetics are used.
For the oxygen reduction reaction (ORR) at the cathode, Tafel kinetics are used because the
cathodic term dominates due to the sluggishness of the reaction.

. . Pu aqF
1HOR = loyor lpHer exp < I;T ((Dl — &y - U(}J{OR)>
2

(2.9)
aF
— exp <— RCT (<I>1 — @, — UfIOR )>l
. . Po acF
1orr = ~logrr rezf exp <_RC_T((D1 —®; - U(?RR)> (2.10)
bo,

where ip yor and ip ogrr are the respective exchange current densities, o, and o, are the anode and
cathode coefficients, US'OR and UQRR are the respective standard potentials versus the standard
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hydrogen electrode (SHE), R is the ideal gas constant, and T is the absolute temperature. The two-
electron oxygen reduction reaction, which produces hydrogen peroxide, can be written in a similar
manner as Equation (2.10). Note that the reactions can occur on either electrode since crossover is
considered. The kinetic parameters are shown in Table 2-3.

An agglomerate model is used to take into account the effects of gases diffusing into the
catalyst particles in order to react. To achieve an easily calculated solution, the catalyst particles
are assumed to be spherical, although in PEMFCs catalyst layer agglomerates vary in shape and
size. With first-order kinetics and assuming a spherical catalyst particle, the effectiveness factor
for the agglomerate is,

1

T

(3¢ coth(3¢) — 1) 2.11)

where ¢ is the Thiele modulus, which is defined as the ratio of the rate of reaction over rate of
mass transport into the catalyst particle,

¢ = v Pmekn’ (2.12)

where ¢, is the mass transport term and kj, is the kinetic term for reaction h. The kinetic terms
are given by

, aiO,HOR a,F
kyor = ZFpref exp < RaT ((Dl —®; - UglOR)) (2.13)
H;
, alyoRR acF
korr = 7 rer Fpret P (——RCT (0, — @, - Ué)RR)) (2.14)
2

The Thiele mass transport coefficient for the two-electron oxygen reduction reaction is 6000
bar-cm-s/mol in Chapters 3-4 and E = 1 in Chapter 5.

Table 2-3: Kinetic Properties

Property Units HORY 4e”ORRY 2e"ORR
Activation energy E, J/mol 9500 73269 —
Exchange current . _oEafl 1 _gEa(l 1 _

. Alcm? 1074 =(=— 1.1x1078( =(=— 7 x 1077
density fo fem (R (T Tref R\T T,

s . 4.1868((70650 +
Equilibrium potential | U, \% 0 8T log T — 92.4 T)/2F) 0.695
Anodic transfer @ 1 _ _
coefficient a
Cathodic transfer a 1 1 1
coefficient ¢
Thiele mass transport bar-cm-s 6000 or
coefficient Pme mol 8000 6000 E=1
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2.4 Membrane Transport

The underlying membrane model is based on concentrated-solution theory for protons and
water mass transport in the PEM. In terms of measurable quantities, the governing transport
equations are

K
K 1§
Ny = —FV(DZ— Q+F Vi, (2.16)

where N, is the flux of water, i, is the current in the electrolyte phase, ®, is the potential in the
electrolyte phase, F is Faraday’s constant, p,, is the (electro)chemical potential of water, k is the
ionic conductivity, ¢ is the electroosmotic coefficient, and a is the membrane transport coefficient.
The membrane material properties used are from the works of Weber and Newman.*>: 46:48

During PEMFC operation, some of the reactant gases can diffuse through the membrane
and react at the other electrode. The rate of gas crossover through the membrane is given by
N; = —;Vp; (2.17)
where 1); and p; are the permeation coefficient and partial pressure of species i, respectively. This
is essentially a combination of Henry’s and Fick’s laws for the gases in the membrane and the
coefficients are taken from experimental data.*

Several of the key membrane-transport properties depend on the water content of the
membrane. The water content, Ay, is defined as the moles of water per mole of sulfonic acid sites
in the membrane. To calculate the water content, Kusoglu and Weber reported a polynomial fit to
over multiple sets of literature data,>!

Ay = 0.05 + 20.45a — 42.8a% + 3623, (2.18)

where a is the water activity. Expressions for the membrane properties in terms of water content
and temperature are summarized in Table 2-4. These expressions are valid for a vapor-equilibrated
membrane (no liquid water is present in the cell).

2.5 Model Solution

The fuel cell performance model is run in MATLAB (see Appendix B for codes used).
This model serves as the foundation upon which the additional physics of chemical and mechanical
degradation are built upon. In order to run the model, fuel-cell operating conditions and physical
properties must be specified. For example, operating conditions include temperature, pressure, air
and feed flow rates or stoichiometry, applied voltage or potential. Physical properties include solid-
phase conductivity, equivalent weight of the membrane, and fuel-cell layer thicknesses. The
governing equations are discretized and fluxes are calculated using a finite volume approach. A
full list of governing equations and boundary conditions are listed in Appendix A. The system of
governing equations is then solved using the BAND(J) algorithm.>%3* A Crank-Nicolson approach
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is used for time discretization of transient equations. Chapters 3-5 contain a more detailed

description of the solution approach used for the each of the degradation models described.

Table 2-4: Vapor-Equilibrated Membrane Property Calculations 4

Parameter Units Equation
Membrane Water i
Vapor Volume fv fr===—"—"7—=
Fraction Vi + Vo
if fy < 0.45
1 ( 0.06)'5 15000/ 1 1
N =5 v =0. SP\TR \T., T
Conductivity Ky S/cm iff, > 0.45
1 (0.39)15 15000/ 1 1
K, = 5 (0. exp R Ty T
Electroosmotic Sv = Avifdy <1
coefficient Sv & =1ifa, >1
Water' membrane ﬁ ; 20000/ 1 1
diffusion Do S Dyo = 1.8 X 107°fy exp R 7.7
coefficient ref
Membrane mol? CovDyo
transport ay J-cm-s Ay = o N
coefficient RT(1 — xoy)
_ 11
Hydrogen gas o mol Yy = (22X 1070
permeation H2V bar-cm - s -12 21000 (i — l)
coefficient +2.9%107) exp R Tt T
— -11
Oxygen gas " mol Yo,v = (19X 1077f
permeation 02V bar-cm - s -12 22000 (i _ l)
coefficient +11x107%) exp R Toet T
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Chapter 3 — Synergistic Mechanical and Chemical Degradation

In order to analyze the effects of mechanical membrane degradation during operation, the
fuel cell performance model is coupled with a membrane mechanical degradation model. The
model assumes that a circular pinhole is present in the membrane, which allows for crossover
gasses to diffuse through. A mechanical model, initially developed by Kusolgu and Weber,'? is
used to calculate the swelling strain due to water uptake in the membrane and determine if a
deformation condition is met such that the pinhole deforms plastically. An empirical correlation is
used to determine the FRR during fuel cell operation. The membrane properties are calculated as
a function of FRR, which changes over time as the membrane degrades and forms feedback loop
for mechanical and chemical degradation mechanisms.

3.1 Pinhole Model

During operation, a pinhole can form in the through-plane direction of the membrane and
allow crossover gases to diffuse through the membrane and react at the opposite electrode. This
provides transport pathway for crossover gases through the membrane in addition to permeation,
which is a much slower process.* >* > To account for the pinhole in the 1-D model, the pinhole is
treated as an effective void fraction, which is used to modify the membrane properties. Assuming
a cylindrical pinhole, the effective volume fraction of the pinhole is calculated as

2
VINg
Ehole = zole (3.1)

where 1,01¢ 18 the radius of the pinhole and A is the cross-sectional area of the membrane, which
is taken to be 50 cm?2.5® The membrane properties are modified by using a Bruggeman correction,
assuming the effective volume fraction is equal to 1 — €,,1e. The absolute permeability of the
pinhole is taken to be (&r01e T01e)/8->°

In addition, the pinhole provides a direct pathway for gas transport through the membrane.
This is modeled by extending the Stefan-Maxwell equations into the membrane domain. Flux
through the pinhole is characterized by the pinhole radius and unit tortuosity. Transport through
the pinhole is assumed to dominate the gas crossover compared to gas permeation through the
membrane as given by Equation (2.17). To check this assumption, simulations were run to
calculate gas crossover as a function of pinhole size. The results in Figure 3-1 show that this is a
reasonable assumption except for very small pinholes (73,4 < 100 gm). The hydrogen gas
crossover through the pinhole is initially smaller than the gas crossover calculated by permeation
(Thote= 0), but it increases exponentially after this initial decrease. The oxygen gas crossover
increases with pinhole size in all cases.
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Figure 3-1: Gas crossover as a function of pinhole size. Simulations were run at 80°C, 1 bar, 0.65 V, and air/feed
stoichiometry 1.2/2.

3.2 Membrane Mechanics Model

The mechanical model presented here builds on previous work by Weber and Kusoglu,
who investigated the effects of gas crossover and membrane pinhole effects,' and developed a 0D
mechanical model for pinhole growth in PEMFCs under RH cycling conditions.!? In comparison,
this model fully couples the fuel-cell performance and membrane mechanical models. The
membrane mechanical model calculates the stresses acting on the membrane due to changes in RH.
Several assumptions are made to simplify the expressions for mechanical stresses. In this model,
an idealized circular pinhole is assumed to be already present in the membrane, as illustrated in
Figure 3-2. The model calculates the elastic and plastic stresses that occur in the membrane under
uniform, biaxial loading conditions. Swelling of the membrane is assumed to be isotropic and
mechanical properties describing the elastic-plastic behavior of the membrane are also assumed to
be isotropic. The isotropy assumptions need to be revisited for reinforced membranes that exhibit
anisotropy in both swelling and mechanical properties,®’ and necessitates a much more complex
mechanical model due to the existence of the reinforcement layer, which is beyond the scope of
the current study. While such anisotropy impacts the stress distribution, its coupling to transport
could still be captured by the current modeling frame.

The strain-stress constitutive relations for the elastic response are written using the
generalized Hooke’s law and assuming biaxial stress and biaxial strain. The equations simplify to

— E el el
GX_(1+V)(1—2V)(SX+VSZ) (3.2)

0, = ATa—29 (2vs§l +(1- v)sgl) (3.3)

where o, and o, are stresses in the x- and z- directions, 5! and €£! are elastic strains in the x- and
z- directions, E is Young’s modulus, and v is Poisson’s ratio. The stress in the z-direction is
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assumed to be equal to a constant compressive stress o, = —p, assuming a spring-loaded fuel-cell
construction forcing the membrane to remain in place; see Figure 3-2.

e W
Figure 3-2: Schematic of swelling strain resultant mechanical (elastic and plastic) strain in the membrane.

Plastic deformation occurs when the equivalent stress, 6., reaches the membrane’s yield
strength, oy. In the absence of shear stresses, the following condition must always be satisfied:

0. = |oy — 0, < oy (3.4)
The relationship between the plastic strain and stress in the in-plane direction is

1—v
deP! = —ded! — desv = — = doy, — desv (3.5

where dsgl, dsf(l, and de’" are the incremental plastic, elastic, and swelling strains in the x-
direction, respectively, and doy is the incremental stress in the x-direction.

Furthermore, the membrane mechanical properties and stress-strain response change as a
function of water content. The dependence of Young’s modulus and yield strength of the
membrane on water uptake can be characterized using scaling laws fit to experimental data>® > as
shown in Figure 3-3 and described in Kusoglu and Weber (2014).!> The stress-strain data are
implemented into the model using the constitutive models developed by Kusoglu et al.’®®° When

17



the membrane is fully hydrated, the Young’s modulus and yield strength of the membrane are
reduced to approximately 25 and 40% of the dry polymer values, respectively.

Ef’Edry

OI. L L 1 L 1 L .IO
0 2 2 6 8 10 12 14

Water Content ()\)

Figure 3-3: Membrane mechanical properties as a function of water content, reproduced from Kusoglu and
Weber (2014).!2

Finally, the change in the radius of the pinhole is calculated from the equivalent stress and
equivalent plastic strain as

ar <3am>d_pl 1.6
r—cexpza(3 € (3.6)

where 6., and G, are the far-field mean stress and equivalent stress, P! is the equivalent plastic
strain associated with plastic deformation, and c is a number in the order of unity relating the void
radius to remote strains, and its value as well as overall expression depends on model assumptions
and void shape. In this case c is taken to be 0.283.!> The membrane mechanical properties are
listed in Table 3-1.

Table 3-1: Membrane Mechanical Properties '?

Property Units Value
Young’s modulus of dry polymer Egry MPa 250
Yield strength of dry polymer agry MPa 7.5
Hardening exponent h 2.2
Scaling exponent for Young’s modulus m 3.6
Scaling exponent for yield strength p 2.4
Coefficient for radius growth c 0.283
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3.3 Empirical Degradation Model

Chemical degradation in PEMs is caused by peroxide formation and radical generation at
the electrodes due to the natural ORR and especially crossover gases.'* Hydroxyl radicals are
generated from disproportionation of hydrogen peroxide, which then attack the ionomer and cause
HF to be released, which can be measured in the fuel cell effluent water.®"> 2 Here, an empirical
model for chemical degradation is used to couple the effects of chemical and mechanical
degradation. The FRR is assumed to be directly proportional to the generation of hydrogen
peroxide via the two-electron ORR. This FRR value is then used to adjust the membrane
mechanical properties, which change over time as the membrane degrades. A full micro-kinetic
model for chemical degradation of the membrane is described in Chapter 5.

Chemical degradation is accounted for through electrochemical generation of hydrogen
peroxide. In the model, the rate of generation of peroxide can be calculated as a function of
electrocatalytic surface area and oxygen concentrations. The kinetic equation for generation of
hydrogen peroxide is taken as

. , Po acF ORR,e-
i0RR2 = —10,0RRye- —7or €XP <— RCT (@, — @, — Uy ") (3.7)
Po,
where Ué) RRze™ = 0.695 V versus SHE. The effectiveness factor for the two-electron oxygen

reduction reaction is assumed to be the same as that for the four-electron oxygen reduction reaction.
Empirical correlations relate hydrogen peroxide generation to FRR as found in Kundu et al.®

gr = [clorre (3.8)

where ng- is the number of fluoride ions in moles, and the rate constant k = 4.0x 10”7 mol/cm?.
The rate of diffusion of fluoride ions through the fuel cell is calculated using Fick’s law, with a
diffusion coefficient of 4.2x 10~° cm?/s in the GDLs® and 2 x 1071° ¢cm%/s in the CLs and
membrane.®* The FRR is the sum of the outward flux of fluoride ions out of the fuel cell into the
gas channels. The cumulative FRR is a measure of chemical degradation as it quantifies the total
amount of fluoride that has been released from the polymer over the course of fuel cell operation.

To couple the effects of chemical and mechanical degradation, the membrane modulus and
membrane thickness are calculated as a function of FRR. An empirical correlation between FRR
and Young’s modulus of degraded membrane, E, was determined from experimental data based

on ex-situ measurements (see Figure 3-4).%° The effect of the cumulative FRR on the Young’s
modulus of the membrane is incorporated into the model based on a correction factor, E.,,,

Eeorr = (1 — (5.739 X 1073)FRR)E (3.9)

where FRR is the cumulative fluoride emission in pmol and
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E = (4—0.01T)¢ Eqry (3.10)

where ¢, is the volume fraction of dry polymer in the membrane, m is an exponential scaling
factor, T is temperature in K, and Eg,y is the Young’s modulus of the dry polymer. This expression
is used as a scaling factor (E/Eo) to correct the Young’s modulus of the dry polymer for degradation
effects in the mechanical model and serves as one of the coupling physics between the models. An
empirical correlation between FRR and membrane thickness was determined from experimental
data in ® and adjusted for the initial membrane thickness Ly, o given the equivalent weight and
fluoride content of the ionomer,

Ly = —2.2x107*log(FRR) + Lo (3.11)
160 A . . . . ; .
o O O Kundu et al. (2008)
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Figure 3-4: Linear fit of Young’s modulus and fluoride emission.® ¢

3.4 Model Coupling and Solution

The fuel-cell performance model and membrane mechanical model are both run in
MATLAB (see Appendix B for codes used). The fuel-cell operating conditions such as RH,
temperature, and pressure are inputs to both models. To initialize the simulation, certain operating
parameters such as temperature, pressure, feed stoichiometry, air stoichiometry, membrane
properties, pinhole radius size, efc. must be specified. These parameters are used to calculate the
initial condition for the transient simulation by solving the fuel-cell performance model at steady-
state conditions. Correspondingly, the membrane mechanical model is solved to calculate the
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initial mechanical properties including Young’s modulus and yield strength, which are a function
of the initial water content 4, and degradation rate. See Figure 3-5 for a flowchart of the model
solution method.

Simulation Parameters

Inputs

=0 Initial Ao
t=0 Condition Ty

l A
Fuel-Cell mn . Mechanical
Model FRR, Model
n:n.l_]_ En:f(ln’FRR‘n)
t = nAt l l
g, =0a’ g, <o¥
Arn = }c’(gpi) |
Ar, =0
n=N

Transient Fuel-
t=T Cell Behavior

Figure 3-5: Flowchart for coupling of fuel cell performance model and membrane mechanical model.

The performance model is solved to find the average activity for water in the membrane
for the given initial conditions. The water-content value from the fuel-cell model is used to
calculate the polymer volume fraction in the mechanical model. In the mechanical model, the
membrane mechanical properties are calculated as a function of water content and the stress-strain
relations are solved to determine if plastic deformation of the pinhole occurs. If the swelling strain
causes a stress that meets the plastic deformation criterion, a new pinhole radius is calculated, and
an updated volume fraction associated with that pinhole radius is used in the next time step for the
fuel-cell performance model.

To solve the mechanical model, first the polymer volume fraction is calculated from the
membrane water content, which is a known value calculated by the fuel-cell performance model.
Then, the mechanical properties and swelling strains are calculated as a function of that water
content. Next, the yield criterion, Equation (3.4), is evaluated to determine the magnitude of elastic
and plastic strain. If the equivalent stress is equal to the yield strength, then the polymer deforms
plastically, and the change in pinhole radius is determined from the calculated plastic strain.
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Next, the simulation moves forward one time-step. The fuel-cell performance model
calculates changes in fuel cell performance including gas crossover, water content, and FRR. The
water content and FRR are then fed as inputs to the mechanical model. Based on the mechanical
properties at each time step, the mechanical model determines if the membrane deforms plastically
or not and the pinhole radius is updated. These steps are repeated until the final time is reached.

The governing equations are constructed using a finite-volume method approach, which
enforces conservation of mass and energy. The system of equations is solved using a
multidimensional Newton-Raphson technique developed by Newman.’> % This technique is
detailed in Appendix C of Newman and Thomas-Alyea.®® To incorporate transient effects, a Crank-
Nicolson approach is used to calculate the time derivatives in the mass- and energy-balance
equations using an adaptive time-stepping method. The full set of equations and boundary
conditions is listed in Appendix A.

In the simulation, a current density or a voltage must be specified for the cell. Inlet gas flow
rates for hydrogen and air must be specified as a stoichiometric value. Temperature, pressure, and
RH are specified at the anode and cathode gas channels. Simulations begin with an initial guess
for all variables throughout the discretized fuel-cell domain and is then iterated until a converged
solution is obtained.

3.5 Pinhole Effects

3.5.1 Nonlinear Behavior in Pinhole Simulation Results

Model simulations under varying pinhole sizes revealed several nonlinear trends in fuel-
cell behavior as shown in Figure 3-6. The catalyst layers and membrane are discretized using 41
mesh points and the gas diffusion layer are discretized using 21 mesh points.

The overpotential for the hydrogen-oxidation reaction, which drives conversion of
hydrogen gas to protons, decreases with pinhole size until about a pinhole radius of 500 um, and
then begins to increase. The gas pressure decreases as the pinhole size increases, due to
equilibration between the anode and cathode gas channels by gas crossover. However, the
difference in pressure across the pinhole decreases with pinhole size, where it remains fairly
constant at pinhole sizes above 100 um. Consistent with the trends observed with overpotential,
the temperature of the cell increases until 250 um is reached, and then decreases as the pinhole
grows. The initial temperature increase is due to the increase in overpotential for the ORR, which
causes most of the heat generation in the cell in the cathode catalyst layer. However, as the anode
and cathode gas channel concentrations equilibrate due to gas crossover, so does the temperature.
Finally, the water-vapor mole fraction initially increases with pinhole size due to the increase in
crossover hydrogen reacting at the cathode to generate water. The excess water begins to
accumulate in the pinhole until the water starts to diffuse out of the cell through the cathode gas
channel. The water concentration then begins to approach a flat profile across the entire fuel-cell
sandwich as the pinhole keeps growing and the gas channels approach equilibrium.
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Figure 3-6: Simulation results for 25% RH at the anode and cathode and a cell potential of 0.6 V at various
pinhole sizes, illustrating the nonlinear trends observed due to pinhole growth including a) overpotential for the
hydrogen oxidation reaction, b) pressure, ¢) temperature, and d) water-vapor mole fraction.

3.5.2 Results for Gas Flux through the Pinhole

The simulation results in Figure 3-7 show the crossover gas fluxes at the mid-point of the
membrane. Fluxes are defined as positive in the direction of anode to cathode and negative in the
direction of cathode to anode. The hydrogen gas crossover makes up the majority of gas crossover
through the pinhole, which corresponds to hydrogen’s higher diffusivity and lower molecular
weight compared to oxygen and nitrogen on the cathode side. Oxygen crossover increases steadily
with increasing pinhole size. Nitrogen crossover increases and then peaks at around 250 pm
pinhole radius and then decreases again so that there is zero net flux of nitrogen through the
membrane. This due to a shift the equilibrium between the membrane-bound water and the water
vapor where more water will remain the vapor phase.

23



R EN @D

[ 3%
T

gas flux (mol!chKS)

o

_2 - 4 ' L - 1 8
50 100 150 200 250 300
pinhole radius (um)

Figure 3-7: Gas fluxes at the center of the pinhole in the membrane at a voltage of 0.65 V and 25% RH at the
anode and cathode.

3.5.3 Pinhole Effects on Cell Performance

Simulations were run at various pinhole sizes to analyze the impact of pinhole size on
performance. The results in Figure 3-8 show that even for very small pinholes, fuel-cell
performance is greatly decreased under typical operating conditions, which agrees with prior
simulations.'® The current density decreases with increasing pinhole radius due to reaction of
crossover gases creating a mixed potential and changing membrane properties as a result of
membrane degradation. At higher potentials, the cell fails at a smaller pinhole size because of the
lower current. Both hydrogen and oxygen gas crossover increase with pinhole radius size and are
higher at lower voltages, but crossover of hydrogen dominates. The fact that crossover is higher at
lower voltages stems from the nonlinearity of the phenomena and particularly the water
management with the subsaturated feeds (see Figure 3-6).

FRR increases with increasing pinhole size until about 150 to 250 um pinhole radius, then
it starts decreasing due to the mixed potentials resulting from the high gas crossover. As the pinhole
size increases, the total gas flow through the pinhole increases and ionic transport decreases, since
a larger hole allows more gas to flow through. This is confirmed by analysis of the gas fluxes
through the pinhole (see Figure 3-7). Interestingly, the higher crossover does have a beneficial
effect of keeping the membrane better hydrated due to the crossover reactions providing additional
water generation.
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Figure 3-8: a) Current density as a function of pinhole size at several voltage values. b) Ratio of crossover
current density to current density. c) Total gas flow through the membrane in the center of the pinhole. d)
Corresponding FRR into the gas channel, which is a summation of fluoride flux from the anode and cathode gas
channels.

3.6 Mechanical Degradation in RH Cycling

To understand the impacts of mechanical degradation and pinhole growth, transient
simulations were run over cycles of varying RH at a constant voltage of 0.7 V. The RH cycles
begin at an initial value of 25% RH at both the anode and cathode and are increased to 55, 65, and
75% RH to analyze the impact of swelling strain at different water-uptake rates. These operating
conditions vary throughout fuel-cell lifetime due to environmental conditions and varying power
output needs due to acceleration and deceleration. The characteristic time constants for fuel-cell
transient phenomena are provided by Wang and Wang,*® and the model results herein agree with
their calculated time constant values, with water uptake having the largest time constant. Double-
layer charging can be ignored due to its fast time constant. The time constants for water uptake
(tu)- gas diffusion (z,), and double-layer charging (z,;) are given by
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where L,,, L, and L, are the thicknesses of the membrane, catalyst layers, and gas diffusion
layers, respectively (see Table 2-2) , AA is the change in water content, Dgff is the effective gas

diffusivity, a is the electrode specific interfacial area, and C is the capacitance (typically 20
uF/cm?).%

The fuel-cell performance model coupled with the membrane degradation model
demonstrates that the plastic deformation coincides with the largest rate of change in RH due to
increased swelling strain. The trends on membrane behavior are in agreement with the results from
2-D computational mechanics models of PEMs. ! 60

The plastic deformation occurring in response to the change in RH, along with water
production and transport during operation, impact the membrane water content. During the first
hydration cycle, the membrane water content increases and the swelling strain causes the pinhole
radius to increase. During this plastic deformation the membrane undergoes strain hardening and
the yield strength of the membrane increases. As a result, the magnitude of the plastic deformation
during the second cycle is less than the first cycle. At a low enough water content, no plastic
deformation will occur because the swelling strain is not great enough to cause the equivalent stress
to equal the yield strength. The results in Figure 3-9 show that for a change in RH less than 30%
no plastic deformation occurs. The simulation results demonstrate a linearly increasing cumulative
FRR due to the constant rate of electrochemical generation of hydrogen peroxide at a constant
voltage. The hydrogen crossover current density decreases at high RH values due to the increased
membrane conductivity and current density, which results from more of the inlet hydrogen gas is
being reacted. Furthermore, the hydrogen crossover current increases at lower RH values as the
magnitude of the RH cycles increases due to the increase in pinhole radius, thus coupling the
increase in both chemical and mechanical degradation rates. Additionally, the FRR increases with
increasing magnitude of RH cycles due to the increase in the gas crossover through the membrane.
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Figure 3-9: Fuel-cell and mechanical coupled model simulation results run under RH cycling at 0.7 V. a)
Specified RH cycle profiles, b) water-content, ¢) current density, d) hydrogen gas crossover current density, €)
cumulative FRR, and f) the ratio of pinhole radius (R) over initial pinhole radius (R,) during RH cycling.
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3.7 Chemical Degradation during Voltage Cycling

Similar to the RH cycling simulations, several voltage cycling simulations were run to
illustrate the effects voltage cycling on chemical degradation rates. The voltage cycles begin at an
initial value of 0.6 V and approach the OCV as the voltage increases to 0.7, 0.8, 0.9, and 1.0 V.
Figure 3-10 shows the model results for voltage cycling at a constant inlet gas flow rate at both the
anode and cathode feed channels. The simulation results in Figure 3-10 show that changes in
potential during a potential cycle do not lead to plastic deformation in the membrane. This is a
result of a small change in water content in the membrane, and therefore a correspondingly small
swelling strain. The water content decreases with increasing voltage, due to the lower current
density and therefore lower water generation rate at the cathode. The current density decreases
with increasing voltage and approaches zero current as the voltage approaches OCV. Additionally,
the FRR decreases with increasing voltage due to a lower overpotential for the two-electron oxygen
reduction reaction. The hydrogen crossover current density increases with voltage as a result of
higher overpotential driving the hydrogen oxidation reaction. The relationship between hydrogen
crossover current density and OCV is shown in Figure 5-2.

Additional simulations were run with alternating cell voltage cycles from 0.6 to 0.9 V ata
constant RH of 30% at the anode and cathode. The results in Figure 3-11 show that the presence
of a pinhole allows for improved hydration of the membrane due to accumulation of water vapor
in the pinhole; subsequently, the conductivity of the membrane increases. However, as the pinhole
grows the pressure differential and concentration gradients from anode to cathode equilibrate and
hydration of the membrane decreases. While there is a small decrease in current density due to an
increase in pinhole size, a large increase in gas crossover current density is observed with larger
pinhole sizes, thus reflecting an increase in chemical degradation rate, which is also shown as an
increase in the FRR.
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hydrogen gas crossover current density, €) cumulative FRR, and f) strain in the membrane during voltage cycling.

30% RH at the anode and cathode and constant inlet flow rates. The feed flow rate is 8.4x 10~% mol/cm?/s and

Figure 3-10



. 57 :
12 F|=R=10 pm 1 ——R =10 um
"'R:2Up.m "'R:2U;1I’TI
& 1 R =50 pm ] 56 R =50 um
< g ~
=08 { . =
2z i €55
‘@ | i =]
g 06 i i 8
2 i | § 947
= i ; H 1 ; ] —
. { i { ! i
: : : : 52 : :
0 100 200 300 400 0 100 200 300 400
time (s) time (s)
c) d)
-5
25 x40 ; 0.012 :
—R:1U;1m —_ _R:’]Upm
- ==R=20pm o |- - -R=20 pm
2r R =50 um g 0.01 R =50 ym
<
= = 0008 ¢
g 15} o
‘g § 0.006 |
T ) 2
/ $ 0.004 1
3
05} | 2
~ 0.002
; o
R
O " L L L i 0 - - -
0 100 200 300 400 0 100 200 300 400
time (s) time (s)

Figure 3-11: Fuel-cell and mechanical coupled model simulation results run under voltage cycling conditions
from 0.6 V to 0.9 V at 30% RH at the anode and cathode with varying pinhole sizes. a) Current density, b) water
content, ¢) cumulative FRR, and d) gas crossover current density resulting from voltage cycling.

3.8 Effects of Mechanical Properties

3.8.1 Young’s Modulus

Chemical degradation of the membrane leads to a change in mechanical properties and
therefore results in acceleration of degradation until the fuel cell fails. As the fuel cell runs, the
cumulative FRR increases. With current PEMs, the FRR is quite small, such that it takes several

hundred hours for measurable quantities of fluoride to be observed in the gas channel effluent.!>
19,61, 63,70, 71

To explore the coupled nature of performance and degradation, simulations were run to
demonstrate the effects of changing material properties over time as a result of coupled mechanical
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and chemical degradation. As shown in Figure 3-3, the Young’s modulus of the membrane
decreases with increasing FRR as a result of a changes in the membrane structure due to chemical
degradation. Results in Figure 3-12 demonstrate the effect on the degradation rate of the membrane
under RH-cycling conditions. As the Young’s modulus decreases, the membrane generates lower
stresses for a given strain and therefore deforms elastically over a larger range of strains. The
simulation results indicate that the pinhole will no longer deform plastically once a cumulative
FRR over 100 pmol has been reached.
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Figure 3-12: Fuel-cell and mechanical coupled model simulation results run at 0.7 V under RH cycling from 25%
to 75% RH at the anode and cathode. a) Strain in the in-plane direction at various cumulative FRR values and
corresponding change in Young’s modulus. b) Ratio of pinhole radius over initial pinhole radius at various
cumulative FRR values and corresponding change in Young’s modulus.

3.8.2 Yield Strength

Additionally, as the membrane becomes thinner, due to non-localized chemical degradation,
one would expect that the yield strength of the membrane would also change; the strain decreases
with an increase in yield strength. Simulation results for varying polymer yield strength values and
pinhole deformation rates are shown in Figure 3-13. In addition, pinhole deformation during RH-
cycling increases at a higher rate for a membrane with a lower yield strength, all other things being
equal. Hence, the coupled transport/mechanics model developed herein demonstrates how
implementing the effect of chemical degradation on mechanical properties yield complex
interplays with highly nonlinear and non-monotonic trends of defect behavior during operation.

Figure 3-13 shows the effects of membrane thinning on membrane mechanical and
chemical degradation. The membrane plastic deformation increases and the gas crossover and FRR
both increase with decreasing membrane thickness. Therefore, when membrane thinning occurs,
chemical and mechanical degradation both increase and accelerate the overall degradation.
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Figure 3-13: Change in membrane thickness effect on performance under RH cycling. a) Decrease in current
density. b) Increase in plastic deformation. ¢) Increase in gas crossover. d) Increase in FRR.
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Chapter 4 — Membrane Degradation with Multiphase Phenomena

At higher RH, multiphase phenomena must be considered as the water vapor may condense
to form liquid water. The formation of liquid water in the cell causes flooding, which reduces cell
performance. In this section, a multiphase model for water in PEMFCs developed by Weber and
Newman*** is coupled with the membrane mechanical model and empirical chemical degradation
model in Chapter 3 in order to analyze the effects of high humidity on membrane degradation.
Large changes in RH cause swelling stress in the membrane and lead to pinhole growth, as
demonstrated in Chapter 3. In addition, at high humidity values, the water vapor may condense
inside the pinhole and restrict the additional transport pathway for crossover gasses. In the catalyst
layer and other porous media, flooding reduces the availability of catalyst sites and oxygen
transport, which not only causes a decrease in cell performance, but also leads to a decrease in
peroxide generation and FRR. Thus, there are multiple facets that need to be considered and it is
not clear a priori which ones dominate.

4.1 Membrane Structure

Schroeder’s paradox describes the difference in solvent uptake observed in solid polymers,
such as gels or membranes, when in contact with a saturated vapor versus a saturated liquid. Figure
4-1 shows how Schroeder’s paradox is observed in the water uptake of PFSA membranes. This
paradox seemingly breaks phase equilibrium, as both the saturated vapor and saturated liquid have
the same chemical potential. However, this phenomenon can be explained by the change in
morphology of the ionomer nanostructure as it swells.** >! Since the PFSA is composed of a
hydrophobic backbone with hydrophilic ionic end groups, the polymer separates into a non-
conducting hydrophobic phase and a hydrophilic ion-conducting phase. As water is absorbed into
the membrane, the hydrophilic domains grow and eventually form clusters and connecting
channels.”!

e |

Figure 4-1: Illustration of Schroeder’s paradox in PEMs. Water content of a membrane in contact with saturated
vapor is less than the water content of a membrane in contact with liquid.

33



4.2 Multiphase Phenomena

4.2.1 Porous-Medium Model

To account for the presence of liquid water in the fuel cell, a porous medium model is used
to determine the fraction of pores that are saturated by liquid water. The porous medium is
characterized by pore size distribution (PSD) of hydrophobic and hydrophilic domains. If the
fraction of hydrophilic pores is less than 15% or greater than 85%, a single PSD is used and a
composite angle is calculated,

6. = arccos(fy; cos By, + (1 — fy;) cos By0) 4.1)

where fy;is the fraction of hydrophilic pores, 8y;and 8ypare the hydrophilic and hydrophobic
contact angles, respectively. Otherwise the porous medium is assumed to separate into two pore
networks, one hydrophilic and the other hydrophobic, and a composite angle is calculated for each.

6.y = arccos(0.85 cos y; + 0.15 cos byp) 4.2)
.50 = arccos(0.15 cos By + 0.85 cos Oyp) (4.3)

Once the critical angles have been determined, a critical radius value is are calculated for each.
The critical radius 7, , of pore type h (either hydrophilic or hydrophobic) is defined as,

2y cos 0y,
Top = ———" (44)
Pc

where y is the surface tension, 6, is the contact angle of pore type h, and p, is the capillary
pressure, which is equal to the difference in the liquid pressure and gas pressure (p. = P, — Pg)-
The surface tension of water is shown in Table 2-1.

The saturation, S, is the volume fraction of pores that are filled with liquid water. The
saturation is calculated by integrating over the pore size distribution and dividing by the total pore
volume. The fraction of pores that are filled with liquid water can be calculated as,

f1< <lnrch—lnr01>> fz( <lnrch—lnr02>>
Sp==(1+9,erf| —— | |+ =| 1 + 9 erf| —— 4.5
h=5 h sVZ 5 h SVZ (4.5)

where h is the type of pore (HI or HO), fi, f2, 701 , 70,2, S1 and s, are the fraction of the total
distribution, the characteristic pore size, and the spread of pore size distributions 1 and 2,
respectively, 9y, is defined as 1 for hydrophilic pores and —1 for hydrophobic pores, and erf is the
error function.*’” The total saturation is calculated by

S = furSur + (1 — fur)Suo (4.6)
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The pore size distribution properties used in this model are listed in Table 4-1. For a porous-
medium property Y that is a function of saturation, the overall value can be calculated in a similar
manner,

Y = furYur + (A = fu)¥Yuo 4.7)

where Yy; is the hydrophilic property value and Yy, is the hydrophobic property value.

Table 4-1: Pore Size Distribution Properties*’

Property Units Gas Diffusion Catalyst Layers Membrane
Layers
Fraction of hydrophilic pores frr 0.5 0.3 0
Hydrophilic contact angle 01 degrees 45 80 90.02
Hydrophobic contact angle Ouo degrees 110 100 90.02
Characteristic pore size of
2 .0012

distribution 1 To1 pm 6 0 0.00125
Characteristic pore size of

. . .0012
distribution 2 To2 pm 0.7 0.05 0.00125
pore size distribution 1 width 51 0.6 1.2 0.3
pore size distribution 2 width S 0.6 0.5 0.3
Fraction of pore size fi | 0.5 |

distribution 1

Once a porous medium has hydrated there is a certain amount of water that is difficult to
remove, which is called the residual liquid saturation.*’ The residual liquid saturation is calculated
using a fit from Monte-Carlo simulations,*’

SO = —53202¢5 + 17.062¢t — 21.706&3 + 13.692¢2 — 4.816¢, + 0.9989 (4.8)

From the residual liquid saturation, the residual gas saturation can be determined. The residual gas
saturation is S = 1 — SP if SY < 0.15 and S = 0.85 if S > 0.15. The tortuosity value used in
the Bruggeman expression for adjusting material properties for porous materials is then modified,

¢ = [e0(Sg — $)]7*° (4.9)

where 7 is the tortuosity of the void volume of the gas phase. The Knudsen radius used in
Equation (2.3) for gas diffusion is recalculated using the pore size distribution properties and
Equation (4.7),
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Inr., — 7 s
1—0, erf[ —&t 01 _ 21 \
S / h < 51\/5 2

f
Tkh = f17”0,1 exp <?> k nr. —7r
1-19, erf( ch 0’1>

51‘/? (4.10)
nr., —r, s
1 -9, erf| —Ch__"02_ 22
53 " ( s,V2 2
+ f270,2 €Xp > lnr.. —r
1-9, erf(M) /
s1V2
T = furrkm + (1 = fu)Txno (4.11)

4.2.2 Liquid-Water Transport

When the membrane is in equilibrium with liquid water, the primary driving force for water
transport is the water pressure gradient. The pressure-driven flux for liquid water can be written
as,

NW,L = -

k
—Vp,, (4.12)
Vvt
where k is the effective permeability, ¥, is the molar volume of water, u is the viscosity, and p;,
is the liquid water pressure. The viscosity of water is listed in Table 2-1. The permeability is
calculated as a function of saturation and using Equation (4.7) becomes

1/5—S%° Inr., —Inr,
kh = _( l(')> [f_;l (1 + ﬁh erf(—c’h 01 — Sl\/i>>
2\1=57) |2 SV @13
fz( <ln roh - lnroz >>l '
+=(1+9,erf - 2 5,2
2 h SZ\/E 2
k = furtku + (1 — fukuo (4.14)

At the gas-channel/gas-diffusion-layer interface the boundary condition for liquid water ensures
that the liquid flux at the gas channel is zero until the liquid pressure is above the breakthrough
pressure by using a hyperbolic step function’

NW,L = k(pL - pthru) [tanh(pL - pthru) + 1] (4-15)

where k = 0.1 and p;p,, = 1.02 bar is the breakthrough pressure. Furthermore, the flux of liquid
water in the membrane is assumed to be zero (N, ;, = 0).

4.2.3 Effects of Liquid Water in the Ionomer

When both the liquid- and vapor-transport modes occur, an additional equation is needed
to relate the liquid pressure and the water chemical potential.

36



Vuwly =V VoL, (4.16)
This equation represents the water liquid/vapor equilibrium in the system.

When the membrane is not fully equilibrated with vapor or liquid, the transport
mechanisms between the liquid and gas phases are assumed to occur in parallel. Equations (2.15)
and (2.16) are modified such that the current and water flux are treated as the sum of the two
transport modes based on overall saturation,

K — K
i,=5 (—KLV(DZ - LT*CLVWVpL,M) +(1-15) (—KVVCDZ — vavWW> (4.17)
Ki$L L TA
N, =S (——F Vo, — <aL + —F2L> VWVpL,M>
oy e (4.18)
VSV |74
+(1-15) (— TV, — <av + F—ZV> V[,lw>

where p, y is the liquid pressure in the membrane, x;,¢;, and «; are the liquid equilibrated
membrane conductivity, electroosmotic coefficient, and membrane transport coefficient,
respectively. The liquid-equilibrated membrane properties are listed in Table 4-2. The overall
water content in the membrane can be calculated as a function of saturation,

A=1—-A, +A,S (4.19)

where Ay is the vapor-equilibrated water content determined by Equation (2.18), and A, is the
liquid-equilibrated water content, which is taken to be a value of 22.

Additionally, liquid water in the catalyst layer is assumed to reduce the number of reactive sites
available by forming a water film over the agglomerates, so Equations (2.9) and (2.10) are
multiplied by (1 — S).*

. : Pu agF
inor = (1 — Sioyer lp rzef exp( > (cbl — &, — UgIOR))
H

RT
ix v (4.20)
— exp (— RCT (0, — &, — USIOR ))l
} ] Po aF
iorr = —(1 = S)iggpg —rs €XP (— 1ch (b, —®, — U(?RR)> (4.21)
Po,
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Table 4-2: Liquid-Equilibrated Membrane Property Calculations 45

Parameter Units Equation
Membrane Liquid .V,
Water Volume fi fi==—""7=
Fraction U + 1Yo
if f, <0.45
1 ( 0.06)15 15000/ 1 1
K, = > f1 . exp R Ty T
Conductivity Ky, S/cm if f, > 0.45
1 (0.39)15 15000/ 1 1
ko, = (0. exp R Ty T
Electroosmotic - 400/ 1 1
coefficient S b = 235exp <T Trer T
Membrane mo]? 2
transport a ] a, = K (f)
L cm-s L=752 \F
coefficient W Vi
Hydrogen gas Vi mol _11 18000/ 1 1
permeation z bar-cm - s Yy, = 1.8 X 107" exp R \T.° T
coefficient ref
Oxygen gas VoL mol _11 20000/ 1 1
permeation 2 bar-cm - s Yo, = 1.2X 107" exp R \T.° T
coefficient ref

4.3 Multiphase Effects with Mechanical Degradation

A pinhole in the membrane allows for increased gas crossover which causes performance
losses and leads to polymer degradation via radical attack. To determine if water condensation
occurs in the pinhole, a critical radius can be calculated using Equation (4.4). The contact angle
for Nafion can be hydrophilic or hydrophobic, depending on the water content of the membrane,
the contact angle is 113 to 116° in dry conditions (4 < 5), less than 100° in saturated vapor, and
83 to 87° when in contact with liquid water.’! When the surface of the pinhole is hydrophobic
(6. > 90°), the pinhole in the membrane will become filled with water when the pinhole radius is
greater than the critical radius (13,4, > 7). Likewise, when the surface of the pinhole is
hydrophilic (6, < 90°), the pinhole in the membrane will become filled with water when the
pinhole radius is less than the critical radius (17,5 < 7). A critical angle of 90° will result in a
critical radius of 0 m, which represents the inflection point between the change between
hydrophilic and hydrophobic behavior.

Figure 4-2 shows the results for the calculated critical radii at various voltage and RH
values from multiphase simulations across the full range of critical angles reported for Nafion. The
liquid pressure inside the pinhole was assumed to be the average of the pressure in the anode and
cathode catalyst layers in order to calculate the capillary pressure, which is shown in Figure 4-3.
The gas pressure inside the pinhole is assumed to be equal to the gas pressure in the catalyst layers,
as the presence of the pinhole in the membrane will cause the pressures between the catalyst layers
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to equalize. The results in Figure 4-2 show the nonlinear relationship between voltage and RH
with respect to the critical radius. The capillary pressure is positive at 0.9V and negative at lower
potentials. For a positive capillary pressure, the critical radius can be calculated for hydrophobic
contact angles, otherwise the pinhole will remain empty (hydrophilic pores are full and
hydrophobic pores are empty for p. < 0). Likewise, for negative capillary pressure, the critical
radius can be calculated for hydrophilic contact angles.

For the range of operating conditions simulated, the critical radius for hydrophilic contact
angles are all less than 10 um. These values fall within the range of pinholes in which the gas
crossover through the pinhole will be less than the gas crossover through permeation of the
membrane (see Figure 3-1). For a hydrophilic membrane, pinholes smaller than the critical radius
will fill up with liquid water, but larger pinholes will lead to a higher rate of gas crossover through
the pinhole. Therefore, it is more favorable for the membrane to be slightly hydrophobic in order
to cause the formation of liquid water in pinholes, which prevents the gas crossover rate from
increasing due to mechanical degradation. In cases where the membrane is hydrophilic, which is
typical at high water content values, the presence of liquid water in the membrane does not provide
any mitigation of gas crossover; however, performance losses can still occur due to flooding.
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Figure 4-2: Effect of contact angle of Nafion on the critical radius, a) 100% RH b) 90% RH, c¢) 95% RH, d) 92%
RH. Simulation conditions are 80°C, 1 bar, feed/air stoichiometry 1.2/2.
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Figure 4-3: Capillary pressure in the membrane as a function of potential and RH. Simulation conditions are
80°C, 1 bar, feed/air stoichiometry 1.2/2.

4.4 Multiphase Effects with Chemical Degradation

The empirical chemical degradation model is coupled with the multiphase fuel cell
performance model to analyze the impact of flooding at high RH. The results in Figure 4-4a show
that the FRR decreases with potential and increases with RH up until about 82% RH, at which
point liquid water starts to form in the membrane. The formation of liquid water and decrease in
FRR corresponds to a step change in the saturation of the catalyst layers as shown in Figure 4-4b,
as the liquid water forms a film over the agglomerate and blocks access to reaction sites. This leads
to sharp decrease in the FRR due to the lower catalyst surface area available for the two-electron
oxygen reduction reaction which causes the formation of hydrogen peroxide and subsequently
hydrogen fluoride. The loss of catalyst surface area is accounted for in Equations (4.20) and (4.21),
by weighting the reaction rates by a factor of (1 —§). After this drop, the FRR continues to
increase with RH due to the increasing membrane conductivity at higher water content. For
potentials below 0.9 V, the liquid-equilibrated FRR does not increase to above the FRR for the
vapor-equilibrated membrane. The formation of liquid water also leads to a loss in performance,
and Figure 4-4c shows that the change in the current density of the cell follows the same trends as
the change in FRR. Therefore, at high RH conditions, some of the chemical degradation will be
mitigated due to flooding, and the mitigation effects will increase at lower operating potentials.
However, the degradation mitigation also occurs with a corresponding decrease in performance.
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Figure 4-4: a) FRR as a function of RH and potential, b) mean saturation in the catalyst layers, c) current density
as a function of RH and. Simulation conditions are 80°C, 1 bar, feed/air stoichiometry 1.2/2.

41



Chapter 5 — Cerium Mitigation of Membrane Chemical Degradation

Chemical degradation in PEMFC membranes is driven by the formation of hydroxide
radicals which attack the polymer. Chemical scavengers, such as cerium and magnesium ions and
their oxides, are added into the membrane to react with these hydroxide radicals and mitigate
membrane degradation. Here a microkinetic model for chemical degradation of the polymer and
mitigation via cerium ions in the membrane is incorporated into the fuel cell performance model.
A model is developed for cerium transport throughout the cell, based on concentrated solution
theory and calculated ion transport properties developed by Crothers et al.”> ™

5.1 Micro-Kinetic Degradation Model

A diagram of the modeling domain and location of key degradation species is shown in
Figure 5-1. The modeling approach for the degradation of Nafion is based on the works of Wong
and Kjeang and the reactions are listed in Table 5-1.3%37 Scheme 5-1 illustrates the different types
of degradation of Nafion when attacked by hydroxyl radicals. All the reactions are assumed to be
elementary steps, so that the reaction rates can be written as

Nh

i=1

where 1y, k;,, and n,, are the reaction rate, rate constant, and total number of reactants of reaction
h, respectively, and ¢; and v; are the concentration and stoichiometric coefficient of species i,
respectively. The initial concentration of sulfonic-acid sites in the PEM is assumed to be equal to

pu/EW.

Catalyst Layers Membrane

Anode

Cathode

Oxygen/Air
Flow Field

Hydrogen
Flow Field

I

[s

\/ @ Reaction/Diffusion

Gas Diffusion Layers . Reaction Only

Figure 5-1: Diagram of the fuel-cell sandwich modeling domain and location of degradation species in the
model.
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The degradation process can be initialized by reaction of hydroxyl ions at the side-chain or
the end-chain. Once the initial attack of hydroxyl ion on the side chain has occurred, leading to the
degradation of the sulfonic-acid site, the remaining CF, groups in the side chain will also degrade
until the main chain is reached and attacked. The kinetic equations are simplified in order to
account for the total number of sulfonic-acid groups, end-chain groups, and fluoride ions that are
present in the Nafion membrane and are released as a result of chemical degradation. The amount
of fluoride ions that exits the PEMFC, called the fluoride release rate (FRR), is a measurement
often used to quantify chemical degradation. In the model, the FRR is calculated as the sum of
hydrogen-fluoride fluxes at the gas channels.

a)
~[(CF; — CFy)x -~ (CF~CFy)] + 2HO® — -lCcF—cFy), - @®]-co.i 4 2 HF + CO,
\ |
CF, CF,
\ |
CF; — CF CHEz3=ICE
| |
0 0
| |
CF,CF,S05H CF,CF,S0;H
—[(CF, - CF,), - (CF— CF,)] 4+ 3 HO® — -I(CF, — CF,), - (CF — CF,)] + 6 HF + byproducts
\
L n J
‘ L]
CF; — (I REBO
\
0*
| J
Rf(IO'
b)
—[(CF, = CF,), -~ (CF = CFy)] +2H,0+ HO® - 2 -[(CF,—CF)]- CF,—CO.H + 3 HF
'. |
R¢BO°
c)
—[(CFz = CF2)x ~ (CF - CFy)] + 2HO® — -lCF—cF) (©Rl-coH 4 2 HF 4+ CO,
\ |
CF, CF,
\ |
CF3 — CF CF; — CF
\ |
0 0
| |
CF,CF,S05H CF,CF,S0;H

Scheme 5-1: Degradation mechanisms: a) side-chain degradation/reactions 2 & 3, b) chain scission/reaction 4, c)

end-chain degradation/unzipping/reaction 5.
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Table 5-1: Membrane Degradation Reaction Kinetics

Reaction Rate constant Ref.

Number
1 H,0, = 2HO"® 3x1073s71 fit
2 R¢SO; + HO® = RaO0* + 4HF 3.7 x 10 M~ 1571 36,37
3 RfaO* + 3HO® — R(f0° + 6HF 3.75 x 107 M~1s71 36,37
4 R¢B0O° + 2H,0 + HO®* - 2R;COOH + 3HF 7.5x 107 M~1s71 37
5 R{COOH + 2HO* — R;CF, + 2HF 5.8 x 10° M~1s71 36,37
6 Ce3* + HO® + H* - Ce** + H,0, 1x 1011 M~1s7? fit

The gas crossover rate through the membrane drives chemical degradation, as hydrogen
and oxygen react to form hydrogen peroxide and hydroxyl radicals. The gas crossover rate rates
are calculated in Equation (2.17) and the initial values for the membrane permeation coefficients
for hydrogen and oxygen are listed in Table 2-4. To account for the impact of membrane
degradation on gas crossover, a polynomial function was fit to the data of Coms et al.** The
modified permeation coefficients are,

2

Vi _ qop | RS ) _ goq [ SRees
Yio Pm Pm_
: EW EW

+ 100 (5.2)

where cg 505 the concentration of sulfonic-acid sites in the membrane. The experimental data used

for fitting is shown in Figure 5-2. The increase in gas crossover can be attributed to changes in the
morphology of the ionomer as it degrades, including an increase in the size of hydrophilic domains
and formation of microvoids where localized degradation has caused a loss of ionomer.”> 7
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The degradation products H,0, and HF are generated in the catalyst layers and membrane
and are allowed to diffuse into to the GDLs and out of the PEMFC. The rate of diffusion for these
species is calculated using Fick’s law and the diffusion coefficients are listed in Table 5-2:
Diffusion Coefficients of H202 and HFTable 5-2. Due to the short lifetime of the radical species,
the diffusion distance can be approximated as zero.2%**

Table 5-2: Diffusion Coefficients of H,O; and HF

Diffusion Coefficient (cm?*/s) Ref
Dy,0,Mm 1.5x 107 3
Dy, 0,,60L 0.188 36
Durm 1.5 x 107° 34
Dyr,6pL 0.26 36

5.2 Modeling of Cerium-Doped Membranes

In order to mitigate chemical degradation of the ionomer, cerium ions react with hydroxyl
radicals according to reaction 6 in Table 5-1. While cerium may react with other degradation
products, the reaction of Ce** with hydroxyl ions is the primary reaction pathway for cerium.* In
this model, the cerium in the membrane is assumed to be present only in the 3+ charge state and
the concentration of cerium ions in the 4+ charge state is considered to be equal to approximately
zero. The operating potential for the PEMFC results in a high overpotential for the Ce**/Ce*" redox
reaction (U° = 1.44 V vs. SHE), driving cerium ions into the 3+ charge state.>>*® A more complete
analysis of the Ce*/Ce*" redox couple in PFSA membranes is analyzed by Gubler and Kopponel,
who demonstrated that >99.99% of cerium ions are present in the 3+ charge state.**> The model can
be extended to include the effects of Ce*', which may be an important consideration for analysis
of start/stop cycles, by modifying the concentrated-solution-theory equations. However, since the
contributions of these reactions to the overall mitigation are small compared to the reaction of Ce**,
they are not considered in this model.

The dependence of water uptake on the concentration of cerium is calculated using a
polynomial fit of cerium content and water activity from Baker et al.,”’

A =1.426 + 9.88a + 0.1256f,, — 14.73a% + 2.826afs, + 14.42a% — 4.0406a%f,, (5.3)

where A is the water content, a is the water activity, and f, is the fraction of sulfonic acid sites in
the membrane that are occupied by cerium ions,

_ Zce3tCre3t

where p,, is the dry membrane density and EW is the equivalent weight of the polymer (1100
g/mol). Using this definition, a membrane that is fully saturated with protons would have a cerium
content of f., = 0 and a membrane that is fully saturated with cerium ions would have a cerium
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content of f,, = 1. Water uptake curves as a function of cerium content are shown in Figure 5-3.
An illustration of cerium in the membrane and how f, is calculated is shown in Figure 5-4.

water content ( \)

0 L i i L J
0 0.2 0.4 0.6 0.8 1
water activity
Figure 5-3: Water uptake dependence on cerium content.

L

Assuming that the cerium cannot leave the ionomer, an additional mass balance is required
to determine the concentration profile within the membrane phase of the PEMFC,

X
j Ccedx = ng, (5.5)
0

where n., is the total number of moles of cerium ions initially present in the membrane at the
beginning-of-life and x is the distance across the membrane and catalyst layers. This formulation
ensures conservation of the mass of cerium inside of the membrane-electrode assembly (MEA).
Experiments have shown the presence on cerium in the PEMFC effluent, indicating that cerium
can leave the cell via ion pairing.”® However, the amount of cerium that exits the cell is very small,

on the order of ng/cm? over the course of 1000 hours (compared to a typical loading on the order
of pg/cm?),”® and is therefore neglected in the model.
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b)

Figure 5-4: Concentrated solution theory model with (a) membrane, water and protons (f.), (b) membrane
doped with cerium ions. In the representative volume of (b) with 10 SO3 groups, 2 Ce** ions complex with 6
SO3 groups, resulting a fi, value of 0.6.

5.3 Cerium-Ion Transport Model

The equations describing transport of water and protons through the membrane are derived
from concentrated-solution theory, where the membrane acts as the reference velocity (i.e. zero
velocity relative to the laboratory frame of reference for negligible swelling rate).*> ** For a
multicomponent system that is isothermal and isotropic, transport of all mobile species i obey

ciVu; = Kpy(—vy) + Z Kij(vj - Vi) (5.6)

LM

where c¢;, u;, and v; are the concentration, chemical potential, and velocity of species i,
respectively, K;; is the friction coefficient between species i and j, and K;y is the friction
coefficient between species i and the membrane.®® To satisfy the Gibbs-Duhem equation, for the
membrane,

cmVum — Vp = Z Kimv; (5.7)
i#M

where p is the pressure. This results in N — 1 independent equations for a system with N species.
Onsager’s reciprocal relations show that K;; = Kj;, therefore a system with N species will have

N(N — 1)/2 friction coefficients.”” The friction coefficients can be related to the binary diffusion
coefficients by
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(5.8)

where D;; is the binary diffusion coefficient of species i and j, R is the ideal gas constant, T is
the temperature, and cy is the total molar concentration of the solution.®®

For the system of interest, which is 1D across the PEMFC sandwich, Equation (5.6) in
matrix form is

D = MMy (5.9)

where D is the vector of driving forces with length N — 1, V is the vector of velocities with length
N — 1, and MM is the transport coefficient matrix with dimensions N — 1 by N — 1. Equation
(5.7) 1s excluded from the matrix (i.e. it is the Nth eqution) because it depends on the N — 1
instances of Equation (5.6) The superscript M denotes that the reference velocity is that of the
membrane. The entries of the matrix are D; = ¢;Vy;, V; = v;, and Ml-“} = K;j for i # j and MY =

— 2j=i Kij.

In an isothermal system, inverting Equation (5.9) relates the flux of species i to a linear
combination of non-membrane electrochemical potentials,

N; = - z LYjcic;Vh; (5.10)
M

where c; is the concentration of species i, N; is the molar flux vector of species i, and Llly} is the
transport coefficient for species i and j.** The matrix LM with entries Llly][- is symmetric and has

dimensions N — 1 by N — 1, where N is the total number of species in the system (including the
membrane). LY is defined as

LM = —(MM)~1 (5.11)

The Llly][- transport coefficients are not measured directly because experimental conditions that
isolate each of these coefficients are not practical. To use this system of equations, the transport

coefficient matrix must be rewritten in terms of measurable properties.’> 3
M ;M M
t;'ti"K t;"k Vu,
; E ( i+ o) Vn = o, (5.12)

JEM

where F is Faraday’s constant, z; is the valance of species i, and u;, = py; — ZZ—L Uy, 1s the chemical
n

of species i relative to charged species n, a{‘f- is the transport coefficient for species i and j, t} is
the transference number for species i, k is the ionic conductivity, and ¢ is the electroosmotic
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coefficient.’! a;j is symmetric (a;; = a;;) and is similar to a generalized effective diffusion

coefficient and describes the flux of i due to a chemical potential gradient of y; ,, in the absence of
current. y; ,, quantifies the chemical potential of species i and, since it is taken relative to charged
species n, is independent of electric potential. This prevents the use of an arbitrary definition of
V® when there are concentration gradients. u, is the only term that depends on the electric
potential in the membrane. The relationship between these properties and the entries in LM are

k= F2 Z Z LIZI[-ZL'CL'Z]'C]' (513)

i#M j:;M

=20 W (5.14)
&= % . (5.15)

oM = M, — tziiz’j{'Ff (5.16)

Note that the electro-osmotic coefficient has a finite value although z,, = 0 (upon substitution of
Equation (5.14) for i = w into Equation (5.15), the z,, term cancels out).’!

Reactions at the electrodes in the PEMFC involve protons and, as such, the electric
potential is typically quantified by the electrochemical potential of a proton (i.e. a proton reference
electrode). Therefore, a convenient choice for the electrochemical reference species n is the proton,

so that u,, = uyg = F®. Using this definition, Equation (5.12) with protons (H) set as the reference
species, yields for protons,

MM M M
Ny =-— <“1¥Ce + ;:Ztc—c:;> Vidgen — <a£1/[w + th:_FKz> Vi — Z:_;V(D (5.17)
for cerium,
" tM % x M tM tM 5
Nce = — (aCeCe + (Z—Ce> ﬁ) Vidcen — <aCew + fZCer> Vidy = EVQ) (5.18)
and for water,
N, = —(abécﬁftéd—"")v/lm—(a%ﬁfzﬁ)ww—ffm (5.19)
zgeF? ' F? F

To relate pucey to the species concentrations, an ideal solution for cerium, protons and the
membrane is assumed,
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— Vey (5.20)

The friction factors are calculated using the theory of multi-ion transport developed by Crothers et
al.,”> ™ which is summarized in Section 5.4.

5.4 Calculation of Friction Factors

The PEM is considered a mixture of protons, cerium ions, water, and membrane charged
sites in the hydrophilic, water-filled domains of the membrane. The various types of interactions
in this system includes ion/solvent, ion/ion, ion/membrane, and solvent/membrane, where water is
taken to be the solvent. A hydrodynamic model of the membrane pores is used to calculate the
ion/membrane and solvent/membrane friction coefficients.”® These friction coefficients are scaled
by the volume fraction of polymer &, and the tortuosity t,,, which is calculated as

= (1 — gy — £76) %" (5.21)

where in the membrane and "% is the critical volume fraction, the point below which the water

content is too low for transport to effectively take place,’’

(0.43f, — 0.016)
1+ exp(—100f;, + 1.84)

g = 0.47fce + 0.082 — (5.22)

For the ion/solvent friction coefficients, the Stokes-Einstein equation is used to take into
account the drag of an ion with the water in the hydrophilic domain of the membrane,

D, = — M2 TD?O (5.23)

where 7 is the viscosity and oo denotes infinite dilution. Einstein’s velocity equation corrects for
changes in viscosity with concentration,

n (1 + ZlinTV) (5.24)

(1 nthClV)

where V; is the effective molar viscous volume of species i and is specified by bulk-electrolyte
measurements.

For ion/ion interactions, Debye-Hiickel-Onsager theory predicts that in binary electrolytes
the diffusion coefficient varies with the square-root of the concentration for oppositely charged

ions,

D;j = Dy, VT for ZizmwZjzmw < 0 (5.25)
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where [ is the ionic strength,

N
1 z 2 (5.26)
E Zi
i1#0

For similarly charged ions, the diffusion coefficient approaches infinity.
Dij = o for ZzizmwZjizmw >0 (5.27)

To determine the ion/membrane interactions, an expression is derived to satisfied both a microscale
hydrodynamic model (e.g. Navier-Stokes) as well as the Stefan-Maxwell-Onsager relations,

lM - ngC + Z ij ( - 1> (5.28)

JjEM

where w; and X are the mass fraction and hydrodynamic friction coefficient of species i,
respectively. The hydrodynamic friction coefficient is calculated as

4Gn Tm
= o (=) -
' R%oreei 1- &M (5 29)

where G is the geometric factor, 6; is a function describing how species i distributes across the
channel, and Ry is the pore radius and is a function of the polymer volume fraction,

1 1
Rpore = Rpore,OEEIEIm(l - EM)Z (5.30)

where Rpore,o 18 the dry domain spacing and m is a swelling parameter. The function 6; is
calculated by solving the linearized Poisson-Boltzmann equation for the distribution of ionic
species across a cylindrical membrane pore with radius Ryore — 2R, where 2R,, = 0.275 nm is

the diameter of a water molecule. The pore is assumed to have sulfonate groups evenly distributed
along the channel walls.

8o 4B1o(Rporek)
Oiew = B*| 2= B> — zi0 <ﬁ2 7= — (5.31)
( porek) Rporekll (Rporek)
(Rpore ZRO) ZL;cMnLZL
where f = = @ =3N , I and I; are modified Bessel functions of the first kind with
pore izM iZ L

order 0 and 1, respectively, and k is the inverse Debye length,
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N[ =

N

o= () el (5.32)
o &-&RT

where ¢, is the bulk solvent dielectric constant and & is vacuum permittivity.
The parameters used to calculate the friction factors in the model are listed in Table 5-3.

Figure 5-5 shows the calculated transport coefficients for a range of water content and cerium
concentrations.”’

Table 5-3: Parameters for Calculation of Friction Factor Coefficients

Property Units Value Ref

Diffusivity of cerium in water Deew m?/s 6.2 x 10710 82
Diffusivity of protons in water Dy w m?/s 9.31x107° 82
Eff.ective molar viscous volume of 7., md/mol 0.1543 o
cerium

Effective molar viscous volume of 7, md/mol 0.0213 g4
hydrogen

Dry domain spacing Rpore,0 nm 2.7 31
Swelling parameter m 1.33 St
Geometric factor G 4 &
Bulk solvent dielectric constant &, F/m 78.3 7
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Figure 5-5: Membrane properties as a function of water and cerium content, (a) water-water transport coefficient,
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(b) transference number, (c¢) cerium-cerium transport coefficient, (d) conductivity, (¢) water-cerium transport
coefficient, and (f) electroosmotic coefficient, as calculated by concentrated solution theory.
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5.5 Cerium-ion Impact on Reaction Kinetics

HOR and ORR that predominantly occur at the anode and cathode, respectively, can in
reality occur at either electrode due to the crossover of H, and O, through the membrane. In
addition, the two-electron ORR can take place and form hydrogen peroxide. Butler-Volmer
kinetics are used for HOR and Tafel kinetics are used for ORRs,

. . PH a.F
1HorR = loyor [pHrif exp ( RaT (@1 — @, - U§ OR))
2

) v (5.33)
Aum ac
- (W) P (_ Ry (01~ @2~ U0 )>]
HM
4
. . Po, ( Aum acF ((D o UORR4e—) 534
I0RR,e- = _IOORR4e— ref\ ref exXp\ — RT 17 %27 Yo (5.34)
bo, \ayy 5
. . Po, { Agm acF ORRye-
lORRZG— = _IOORRZe_ pgezf( ref> exp <_ RT (cbl - (DZ - UO ? )> (535)
2 HM

where ig HoRr, i0,0rR,.-» @Nd 1g,0RR,,- are the respective exchange current densities, o, and a, are

OR [71ORRge~
, Ug %

the anode and cathode coefficients, U(},I , and U(()) RR2e” are the respective standard

potentials, p; and pir “f are the partial pressure and reference pressure of species i, and ayy and

a:ﬁ\{; are the proton activity and reference proton activity, respectively, R is the ideal gas constant,

and T is the absolute temperature.”® The proton activity is taken to be the fraction of membrane
sulfonic-acid sites that are occupied by protons. The reference value for proton activity is that of
protons in unexchanged Nafion and is taken to be equal to 1. In previous chapters the proton

activity is assumed to be equal to the reference state, so the ratio ay,/ alrﬁ\f; is equal to 1. In the

case where cerium is present in the membrane, the ratio ay,,/ alrﬁ\’; reduces to the mole fraction of
protons occupying sulfonic acid sites, which is equivalent to 1 — f,.

5.6 Model Solution

The model is run in MATLAB (see Appendix B for codes used). To initialize the simulation,
certain operating parameters such as temperature, pressure, feed stoichiometry, air stoichiometry,
membrane properties, initial cerium doping, efc. must be specified. These parameters are used to
calculate the initial condition for the transient simulation by solving the PEMFC model under
steady-state conditions. Furthermore, the cerium is assumed to be present in the membrane only at
uniform concentration, and the initial cerium flux is zero. The governing equations are constructed
using a finite-volume method approach, which enforces conservation of mass and energy. The
system of equations is solved using a multidimensional Newton-Raphson technique (Band(J))
developed by Newman,*> % which is detailed in Appendix C of Newman and Thomas-Alyea.®
Each domain in the model is discretized using 40 mesh points. The full list of equations and
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boundary conditions are listed in Appendix A. The simulation must be initialized by specifying
certain conditions, including: cell current or cell voltage, RH in the hydrogen and air feeds,
stoichiometry of feed or feed rates, temperature, pressure in the gas channels, membrane thickness,
and cerium content (f,), To incorporate transient effects, a Crank-Nicolson approach is used to
calculate the time derivatives in the mass- and energy-balance equations.

To explore the impact of the various contribution to the overpotentials, a voltage-loss
breakdown was calculated by removing limiting factors to PEMFC performance sequentially from
the final polarization curve. The transport losses attributed to cerium are divided into two
categories. The first is effects that the cerium ions have in changing the transport properties of
water and protons. The second is losses that occur due to the reduction in proton activity in the
membrane phase, which is included in the kinetics in Equations (5.33)-(5.35). To remove this
limitation, we set the ratio ayy/aksy = 1, which assumes a membrane with zero cerium content.
Mass-transport limitations occur when the PEMFC starts to become reactant limited. To remove
mass-transport limitations, the simulation is run at a high stoichiometry for hydrogen gas and air.
The ohmic losses are due to resistance through each of the PEMFC layers; the ohmic losses are
removed by setting a high value for conductivity both in the membrane phase and solid phase.
Kinetic losses occur due to the activation energy required for the electrochemical reactions. As a
PEMFC operates, crossover gasses will permeate the membrane and react at the electrodes, leading
to a mixed potential at the electrodes and an overall decrease in cell potential. The gas crossover
effects lead to the difference between the thermodynamic potential and the open-circuit voltage.
The thermodynamic potential, which is the maximum possible potential that can be achieved, is
taken to be 1.18 A/cm? at 80°C.

5.7 Comparison of Dilute and Concentrated-Solution Theory

To illustrate the effects and needs for concentrated-solution theory, a comparison is made
with a dilute-solution theory model using Nernst-Planck equation (5.36) for cerium

Nce = _ZCeuCeCCeFVCD - Dce VCCe (536)

where D¢, (1) =3.11 X 1078 1 cm?*/s and ug, (1) = 1.89 X 107°1 cm?/V/s. The proton flux
and water flux were calculated using Equations (5.17) and (5.19), where the Vy,, ,, terms are
assumed to be zero. The diffusion and migration coefficients for cerium in Nafion as a function of
water content are taken from Baker et al.% The dilute-solution theory model includes all of the
chemical degradation reactions in Table 5-1 as well as the cerium effects on hydrogen activity.
Polarization curves generated from the concentrated-solution-theory and dilute-solution-theory
models are shown in Figure 5-6a & b.
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Figure 5-6: A comparison of polarization curves using various simulation approaches for cerium ion transport
throughout the PEM, (a) concentrated-solution theory, (b) dilute-solution theory, (c¢) concentrated-solution theory
without cerium-dependent properties, (d) dilute-solution theory without cerium-dependent properties. Simulation
conditions are 80°C, 1 bar, 90% RH, 100/60 standard cm?/min air/H; flow rates.

As expected, the two models exhibit good agreement at low cerium concentrations.
However, at higher cerium concentrations, the dilute-solution-theory model reaches mass-
transport limitations at lower current densities as the cathode catalyst layer becomes saturated with
cerium ions. The cerium content profiles in Figure 5-7 clearly demonstrate that as the current
density increases, the potential gradient increases and the migration term drives cerium ions into
the cathode catalyst layer. However, the migration term dominates the transport of cerium in the
dilute-solution-theory model. Even at a low current density value of 0.01 A/cm?, a concentration
gradient of cerium across the PEMFC is predicted by the dilute-solution-theory model. In contrast,
the concentrated-solution-theory model predicts a more uniform distribution of cerium across the
cell at 0.01 A/cm?. Therefore, the dilute-solution-theory model tends to overestimate the migration
impact. The concentrated-solution-theory model corrects this term by including the solvent/ion
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interactions between the cerium ions and water, which drives cerium ions back toward the
membrane and anode catalyst layer.

To analyze the impact of cerium on transport of water and protons through the membrane,
both models are modified so that the transport properties (i.e. &, k, t.,s+, ;;’s) are calculated for
a membrane with zero cerium content. These polarization curves are shown in Figure 5-6¢ & d.
The difference in the results in Figure 5-6a & ¢ show that accounting for the amount of cerium in
determining membrane transport properties has a significant effect in the concentrated-solution-
theory model. The inclusion of cerium dependence leads to higher ohmic losses, as conductivity
decreases with cerium content (see Figure 5-3). The limiting current density converges to the same
value when the cerium effects on membrane transport properties are not considered; therefore, the
increase in mass-transport limitations with cerium content can be attributed to the cerium effects
on transport properties and not on the loss of proton activity due to the cerium ions. A comparison
between the results in Figure 5-6b &d show the impact of cerium-ion effects on transport properties
in the dilute-solution-theory model. There is little difference between the polarization curves at
low cerium content due to the dominance of the cerium migration in comparison to the diffusion
term. The limiting current density decreases with cerium content in both cases, with a steeper drop-
off for the limiting current density when the cerium-dependent transport properties are used.
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Figure 5-7: Concentration profiles for cerium based on a) concentrated-solution theory model and b) dilute-
solution theory model. Simulation conditions are 80°C, 1 bar, 90% RH, 1.67/1.0 cm®/s air/feed flow rates, 10%

fCe-

Figure 5-8 shows the dependence of cerium concentration throughout the cell on RH using
the concentrated-solution-theory model. Increasing the RH into the cell drives the cerium ions
back toward the anode catalyst layer and leads to better retention of cerium ions in the membrane,
while decreasing the RH leads to accumulation of cerium in the cathode catalyst layer.
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Figure 5-8: Cerium content as a function of RH at 0.5 A/cm?. Simulation conditions are 80°C, 1 bar, 1.67/1.0
cm’/s air/feed flow rates, 10% fc,.

The results in Figure 5-9 provide a breakdown of the various driving forces for transport
of water and cerium throughout the membrane. For both species, the migration term is positive,
which means that the electrostatic forces are driving them from anode to cathode. At steady state,
the migration term is balanced by the cerium and water electrochemical potential terms. The y,-
driven term in the cerium flux increases in an exponential manner across the membrane, whereas
the p,, term in the water flux is roughly linear across the membrane. Thus, the primary driving
force for the cerium ions entering the cathode is due to the & contribution to the overall flux, and
the ., contribution drives cerium back toward the membrane and anode.
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Figure 5-9: Driving forces for water flux (solid) and cerium flux (dashed) in the membrane. Positive flux is in the

direction of anode to cathode. Simulation conditions are 80°C, 1 bar, 100/60 sccm air/feed flow rates, 10% fc,,
90% RH and 0.5 A/cm?.
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5.8 Voltage-Loss Breakdown

To analyze the performance losses from the addition of cerium to the membrane, a voltage-
loss-breakdown analysis was carried out for 5% f;., and 20% f;, in the membrane. The results in
Figure 5-10 demonstrate that at low cerium content, below 5% f,, the performance losses from
the addition of cerium are small compared to the kinetic and ohmic losses. As the cerium content
increases, the cerium-related voltage losses increase and become one of the primary sources of
performance losses. The impact of cerium ions on mass-transport properties leads to the decrease
in limiting current density in the PEMFC, whereas the presence of cerium ions in the catalyst-layer
ionomer limiting access to catalyst sites contributes to losses in the ohmically limited region of the
polarization curve. Both proton activity loss from cerium and cerium transport effects have
significant contributions to the voltage loss, further amplifying the benefits of using a concentrated-
solution-theory approach.
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Figure 5-10: Voltage-loss breakdown for a cerium-doped membrane with (a) 5% f, and (b) 20% f¢,. Simulation
conditions are 80°C, 1 bar, 90% RH, 100/60 sccm air/feed flow rates.

5.9 Cerium Impacts on Durability and Performance

To look at the impact of cerium on the degradation rate, serval transient simulations were
run at a constant current density.Figure 5-11 shows the effectiveness of adding cerium to the
membrane in reducing FRR. Between 0% cerium content and 1% cerium content, the cumulative
FRR decreases by two orders of magnitude. The FRR decreases further as more cerium is added,
however the mitigation rate decreases; thereby suggesting that only minimal cerium is required.
However, in full cells, multidimensional aspects and eventual cerium removal or interactions
within the electrodes probably mean the values here are lower than those required in operation.
While the cerium decreases the rate of chemical degradation in the membrane, the OCV also
decreases. The OCV is highest at 0% cerium and decreases as more cerium is added to the
membrane. However, the OCV decays over time when zero cerium is present in the membrane; in
all cases with cerium, the OCV decay is negligible.
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Figure 5-11: Transient simulation for various cerium concentrations, including a) cumulative FRR and b) OCV.
Simulation conditions are 80°C, 1 bar, 90% RH, 1.67/1.0 cm?’/s air/feed flow rates.

Performance and durability are often seen as competitive metrics; increasing membrane
thickness is a strategy used to improve durability in commercial PEMFC vehicles, while decreasing
membrane thickness is often the focus of research due to less material use, better water
management and less ohmic drop, and thus a higher performance. Likewise, catalyst loading and
subsequently catalyst-layer thickness is a critical design parameter. A sensitivity study was carried
out to examine the effects of membrane thickness and catalyst-layer thickness on performance and
durability as a function of cerium content. As was established by the results in Figure 5-11, the
majority of the mitigation benefits occur with a cerium content of f, < 1% in the membrane. The
results in Figure 5-12 show the ratio of OCV to FRR for different membrane and catalyst-layer
thicknesses and the respective times to failure, which is defined as a hydrogen crossover current
density of > 2 mA/cm?.2

Figure 5-12a & b demonstrates that the tradeoff between performance losses and
degradation mitigation levels off very quickly, as the mitigation benefits increase quickly at small
amounts of cerium and then begin to asymptote, whereas the OCV decrease with cerium content
is more linear. The time to failure increases linearly with cerium content for all cases and increases
with increasing membrane thickness and decreases with increasing catalyst-layer thickness. The
thicker membranes increase lifetime because the crossover gases take more time to permeate the
membrane, while the thicker catalyst layers decrease lifetime due to the increased reaction rate due
to a greater availability of reaction sites for radical formation. These results show that an optimal
tradeoff between performance and durability requires (within reason) thicker membranes and
thinner catalyst layers, while also considering limitations due to local losses and flooding that are
not included in this model.
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Figure 5-12: A comparison of performance and durability metrics for varying membrane thickness and catalyst-
layer thickness: (a) varying membrane thickness with a constant catalyst-layer thickness (10 um), (b) varying
catalyst-layer thickness with a constant membrane thickness (25 pm). Time to failure as a function of cerium
content for the cases in (a) and (b) are shown in (¢) and (d). Simulation conditions are based on the DOE
Membrane Chemical Durability Test: 90°C, 1.5 bar, 30% RH, 0.23/0.63 cm?/s air/feed flow rates.”

5.10 Effect of Cerium on Mechanical Degradation

In order to analyze the interactions between cerium transport and mechanical degradation
phenomena, the micro-kinetic chemical degradation model with concentrated-solution-theory
based transport of cerium ions was coupled with the mechanical degradation model described in
Chapter 3. Simulations were run to show the impact of pinhole size on the distribution of cerium
throughout the fuel cell. Figure 5-13 shows that increasing pinhole size leads to movement of
cerium from the cathode back toward the membrane and anode. As the pinhole radius increases,
the cerium content appears to approach a constant distribution. For higher current densities this
distribution will have a higher cerium content in the cathode than at lower current densities. This
is a result of larger pinholes causing conditions on the anode and cathode side of the membrane to
approach equilibrium. In accordance with previous work, for small pinhole sizes (r < 500 um), a
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larger pinhole increases hydration throughout the fuel cell,®® and higher water contents cause mass
transport of cerium from the cathode into the membrane and anode ionomer.%’

Further analysis was performed to determine the relationship between cerium loading and
pinhole size and their effects on chemical degradation (i.e. FRR during operation). As has been
extensively shown in experimental® ?* 2® and modeling studies,*> ¥ 3 increasing cerium in the
membrane decreases FRR as shown in Figure 5-14. However, increasing pinhole size also
decreases the FRR, as a result of having more cerium present in the anode and membrane with
larger pinhole sizes. While increasing pinhole size leads to an increase in the gas crossover rate,
this effect on the chemical degradation rate is counteracted by the more even distribution of cerium

throughout the cell.
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Figure 5-13: Effect of pinhole radius on cerium distribution in the MEA. Simulation conditions are 80°C, 1 bar,
10% fre, 30% RH, air/feed rate 10/20 sccm, a) 0.1 A/em? and b) 0.2 A/cm?.
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Figure 5-14: Effect of cerium content and pinhole radius on FRR. Simulation conditions are 80°C, 1 bar, 0.1
A/em?, 30% RH, air/feed rate 10/20 sccm.
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To study the effects of cerium on mitigation of both chemical and mechanical degradation over
time, simulations of humidity cycles and voltage cycles were carried out. The results of humidity
cycling are shown in Figure 5-15 and the results of voltage cycling are shown in Figure 5-16.
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Figure 5-15: Simulation results of RH cycles at various cerium contents. a) Humidity cycles varying from 30% to
85% input into the model, b) pinhole growth rate with an initial pinhole radius Ry = 200 pm, c¢) cumulative FRR
in the cell summed over the cell cross-sectional area of 50 cm?, d) in-plane stress normalized by Young’s
modulus (Eqyy), €) normalized Young’s modulus (Egr, = 250 MPa), f) hydrogen crossover current density.
Simulation conditions are 80°C, 1 bar, 0.1 A/cm?, air/feed stoichiometry 10/20.
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RH cycles from 30 to 85% were run, as shown in Figure 5-15a, with membrane cerium
contents of 0.1, 0.5, and 1.0% and a pinhole with radius Ry = 200 um. The resulting pinhole-
growth curves are given in Figure 5-15b and the FRR is shown in Figure 5-15c¢. The onset of plastic
deformation does not occur until the sixth hydration cycle. This is because of the necessity to meet
the plastic deformation condition in Equation (3.4), where the equivalent stress is equal to the yield
strength. The Young’s modulus decreases over time as the FRR increases, as reported by Kundu
et al.  and Kusoglu et al. ®’. The in-plane stresses plotted in Figure 5-15d exhibit an initial
decrease in stress for the first five hydration cycles before the deformation condition is met, and
then the stresses remain fairly constant at the same point in the hydration cycle. The faster
degradation at lower cerium content values causes the Young’s modulus value to decrease, as
shown in Figure 5-15e, which leads to a decrease in deformation. However, one should also
account explicitly for the impact of cerium on Young’s modulus and membrane properties in
general, data that is incomplete in the literature. The cerium content does not have a significant
impact on the hydrogen crossover rate, as shown in Figure 5-15f, as the gas crossover rate is
dominated by transport through the pinhole, which is dictated by the Stefan-Maxwell equations
and not dependent upon cerium concentration.

Voltage cycles from 0.85 to 0.65 V were run, as shown in Figure 5-16 a, with membrane
cerium contents of 0.1, 0.5, and 1.0% and a pinhole with radius Ry = 100 um. The resulting water-
content values are given Figure 5-16b. The water content increases with increasing cerium content,
as demonstrated in Baker et al.”” However, the change in water content over this voltage range is
small in comparison to the RH cycling and is not large enough to cause any plastic deformation,
so the pinhole radius does not change during the simulation. The results in Figure 5-16c show that
the FRR decreases with increasing cerium content and increases at lower current densities, as there
is a higher overpotential driving the electrochemical generation of hydrogen peroxide. The growth
rate of FRR in the 0.01% cerium case decreases with time as the sulfonic-acid sites react with
hydroxyl radicals. The more effective mitigation at 0.5 and 1.0% cerium leads to a more linear
behavior in the FRR at the same point in the voltage cycle. Finally, the increase in cerium content
causes an increase in hydrogen crossover current density, as shown in Figure 5-16d. With higher
cerium content, the conductivity of the membrane decreases and subsequently the overall current
density also decreases (see Figure 5-16¢). As a result, more of the unreacted hydrogen is available
to cross through the membrane through the pinhole, where it then reacts on the opposite electrode.
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Figure 5-16: Simulation results of voltage cycles at various cerium contents. a) Voltage cycles varying from
0.85 V to 0.65 V input into the model, b) pinhole growth rate with an initial pinhole radius Ry = 100 pm, c)
cumulative FRR in the cell summed over the cell cross-sectional area of 50 cm?, d) hydrogen crossover current
density, e) current density. Simulation conditions are 80°C, 1 bar, 30% RH at the anode and cathode, air/feed
stoichiometry 10/20.

66



Chapter 6 — Approaches to Impedance Modeling of Porous Electrodes

Electrochemical-impedance-spectroscopy (EIS) techniques are frequently used to
characterize the response of PEMFCS at the beginning-of-life and end-of-life conditions. These
experiments can be useful for analyzing performance losses due to degradation phenomena. EIS
experiments are carried out by applying a small sinusoidal perturbation in potential (or current)
and measuring the current (or potential) response as a function of frequency of the input signal.
The amplitude of the perturbation must be sufficiently small such that the response of the system
is linear, which can be verified using the Kramers-Kronig relations.®® The impedance spectra are
typically fit to an equivalent circuit model consisting of resistive, capacitive, and inductive
elements in order to deconvolute the limiting phenomena (e.g. kinetics, ohmic drop, mass-
transport).3®! However, impedance spectra results may be difficult to interpret when the data can
be fit to more than one equivalent circuit type. Another approach is to use a physics-based model
to simulate the impedance response, which provides clearer distinction between which driving
forces cause a certain impedance response. This section describes how a physics-based impedance
model can be derived from the governing equations of a transient electrochemical model and
compares several computational approaches.

6.1 Derivation of Impedance Model

The sinusoidal input to the impedance model can be expressed as the sum of a steady-state
component and an oscillating component. According to Euler’s law, the oscillating component

may be written as a complex number (note that the convention j = v—1 is used, consistent with
electrical engineering literature where i is used to denote current),

e/t = cost +jsint (6.1)

Likewise, each dependent variable x(t) is expressed as a sum of a steady-state part plus a small
perturbation,®**

x(t) = ¥ + Re{X exp(jwt)} (6.2)

where X is the steady state component of x(t), X is the oscillating component of x(t) and is a
complex number, and w is the angular frequency. To construct an impedance model, the governing
equations in the time domain must be transformed to the frequency domain by representing the
governing equations as phasors or using a Laplace transform:

[oe)

#(jw) = j x(t)e J@tdt (6.3)

0

If the governing equations in the time domain are nonlinear, they must be linearized around the
steady-state value with higher-order terms disregarded.”
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Fx) = £(2+ Re(ze2t)) = £() + | Refrero) (64)

The impedance response of a system may be extracted from the frequency domain model and is
defined as the transfer function between the potential and the current.

Z(w) = % (6.5)

In order to measure or simulate the full impedance response, a range of frequencies should be used
such that the imaginary component of the impedance approaches zero at both the high and low
ends of the frequency range.®® Additionally, the magnitude of the perturbation used to probe the
system must be sufficiently small such that the system response remains linear, but also large
enough to distinguish it from noise. The magnitude of this perturbation varies depending on how
nonlinear the system behavior is; linear systems may use a large amplitude while highly nonlinear
systems will require a very small amplitude.®

In highly coupled, nonlinear systems such as a PEMFC, linearization of the model may be
impractical without making significant simplifying assumptions to the model. In these cases, the
development of an algorithm to numerically linearize the governing equations would be
advantageous and is a suggested topic of future work in the community.

Three approaches to simulating the impedance response numerically are described and
compared here. The first is a transient simulation of a sine wave of small amplitude and numerical
integration to obtain impedance. This approach is modeled after the experimental techniques for
EIS. The frequency response of the system can be obtained from the time-domain signals using a
Fourier transform,

1 T
foe(@) = 7 j i(t) cos(wt) dt 6.6)
10 T
Iim(w) = _Tf i(t) sin(wt) dt (6.7)
— 1 TO
Dp.(w) = Tf ®(t) cos(wt) dt (6.8)
~ 10 T
Bim(@) = 7 f o(t) sin(wt) dt 6.9)
0

where T is the period of an integer number of cycles at frequency w.%® In a numerical simulation
these equations are evaluated using a numerical integration method, such as the Trapezoidal rule.
This approach is the most computationally intensive but requires no additional development from
the transient electrochemical model. This approach has been used in a few modelling studies where
the governing equations are coupled and non-linear.’® °” This method is also constrained by the
limitations of machine precision, as the magnitude of the perturbation required to maintain
linearity may be below the typical double precision error (~107'%). Quadratic precision or higher
may be used in these cases if supported by the programming language used. Additionally, the
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accuracy of this computation is dependent upon the magnitude of the time step used in the transient
simulation, so an accurate simulation may require more time steps and therefore a much longer
total computation time.

The second approach to modeling impedance is the transformation of the time-domain
model equations into frequency-domain model equations using Laplace transforms and linearized
about the steady-state model solution (see Equation (6.4)). The third approach builds on the second
approach by splitting up the frequency domain model equations into real and imaginary
components such that the total number of equations is doubled. Two sets of governing equations
are written, one for the real components of each variable and one for the imaginary components of
each variable. This approach takes advantage of the Cauchy-Riemann equations, which state that
for a complex variable z = x + jy and f(z) = u(x,y) + jv(x,y),

du_dv 6.10
dx dy (6.10)
du_ dv 611
dy  dx .11

These equations allow the derivatives of complex variables to be written in terms of their real and
imaginary components. The third approach is used when complex numbers are disallowed in the
programming language used.*? ** %1% Modern programming languages such as MATLAB,
Python, and C include a complex number data type, therefore the second approach is easier to
implement and splitting up equations into real and imaginary components is unnecessary.
Additionally, several models have been developed that may be solved analytically.®? °3 93 101-106
This approach can only be used on systems of equations that can be solved analytically, which
limits the complexity of the model and may require several simplifying assumptions.

Two case studies are presented in order to further illustrate and compare the three
approaches for numerically simulating impedance. The first case study consists of a 1D porous
electrode with linear kinetics and uniform concentration, as described in Newman and Tobias.'
The second case study is a simple PEMFC cathode catalyst layer model, which includes the ORR
with Tafel kinetics and oxygen diffusion using Fick’s law, as described by Kulikovsky.'%

6.2 Case Study: Porous Electrode with Linear Kinetics

The governing equations for the time domain are listed in Table 6-1. The system variables
include the solid-phase current density (i,), the electrolyte-phase current density (i,), the solid-
phase potential (®,), and the electrolyte-phase potential (®,). The governing equations consistent
of Ohm’s law for the solid-phase current and the electrolyte-phase current, a conservation of
charge equation, and a charge balance including the reaction term. Since the concentration is
uniform, the kinetics are independent of concentration. The boundary conditions set a cell potential
at x = L, which contains the oscillating input to the simulation:

D, (t) = Opoy + AD cos(wt) (6.12)
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At x = 0, all of the current is carried it the electrolyte phase and at x = L, all of the current is
transferred into the solid phase.

Table 6-1: Case Study 1 Time Domain Equations

x=0 x=1L
1 i =—g dd, Dy = Dy
1= dx + A® cos(wt )
2 * dx 2
l =0 3 E— — =90
! dx+dx
di a.F d(d, — d,)
d, =0 4 d—;=aLORC—T(<D1—<D2)+aC%

To transform the time-domain governing equations into the frequency domain, each
equation and boundary condition are represented as phasors. In this case, all of the equations are
already linear, therefore taking the Laplace transform is equivalent to substituting Equation (6.2)
into the time-domain equations and separating the steady-state and oscillating components. For
example, using the first equation in Table 6-1,

i1(t) =—0 dq)lx(t) (6.13)
I, + Re{i,e/*'} = —¢ A+ Rcff’lejwt}) (6.14)
The steady-state solution can be separated, leaving only the oscillating terms:
<T1 + a%) + Re{ilej“)t} = _Gd(Re{ZJ;e]“’t}) (6.15)
Reftzeter) = o 2D (6.16)

In the time domain, only the real component of the oscillating signal is observed, but once
transformed into the frequency domain, the oscillating component includes both the real and
imaginary parts. Equation (6.16) can be rewritten as

; d(®,e/ot)

6.17
- (6.17)

ilejwt = -

The e/t terms on both sides of the equation cancel, which leaves
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dd,

i, = — (6.18)
iy o
The same procedure may be carried out for Equations 2-4 in Table 6-1. The last equation
contains a time derivative that must be evaluated.
di,e’®*  a.F ,_ . - d(®ie/ot — yel®t)
e = ai, RC—T(Cblef‘”t — ®,e/Y) + aC o (6.19)
di,e/®t CacF o N NS
T = alo oo (P67t — P,e/%t) + aC(Pe/*t)(jw) — aC(P,e/*t) (jw) (6.20)
di, CaF o ~ ) ~ ~
E = aloﬁ(cbl - ch) +]0)aC(CD1 - ch) (621)

Steady-state Dirichlet boundary conditions can be set to zero in the frequency domain as the
variable is constant over time, whereas oscillating Dirichlet boundary conditions must be specified.
The boundary condition for ®; can be transformed using ®; = ®,; and Euler’s identity in
Equation (6.1):

®; + Re{®D,e/°t} = Doy + AD cos(wt) (6.22)
Re{®,e/} = A® cos(wt) (6.23)
Re{®,e/“t} = Re{Ade/®t} (6.24)

d, = AD (6.25)

The transformed set of governing equations in the frequency domain are listed in Table 6-2.

Table 6-2: Case Study 1 Frequency Domain Equations

x=0 x=1
1 i,=—0 ddajcl b, = AD
2 i, =—x ddfliz ,=0

;=0 3 % % =0

s,-0 |4 =ty S (8, = 8,) + joaC (3, ~ 5)
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Finally, the frequency-domain equations can be separated into their real and imaginary
components. Each of the equations and boundary conditions in Table 6-2 can be written as two
equations, one for the real component and one for the imaginary component. For Equation 1 in
Table 6-2 this results with the two equations,

~ _ da)l,Re
l1,Re = _U—dx (6.26)
o~ _ dér)l,lm
Lim = —0— (6.27)

Likewise, this procedure can be carried out for Equations 2-4 in Table 6-2. However, Equation 4
contains a term multiplied by (jw) which must be eliminated to solve the system of equations in
terms of real numbers only.

di, r CacF ~ . ~ ~

dx ‘= aloﬁ(q)me - (DZ,Re) +]waC((D1,Re - (DZ.Re) (6.28)
di,, CaF o ~ ) ~ ~

dxm = aly ﬁ (cbl,lm - cDZ,Im) +]waC(CI)1,,m - cDZ,Im) (6.29)

Using the Cauchy-Reimann equations, the imaginary terms can be substituted as jwflv)l,Re =
—a)EIVDL,m andja)EIVJl,,m = a)EﬁLRe (likewise for EIVJZ,Re and EIVDZ',m).

di, g CacF ~ ~ ~

dx © = aloﬁ(‘bme - cDZ,Re) - waC(CDL,m - cDZ.Im) (6.30)
di,, CacF o ~ ~ ~

dxm = aloﬁ(‘bum — Py im) + 0aC(Pyge — Poge) (6.31)

As was shown in Equation (6.24), the oscillating boundary condition for @, contains the real part
of the variable (EIVDLRe = ACID) and represents the reference phase of the cell, which can be
represented by Elv)l,,m = 0. The complete set of equations and boundary conditions split into real
and imaginary parts are listed in Table 6-3.

Simulations were carried out using each of the three approaches described, and the
corresponding MATLAB codes can be found in Appendix B.5. The impedance for this system was
calculated as

EI31(00)

2= 7w

(6.32)

x=L

The resulting Nyquist plots of the impedance spectra are shown in Figure 6-1. The results for
Approaches 2 and 3 match exactly. The results from approach 1 have a slightly lower amplitude,
but the shape of the impedance spectra, known as the “kinetic loop,” and distribution of frequency
matches fairly well. Approach 2 had a CPU time of 1.7 seconds and Approach 3 had a CPU time

72



of 1.1 seconds. In comparison, Approach 1 was much slower, with a CPU time ranging from 130
to 1370 seconds with a step size of 100 and 1000 points per period, respectively.

Table 6-3: Case Study 1 Real and Imaginary Frequency Domain Equations
x=0 x=1L
dd ~
! Tige = —0— B, e = AD
dd .
2 iZ,Re =K di,Re laRe = 0
- di di
e | e T
~ di, g % ~ ~ ~
Dyre =0 4 dx £ = aiy RC—T(Cbl,Re - CDZ,Re) - a)aC(CbL,m - CI32,1m)
dd ~
S lm=—0 d;Im Dy =0
dd .
6 Uoim = —K—dilm I2m =0
- di di
inno |7 Tn S
. diy; CacF ~ ~ ~
No,im =0 8 dxm = aip RC—T(chIm - @y ) + waC(Pyge — Pore)
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Figure 6-1: Comparison of impedance model simulation techniques for a porous electrode with linear kinetics.

Approach 1 uses 1000 points per period.
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To further illustrate the importance of the time discretization parameter for Approach 1, simulation
results using several different time step sizes are compared in Figure 6-2. Approximately 1500
mesh points per period were necessary in order to reach a mesh independent solution. However,
this solution is still offset from the solution calculated using Approaches 2 and 3. While more time
points result in a more calculation, it also requires increased computation time, which is a major

limitation of this approach.
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Figure 6-2: Impedance spectra calculated by Approach 1 using various time domain mesh sizes.

Additionally, a nonlinear regression was carried out on a R-RCPE equivalent circuit for
the three approaches,

R;

€ + 1+ (j(l)Rthl)a (633)

Z=R

where R, is the ohmic resistance, R, is the charge transfer resistance, Cy; is the double layer
capacitance, and « is a parameter associated with constant-phase element (CPE) behavior. The
results are listed in Table 6-4. The fit to a R-RCPE model for Approaches 2 and 3 show that the
model reduces to purely RC (resistive-capacitive) and the results are Kramers-Kronig consistent.
However, the results from Approach 1 are not Kramers-Kronig consistent, and these
inconsistencies that the results have numerical artifacts throughout the simulation range in the

imaginary part.

Table 6-4: Nonlienar Regression of R-RCPE Equivalent Circuits

Approach 1 Approach 2 Approach 3
R, 8.10 x 10~* 0 0
R, 0.606 0.609 0.609
Ca 1.01 x 1075 1.00 X 10~° 1.00 X 1075
a 0.976 1 1
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6.3 Case Study: Porous Electrode with Diffusion of Reactant Species and Tafel Kinetics

The governing equations for the time domain are listed in Table 6-5. The first three
equations are the same as in the first case study. In Equation 4 Tafel kinetics are used instead of
linear kinetics, and therefore the equation is no longer linear. Two additional equations are added
for the flux and concentration of oxygen. The concentration of oxygen is dictated by Fick’s law
and the flux of oxygen is determined by a mass balance with a Tafel kinetics source term. By using
first-order equations, the derivation of impedance equations is simplified as there are no higher-
order terms to consider.

Table 6-5: Case Study 2 Time Domain Equations

1 i = —g dd, Dy = Py
1= dx + A® cos(wt )
lz K dx 2
, di, di,
ih=0 3 — =0
! dx T dx
di ~/PYo aF d(®d, — d,)
=0 | 4| gr=ain()es P( FrT (P ‘U°>) tal =g
P dyo
No, =0 5 Ny, = DoszT dxz
i Yo
p dyo, dNo,  aig (pyoz) acF 0 2
L. = — (P, — D, - U RH
6 RT dt ~ dx T ar \prer )P\ " Rp (P17 P27 U0 =021 (1 —psat)
w

The same procedure as the previous case study can be applied to Equations 1-3 and 5. However,
since Equations 4 and 6 are nonlinear, they must first be linearized around the steady-state value.
For Equation 4,

f(i2: Yo, P1, cbz)

di, ~(PYo d(®, —Dy) (6.34)
= —-+ai (pr—e;) exp (— — U°)> + aCT
. df df df df
f(i2,¥0, @1, ®2) = J +3 oo - _(6.3%)
V0,818, Vo:ly, 5 5, 15, 50,3; 21, 50,3:
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di
f(iz'YOerDp Cbz) = d_;

. P)_’oz) acF . _ 0 ( aCF)
— —— (P, — D, - U - o, -
+ aig (pref exp < RT (P, 2 ) RT (G2 2)

. p acF _ — _ d(®; — dy)
+ aiy (pr—ef> exp (— RC (P, — D, — U0)>y02 + aCT
For Equation 6,
f(NOZIYOzl D4, cbz)
p dyo, dNp, ai (pyoz) acF 0
= —— —+—+— - b, —P,—-U
RT dt * ax T ar \prer) P\ TRy (P P2 UD)
f(NOZIYOzl D4, cbz)
_daf | N df df df
dNOZ }702,&)1,&32 dyOZ Noz,a)l,a)z dq)l NOZ':)_/OZ'CTJZ dq)z NOZ'yOZ'CT)l
f(NOZ'yOZ'CD]J CDZ)
__P %o, dNo,
RT dt dx
aiO p:)_/Oz acF = = 0 acF
+ 37 (pref) o (‘ﬁ@’l ~8:-00) (- 57) @ - @)
aiO p aCF g g 0 —
7 (o) e (—ﬁ@l - ®,-U ))yoz

(6.36)

(6.37)

(6.38)

(6.39)

The linearized equations can then be transformed into the frequency domain as described in the
first case study. The frequency-domain equations and boundary conditions are listed in Table

6-6.
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Table 6-6: Case Study 2 Frequency Domain Equations

x=0 x=1L
4, _
T - o, = AD
h 7 dx !
d$2 ~
1, = — L, = 0
12 K dx 2
. di, di,
14 = 0 E— _— = 0
! dx dx
di, . (PYo, aF . _ 0 acFy\ ~
T = ~aio (Grp) o0 (~ g @1 =82 =00 ) (- ) (@ - )
®,=0 . aF _ pYo
2 _aloeXP<_ﬁ(¢1_¢z_Uo)>pr_e;
+ jwaC(®, — @,)
~ ~ p d¥o
No, =0 Ny, = _Doz,wﬁ dxz
'a)£~ :dIVO2
JORT Y0 = gy
aiy (Yo aF acFy _
<5 (rer) e (- o @190 () 81~ 8) o, =0
aig — o\ (PYo,
+Eexp (— RT (Cbl - CDZ -U )> (pTEf)

Likewise, the frequency-domain equations can be expanded into their real and imaginary

components as described in the first case study. The complete set of equations and boundary

conditions split into real and imaginary parts are listed in Table 6-7.
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Table 6-7: Case Study 2 Real and Imaginary Frequency Domain Equations

x=1L
dod
1 il,Re = - d;,Re Dy pe = AD
dd
2 I3pe = —K diRe lore =0
e =0 | 3 T
di, g . (PYo a.F _  _ acFy ~
| e ()en( @m0 () G- )
ZRe ™ 4 . cF = = 0 pj;OZ,Re ~ ~
—alo EXp _ﬁ(¢1 - (DZ - U ) pr—ef - waC(q)l_Im - (DZ,Im)
= = p dVo,r
NOZ,Re =05 NOZ,Re = Dozw RT d; -
b _ _ dNOZ,Re
_wﬁyOZ,Im - dx
aiy (PYo aF _ _ aFy N
6 + E(p”;) exp <_RC_T (&, — D, - UO)) (‘ ﬁ) (Prre | Jopre =0
acF — PYo,.r
— Dy re) + exp( RCT (&, — D, - UO)) ( prife)
dod ~
7 Um=—0 dzlm Dy =0
dd .
8 Uoim = —K—dilm Ipm =0
=0 | 9 e =
diy; - (PYo aF _  _ acFy ~
—2 = —aly (T;) exp _L(cbl -®,-U"% (‘ L) (cbl,lm - CI32,1m)
— dx p RT RT
NOZ,Im =0 10 F py
. 03,Im ~
_alo eXp (_# (q) (DZ - U0)> p Zf + aC((D1 Re (DZ,RE)
_ _ p dYo,:
No,m =0/| 11 No,im = —Do,w 5= RT d; =
p . _ dﬁoz,lm
wﬁYOZ,RE - d.x
aiy (PYVo aF _ _ aFy 5
12 + E(prefz> exp (‘RC—T(CD1 - P, - UO)) (— ﬁ) (D1,im Yo,im =0
PYVo,.1
-, Im) + EXP (__((Dl P, — UO)) ( przfm>
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Simulations were carried out using Approach 2 and Approach 3 at several different steady-
state voltages. Approach 1 was not included in this case as the magnitude of the perturbation
required to maintain linearity throughout the entire impedance spectrum was below the machine
error (double precision for MATLAB R2020a). The impedance for this system was calculated
using Equation (6.30). The resulting Nyquist plots of the impedance spectra at two different
potential values are shown in Figure 6-3. Again, the results for approaches 2 and 3 match exactly
in both cases. Approach 2 had a CPU time of 4.5 seconds and Approach 3 had a CPU time of 4.7
seconds.

As the potential decreases, the magnitude of the impedance decreases, and the frequencies
increase. Additionally, at around 0.85 V, a small 45° leg develops at the high frequency range of
the spectrum. This feature is due to mass transport limitations, which does not occur in the results
for case study 1 since the concentration is assumed to be uniform. As the potential continues to
decrease, a greater range of the impedance spectra shows diffusion limited behavior.
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Figure 6-3: Comparison of impedance model simulation techniques for a porous electrode with oxygen reduction
reaction with Tafel kinetics. Applied cell potential a) 1.0 V,b) 0.9 V,¢) 0.85V,d) 0.8 V,¢e) 0.75V, ) 0.7 V.
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Furthermore, this model can be used to carry out sensitivity studies on PEM fuel cell
operating conditions and material properties. Typical signs of degradation include loss of
membrane conductivity and a decrease in catalyst layer specific interfacial surface area. Results in
Figure 6-4 show how impedance spectra at beginning-of-life and end-of-life might differ. A
decrease in ionomer conductivity shifts the spectrum to a higher magnitude and lower frequencies.
Additionally, the mass-transport limited region of the spectrum increases. A decrease in catalyst
layer interfacial surface area shifts the spectrum to a higher magnitude and lower frequencies;

however, the diffusion limited region of the spectrum is unchanged.
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Figure 6-4: Impedance spectra at 0.75 V and different material properties a) ionomer conductivity and b) specific

interfacial surface area. Simulations solved using Approach 2.
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Chapter 7 — Conclusions and Future Research Directions

With increasing interest in use of PEMFCs in heavy-duty vehicle applications, a deeper
understanding of degradation phenomena is needed in order to meet durability targets. Here a
modeling approach is used to analyze the interactions between mechanical and chemical
degradation of fuel cell membranes. A fully coupled one-dimensional, non-isothermal, single-
phase, transient fuel-cell performance and membrane mechanical model have been developed and
directly coupled. Simulation results demonstrated that the model predicts fuel-cell performance
and growth of pinholes present in the membrane by accounting for the various physics and both
direct and indirect interactions. The model results demonstrate the importance of coupling the
transport model with the mechanical model, as well as the addition of the chemical degradation
kinetics. The change in mechanical properties as a result of membrane degradation by radical
attack accelerates mechanical defect growth, which then leads to additional gas crossover and
drives the degradation cycle.

The fuel-cell degradation model with coupled transport, mechanical degradation, and
chemical degradation can be improved to further capture the synergistic relationships with
degradation phenomena. Currently, the mechanical model includes the assumption that pinhole
deformation only occurs under plastic strain. The accuracy of the model can be improved by
including pinhole closure and viscoelastic effects. Additionally, incorporating initiation conditions
for a defect to occur can further demonstrate the synergistic effects of mechanical and chemical
degradation. Furthermore, the effectiveness of mitigation approaches can be evaluated by
expanding the model to include mechanical reinforcement into the PEM to improve chemical-
mechanical stability.

The coupled full-cell, transient fuel-cell performance model was improved upon with the
addition of a microkinetic framework for degradation and concentrated-solution-theory based
transport and mitigating effects of cerium ion. The model predicted the migration of cerium out of
the membrane into the catalyst layers, with the cerium primarily accumulating in the cathode.
Simulation results agree with a decrease in FRR and OCV drop as the cerium concentration
increases. A comparison of results between dilute-solution-theory and concentrated-solution-
theory demonstrate that the dilute-solution-theory overestimates the migration force acting on
cerium, which leads to an accumulation of cerium ions in the cathode catalyst layer and subsequent
steep drop in limiting current densities at high cerium content. A voltage-loss breakdown shows
that cerium leads to voltage losses in the cell due to both proton activity loss and modification of
membrane transport properties, and these losses occur simultaneously and are comparable in
magnitude. These losses scale exponentially with current density until the limiting current density
is reached. The concentrated-solution-theory model corrects for this effect by accounting for the
interaction between cerium ions and water in the membrane.

Transient simulation results show that the majority of the benefits to chemical degradation
mitigation can be achieved at <1% cerium content in the membrane (with the assumed 1-D, single-
phase model), at which point the decrease in performance is largely outweighed by the degradation
mitigation increase. Additional analysis shows that the time to failure is roughly linear with cerium
content at low cerium content, where the slope is dependent on the membrane and catalyst-layer
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thicknesses. While optimizing performance and durability, thicker membranes and thinner catalyst
layers should be considered commensurate with design limitations. Extensions to the model
include incorporation of metal ions and radical generation via Fenton’s reaction and explicit
consideration of cerium ions in the 4+ charge state in the concentrated-solution-theory equations,
as well as the addition of multiphase phenomena for modeling higher relative-humidity conditions.
The model could also be modified to include higher dimensional effects such as along-the-channel
or land/channel distribution of cerium.

A multiphase model was used to analyze the effects of high humidity on membrane
degradation. Under high humidity conditions, some of the water vapor condenses to form liquid
water. When defect such as pinhole is present in the membrane, the condensed water will prevent
gas crossover through the pinhole. Additionally, liquid water also reduces the rate of hydrogen
peroxide generation that causes chemical degradation by reducing the amount of catalyst surface
area available for reaction. However, this also leads to a decrease in fuel cell performance.

To analyze the effects of cerium mitigation with coupled mechanical and chemical
durability, the mechanical model for a pinhole in the membrane was added to the model with
microkinetic chemical degradation and cerium transport. The model results show that the presence
of a pinhole in the membrane improves hydration throughout the cell and leads to the distribution
of cerium to drive towards the anode and membrane, counteracting some of the migration force
driving cerium to accumulate in the cathode. Additionally, for the range of pinhole sizes of radius
Ry <500 pm, the FRR decreases due to the improved hydration and more even distribution of
cerium throughout the cell. Under relative-humidity cycling conditions, the model exhibits an
increased pinhole growth rate with higher cerium content. However, these results have not taken
into account the effect of cerium on the membrane modulus and other mechanical properties;
further analysis is needed. Voltage-cycling conditions demonstrate a decrease in FRR over time as
well as an increase in gas crossover at higher cerium contents. Directions for future work include
incorporating mechanical properties as a function of cerium content, similar to how mechanical
properties are dependent upon the FRR. Additionally, the model does not take into account the
effect of chemical degradation on pinhole growth. Localized chemical degradation at the pinhole
could cause the pinhole to grow rapidly and lead to accelerated degradation rates.

Electrochemical impedance spectroscopy is a diagnostic tool that is frequently used to
characterize PEMFC performance and degradation. Three numerical modeling approaches are
described for the simulation of electrochemical impedance response for porous electrodes. The
methods presented for building an electrochemical impedance model can be applied to build a
physics-based PEMFC impedance model. While a transient-based impedance-model approach
could in theory work for the PEMFC degradation model presented in this work, the limitations of
this approach, including computation time and accuracy needed for calculation of the impedance
response, prevent it. Another approach to developing physics-based impedance models for
PEMFC:s is to transform the transient model into the frequency domain and linearizing about the
steady-state value. In the case studies presented, this approach outperformed the transient-based
approach both in accuracy of results and computational time. A simple model for a cathode catalyst
layer in a PEMFC with Tafel kinetics for ORR and oxygen diffusion can simulate some of the
primary features of the overall cell impedance response. Additionally, this model can be used to
carry out sensitivity studies on operating conditions and material properties that may change as a
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result of membrane degradation. However, the high degree of coupling and nonlinear equations in
the full cell model makes the derivation of the impedance model equations impractical. A modified

BAND(J) algorithm could be developed to linearize numerically the transient system of equations
and transform the model to the frequency domain.
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Nomenclature

activity of species i

electrode specific interfacial area (1/cm)

fuel cell area (cm?)

circular pinhole plastic deformation constant
concentration of species i (mol/cm?)

total gas concentration (mol/cm?)

average heat capacity (J/mol-K)

binary diffusion coefficient for species i and j (cm?/s)
Knudsen diffusion coefficient for species i (cm?/s)
Young’s modulus (MPa)

effectiveness factor for reaction h

activation energy (J/mol)

equivalent weight (g/equiv)

volume fraction of water in the membrane

fraction of O3 sites in the membrane that are occupied by cerium ions
Faraday’s constant (96485 C/equiv)

geometric factor

material hardening parameter

Exchange current density for reaction h (A/cm?)
superficial current density in phase k (A/cm?)
current density (A/cm?)

ionic strength

square root of -1

absolute permeability (cm?)

thermal conductivity (W/cm K)

inverse Debye length (m™)

Thiele modulus reaction rate for reaction h (mol/bar-cm?-s)
friction coefficient between species i and j
hydrodynamic friction coefficient of species i
thickness of layer n (cm)

scaling exponent for Young’s modulus

number of electrons in electrochemical reaction h
total number of moles of species i

flux of species i (mol/cm?/s)

molecular weight of species i (g/mol)

scaling exponent for yield strength
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p.  critical pressure (bar)

py  gas pressure (bar)

p;  Ppartial pressure of species i (bar)
pl.rEf reference pressure for species i (bar)
vapor pressure for species i (bar)

p,  liquid pressure (bar)
prm Liquid pressure in the membrane (bar)

p  total pressure (bar)

T radius (cm)

r,  critical radius of pore hype h (um)

ry ~ Knudsen radius (um)

R ideal gas constant (8.314 J/mol-K)

R;  reaction rate of species i (mol/cm?/s)
Rpore pore radius (nm)

S saturation

S2  residual gas saturation
SO residual liquid saturation

t time (s)

t;  transference number of species i

T  temperature (K)

T.o¢ reference temperature (303.15 K)

Ut equilibrium potential of reaction h (V)

u;  ionic mobility of species i (cm?/V/s)
superficial velocity (cm/s)

\%
V;  partial molar volume of species i (cm?/mol)
V;  effective molar viscous volume of species i
w;  mass fraction of species i

x  steady-state value of variable x

x  oscillating value of variable x
y;  mole fraction of species i
z;  valence of species i

Z(w) impedance at frequency w (Qcm?)

a membrane transport coefficient (mol%/J-cm-s)
a, anode transfer coefficient

a. cathode transfer coefficient
a;; transport coefficient for species i and j
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B ratio of the effective pore radius and the true pore radius
y  surface tension (N/m)
g,  volume fraction for gas transport
g, vacuum permittivity (8.85x107'2 F/m)
volume fraction of membrane
bulk solvent dielectric constant
equivalent strain

n  viscosity (Pa-s)
n, ~ overpotential of reaction h (V)
. critical angle (degrees)

9; distribution factor for species i in a hydrophilic domain
9,  a function that equals 1 for hydrophilic pores and -1 for hydrophobic pores
k  conductivity (S/cm)

A water content

u  viscosity (bar's)
u; chemical potential of species i (J/mol)

v Poisson’s ratio

v;  Stoichiometric coefficient of species i

& electro-osmotic coefficient
I, Peltier coefficient of reaction h (V)

p  molar density (mol/cm?)

o clectrostatic parameter

bulk-phase conductivity (S/cm)

g, equivalent stress (MPa)

o;  stress in the i-direction (MPa)
0,, mean stress
oy Yyield strength (MPa)

T  tortuosity

T  time constant (s)
tortuosity for membrane with cerium

¢  Thiele modulus
¢, Thiele modulus mass transport (bar-cm-s/mol)

® potential (V)

y; permeability of species i (mol/bar/cm/s)

w angular frequency (rad/s)

Superscripts and Subscripts

00 infinite dilution
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hole
in

mem

SW

N < % £ <

initial value
electronically conducting phase
proton conducting phase
anode

cathode

cerium

dry polymer

effective

elastic

protons

hydrophilic

hydrophobic

pinhole in the membrane
inlet through the gas channel
liquid

membrane

plastic

swelling

vapor

water

in the x-direction

in the y-direction

in the z-direction

Abbreviations

CL catalyst layer
FRR fluoride release rate
GC gas channel
GDL gas diffusion layer
HOR hydrogen oxidation reaction
Mem Membrane
OCV open circuit voltage
ORR oxygen reduction reaction
PEM proton-exchange membrane
PEMFC proton-exchange-membrane fuel cell
PFSA perfluorosulfonic acid
RH relative humidity
SHE standard hydrogen electrode
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Appendix A — BANDmaps/list of equations and boundary conditions

A full list of all variables, boundary conditions, and steady-state equations used in the model is
shown. The equations are divided into the five modeling domains: anode gas diffusion layer, anode
catalyst layer, membrane, cathode catalyst layer, and cathode gas diffusion layer. The boundary
conditions as well as the gas channel/gas diffusion layer boundaries are listed in between each

layer.

Variable Symbol
current density in the solid phase iy
potential in the solid phase D,
current density in the membrane phase iy
potential in the membrane phase D,
water chemical potential Uy
flux of water in the membrane phase Ny m
oxygen flux No,
nitrogen flux Ny,
water vapor flux N,
hydrogen flux Ny,
oxygen mole fraction Yo,
nitrogen mole fraction YN,
water vapor mole fraction Yw
hydrogen mole fraction YH,
temperature T
pressure p
membrane thickness 4
membrane expansion fraction T
liquid pressure pL
liquid pressure in the membrane PLm
liquid water flux Ny 1
cerium doping fraction fce
cerium chemical potential Uce
cerium flux Nce
total moles of cerium Nce
flux of hydrogen peroxide Ny, 0,
concentration of hydrogen peroxide CH,0,
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concentration of sulfonic acid sites in membrane CRrSO3
flux of hydrogen fluoride Nyr
concentration of hydrogen fluoride Cyr
concentration of hydroxyl ions Con
concentration of first degradation reaction of sulfonic acid sites CRya0"
concentration of second degradation reaction of sulfonic acid c .
sites RypO
concentration of end-chain sites CRrcOOH

Equations
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iz = <_ H V(DZ - (aH+W + —f H )V.Llw - (O(H+Ce + H_Ce

F F2 ZcoF?

Steek 44 K
NW,M =- <aCew + Z_e) VﬂCe T VCDZ — | aww T F
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tce\? K Eteok
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B.1 Mechanical Degradation Model with Empirical Chemical Degradation

Anode Diffusion Media
Variable Anode Gas Channel / Anode Anode Diffusion Anode Diffusion Media / Anode
Diffusion Media Boundary Media Catalyst Layer Boundary
iy V-ipg+V-i, =0
D, D, =0 iy =—aVd,
iy i =0
o, D, =0 i, =—kVd, — ’;—fVuW
K§ K§?
Uy Uy =0 Ny y = FVCDZ + (a + F) Vi,
Ny um Nyy =0
Ny, Ny, =0 V-Ny, =0 Equation A.9
Ny, Gas Channel Mass Balance V-Ny,=0
N, Gas Channel Mass Balance V-N, =0 Equation A.3
Ny, 2iyi=1 V-Ny,=0 V-Nsz—%iHOR
Yo, Stefan-Maxwell
YN, Yn, =0 Stefan-Maxwell
YV Stefan-Maxwell
Y, Stefan-Maxwell
T Gas Channel Energy Balance Equation A.4
p P = DPa Darcy’s Law
Nyp V:-Nyr =0
CHF Fick’s Law
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Anode Catalyst Lavyer

Anode Diffusion Media / Anode

Anode Catalyst Layer /

Variable Catalyst Layer Boundary Anode Catalyst Layer Membrane Boundary
i Veig+V-i,=0
0 i, = —oVd,
iy i, =0 Equation A.7
K
@, i, = —KVD, — F‘zvﬂw
K K§?
Hw NW,M = FVCDZ +|a+ F VMW
Ny, Ny m = Equation A.8
Ny, Equation A.9
Ny, V-Ny, =0
Ny Equation A.3
1
N, V-Ny, = T o tHOR
Yo, Stefan-Maxwell
YN, Stefan-Maxwell
YV Stefan-Maxwell
Vu, Stefan-Maxwell
T Equation A.4
p Darcy’s Law
Nyp V-Nyr=0
CHF Fick’s Law
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Membrane

Anode Catalyst Layer /

Membrane / Cathode

Variable Membrane Boundary Membrane Catalyst Layer Boundary
Iy Vg +V-i, =0 ip=0 V-i;+V-i; =0
0 ip = —0Vd, ®;, =0 ip =—0Vd,
iy Equation A.7 i,=0 Equation A.7

K
@, i, = —KVD, — F‘evﬂw
K§ K§?
Hw FVCDZ-F O.’+F V,uw
Ny m Equation A.8
No, Equation A.9 V-Ny,=0 Equation A.9
Ny, V-Ny, =0
Ny Equation A.3
1 —0 1.
NHZ V'NHZ ZFLHOR V'NHZ - V'NHZ = _ﬁLHOR
Yo, Stefan-Maxwell
YN, Stefan-Maxwell
Yw Stefan-Maxwell
YVH, Stefan-Maxwell
T Equation A.4
p Darcy’s Law
Ny V-Ny=0
CHF Fick’s Law
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Cathode Catalyst Layer

Cathode Catalyst Layer /
Membrlzll:ee/r%z:)tllll:::lleratalyst Cathode Catalyst Layer Cathode Diffusion Media
y y Boundary

b Vi, +V-i=0

Dy i, = —oVd,

iy Equation A.7

K
@, i, = —kVd, — ;Vuw @, =0
Ké K&?

Uy NW,M = FV(DZ +la+ F Vi, Nw,mem =0
Ny m Equation A.8

No, Equation A.9

Ny, V:-Ny, =0

N, Equation A.3

Ny, V- Ny, ST LHor V-Ny, =0
Yo, Stefan-Maxwell

YN, Stefan-Maxwell

YV Stefan-Maxwell

VH, Stefan-Maxwell

T Equation A.4

p Darcy’s Law

At midpoint of CL:
CHF Fick’s Law degr Fick’s Law
dx
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Cathode Diffusion Media

Cathode Catalyst Layer / Cathode Diffusion Media /
Cathode Diffusion Media Cathode Diffusion Media Cathode Gas Channel
Boundary Boundary
I Veig4V-i,=0
@, ip = —oVd, Dy = Dy
iy Equation A.7 i,=0
@, o, =0
U Nyy=0 Uy =0
Ny m Equation A.8 Ny mem =0
No, Equation A.9 V-Ng,=0
Ny, V-Ny, =0
N, Equation A.3 V-N, =0 Gas Channel Mass Balance
N, V-Ny, =0
Yo, Stefan-Maxwell Yiyi=1
Y, Stefan-Maxwell Gas Channel Mass Balance
YV Stefan-Maxwell Gas Channel Mass Balance
VH, Stefan-Maxwell Ny, =0
T Equation A.4 Gas Channel Energy Balance
p Darcy’s Law
Ny V- Nyr=20
Cyr Fick’s Law cyr =0
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B.2 Multiphase Performance Model with Empirical Chemical Degradation

Equations are the same as B.1 except for those shown.

Anode Diffusion Media
Variable Anode Gas Channel / Anode Anode Diffusion Anode Diffusion Media / Anode
Diffusion Media Boundary Media Catalyst Layer Boundary
o, P, =0 Equation A.10
Uy Uy =0 tw = VoubLm
Ny um Nyu =0
N, Gas Channel Mass Balance V-N, =0 Equation A.13
Yo, Yo, =0 Stefan-Maxwell
YN, Yn, =0 Stefan-Maxwell
VH, iyi=1
T Gas Channel Energy Balance Equation A.4
Pg D =Da Darcy’s Law
Ny V- Nyp =0
CHF Fick’s Law
- pe =Ny, + (o, _—p;ﬁlizgtinfgm Darcy’s Law
PLum pm =0 Equation A.11
— mSsat
", s = by (5=, — Kevap (p%yj? Pi)
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Anode Catalyst Lavyer

Variable | e e | AnoteCatys Layer | et Cotbt e
o, Equation A.10
M v = VD
Ny m Nyu =0 Equation A.12
N, Equation A.13
Yo, Stefan-Maxwell No, = =%0,Vyo,
YN, Stefan-Maxwell Ny, = =0,Vyn,
YH, iyi=1
T Equation A.4
Py Darcy’s Law
Nyp V-Nyp =0
Cur Fick’s Law
v Darcy’s Law
Prm Equation A.11
N,

V-N, =kpyy (pL,M - pL) B

kevap (pgyw - palat)

RT
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Membrane

Anode Catalyst Layer /

Membrane / Cathode Catalyst

Variable Membrane Boundary Membrane Layer Boundary
D, Equation A.10
#w :uw = prL,M
Ny m Equation A.12
N, Equation A.13
Yo, No, = —v0,Vyo, 2iyi=1
In, Ny, = =0, Vyy, Stefan-Maxwell
VH, iyi=1 = _¢H2VJ’H2
T Equation A.4
Py Darcy’s Law pg =0 Darcy’s Law
Nyp V-Nyr=0
Chr Fick’s Law
pL Darcy’s Law p.=0 Darcy’s Law
PLm Equation A.11 oy =0
V * NL V * NL
= kM,L (pL,M - pL) = kM,L (pL,M - pL)
N sat Ny, =0 sat
_ kevap (pgyw — Py ) _ kevap (pgyw — Py )
RT RT
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Cathode Catalyst Layer

Membrane / Cathode Catalyst

Cathode Catalyst Layer

Cathode Catalyst Layer /
Cathode Diffusion Media

VN, =kpy, (pL,M B pL) B

Layer Boundary Boundary
o, Equation A.10 o, =0
:uw #w = prL,M
Ny m Equation A.12
N,, Equation A.13
Yo, Xiyi=1
YN, Stefan-Maxwell
Vu, Ny, = =¥y, Vyu, Stefan-Maxwell
T Equation A.4
Py Darcy’s Law
At midpoint of CL:
Chr Fick’s Law deyr 0 Fick’s Law
dx
pL Darcy’s Law
Prm pLm =0
— t
M kevap (Py ~ Pi*)

RT
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Cathode Diffusion Media

Cathode Catalyst Layer /

Chta i e | CHte Ditn | il Difoin et
@, o, =0
Hw tw = VyPry Uy =0
Ny m Equation A.12 Ny mem = 0
Ny, V:-Ny,=0
N, Equation A.13 V-N, =0 Gas Channel Mass Balance
Yo, iyi=1
YN, Stefan-Maxwell Gas Channel Mass Balance
Vu, Stefan-Maxwell Ny, =0
T Equation A.4 Gas Channel Energy Balance
Pg Darcy’s Law
Nyr V-Nyr=0
CHF Fick’s Law cyr =0
Py Darcy’s Law =Ny, + —_pg;igtinilgpL
Prm pLm =0
Ny kevap (pgyw - pa/at>

V-N, =ku (pL,M ~ pL) _

RT
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B.3 Microkinetic Chemical Degradation Model and Cerium Effects

Anode Diffusion Media
Variable Anode Gas Channel / Anode Anode Diffusion Anode Diffusion Media / Anode
Diffusion Media Boundary Media Catalyst Layer Boundary
h Veiy+V-ip =0
D, d, =0 iy = —aVd, D, =0
iy i =0
D, o, =0 Equation A.1
Ly wy =0 Equation A.2
Ny u Nyu=0
No, No, =0
Ny, Ny, =0
N,, Gas Channel Mass Balance V-N, =0 Equation A.3
Ny, V-Ny,=0
Yo, Stefan-Maxwell
In, Yn, =0
Y V-N, =0 Stefan-Maxwell
YV, iyi=1
T Gas Channel Energy Balance Equation A.4
p P = Da Darcy’s Law
£ £=0
T =0
fee fee =0 Nee =0
Uce Uce =0 Equation A.5
N¢e Nee =0 Equation A.6
Nce Nee =0
N0, CHyo0, = 0 V' Niyo, = 0
Chy0, Fick’s Law
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CRfSO3 CRfSOS i
Nyr cip =0 ¥ Nop =0
i Fick’s Law
Con* S
CRya0" oo = 5
Crypo* - -
CRcooH

CrpcooH = 0
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Anode Catalyst Lavyer

. Anode Diffusion Media / Anode Anode Catalyst Layer /
Variable Catalyst Layer Boundary Anode Catalyst Layer Membrane Boundary
i V-i;+V-i,=0 (L =0
CDI il = —O'VCDI
iy i,=0 Equation A.7
o, Equation A.1
Uy Equation A.2
Ny m Equation A.8
No, Equation A.9
NNZ NNZ =0
N, Equation A.3
1
Ny, V-Ny, =0 V'NHZZ_ﬁiHOR
Yo, Stefan-Maxwell No, = =%0,Vyo,
yNZ yNZ = 0
YV Stefan-Maxwell
YH, Xiyi=1
T Equation A.4
D Darcy’s Law
'g ’g = 0 »g =T
T t=0 — =14+ 0.364=
mem
dc
fee Nee =0 d;e =V Nee
Uce Equation A.5
Nc, Equation A.6
dn
Nce Nee = 0 d;‘e = Cce
NHZOZ v NHzoz =0
Ch,0, Fick’s Law
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CRrs03 Crpso; = 0 NRfSO3 =0
Nyr V-Nyr =0
Cur Fick’s Law
Con* Noy+ =0

Crya0" NRfaO =0

Crepo* NRfBO =0

CrpcooH NRfCOOH =0
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Membrane

Variable Anode Catalyst Layer / Membrane Membrane / Cathode
Membrane Boundary Catalyst Layer Boundary
i ih=0
D, i, = —aVd, o, =0 i, = —aVo,
iy Equation A.7 i,=0 Equation A.7
o, Equation A.1
Uy Equation A.2
Ny m Equation A.8 V-Nyy=0 Equation A.8
No, Equation A.9 V:-Ny,=0 Equation A.9
Ny, Ny, =0
N, Equation A.3 N, =0 Equation A.3
Ny, V- Ny, =_%iHOR V:Ny, =0 V- Ny, _ﬁiHOR
Yo, No, = =v0,Vyo, Yiyvi=1
YN, Stefan-Maxwell
Y Stefan-Maxwell Y =0 Stefan-Maxwell
Vh, Tiyi=1 Ny, = =¥u,Vyu,
T Equation A.4
p Darcy’s Law p=0 Darcy’s Law
d¢
{ =1 o =0
dr Vo
T a=1+0.36/1‘7mem =0
fee dsge =V N,
Uce Equation A.5
Nce Equation A.6
Nce d;l;e = Cce
Ny,o, V- Ny, =0
CHy0, Fick’s Law
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CRrs03 NRfSO3 =0
Nyr V-Nyr =0
Cur Fick’s Law
Con* Noy+ =0

Crya0" NRfaO =0

Crepo* NRfBO =0

CrpcooH NRfCOOH =0
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Cathode Catalyst Layer

Cathode Catalyst Layer /
Membrane / Cathode Catalyst Cathode Catalyst Layer Cathode Diffusion Media
Layer Boundary Boundary
il l1:0 V'i1+V'i2=0
D, i, = —aVo,
iy Equation A.7
(O Equation A.1 D, =0
Uw Equation A.2 Nymem =0
Ny, m Equation A.8
No, Equation A.9
N, Ny, =0 V- Ny, =0
N, Equation A.3
1 . _
NHZ V NHZ _ﬁLHOR NHZ - 0
Yo, Noz _wozvyoz xiyi=1
YN, Stefan-Maxwell
Yw Stefan-Maxwell
VH, Ny, = =Yy, Vyu, Stefan-Maxwell
T Equation A.4
p Darcy’s Law
d¢
dx
T =0
dcc
fee dte =V N
. Pum
Uce Equation A.5 Nce = feeo (W) o
Nee Equation A.6 Nee =0
dn
Nce d;e = Cce
NHzoz v NHZOZ =0
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CHy0, Fick’s Law
Crys04 NRf503 =0
Nyp V-Nyr=0
Cyr Fick’s Law
Con Noy+ =0
CRpa0" NRfaO' =0
CRfBO. NRf,BO' =0
Crpcoon NRfCOOH =0
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Cathode Diffusion Media

Cathode Catalyst Layer / Cathode Diffusion Media /
Cathode Diffusion Media Cathode Diffusion Media Cathode Gas Channel
Boundary Boundary
il V N il + V . iz = 0
Dy ip =—0Vd, Dy = Dy
iy Equation A.7 i,=0
CDZ CDZ = 0
Uy NW,M =0 Uy, =0
Ny, p Equation A.8 Ny mem =0
No, Equation A.9 V-Ng,=0
NNZ V . NNZ = 0
N, Equation A.3 V-N, =0 Gas Channel Mass Balance
NHZ NHZ =0
Yo, Xiyi=1
Y, Stefan-Maxwell Gas Channel Mass Balance
YV Stefan-Maxwell V-N,=0
Y, Stefan-Maxwell
T Equation A.4 Gas Channel Energy Balance
p Darcy’s Law P =P
£ £=0
T =0
dc
fCE d§e=V‘NCe fCeZO
Pum
HUce Nee = fCe,O (W) 1qM,O Uce =0
N¢e Nee =0
dn
Nce d;e = Cce Nge = 0
NHZOZ V. NHZOZ =0
Ch,0, Fick’s Law Cry0, = 0
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_ (1 - fw)pM

CRrs05 Cy W Crpso; = 0
NHF V . NHF = 0
CHF Fle’S LaW CHF = 0
Con* Cons =0

CRpa0" Crpa0* = 0

CRfﬁO' CRfBO' =0

CrecooH Crecoon = 0
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B.4 Mechanical Degradation Model with Microkinetic Chemical Degradation Model and
Cerium Effects

Equations are the same as B.3 except for those shown.

Anode Diffusion Media
Variable Anode Gas Channel / Anode Anode Diffusion Anode Diffusion Media / Anode
Diffusion Media Boundary Media Catalyst Layer Boundary
Ny, Ng, =0 V-Ng, =0
Ny, Gas Channel Mass Balance V-Ny,=0
N, Gas Channel Mass Balance Equation A.3
Ny, Liyi=1 V-Ny,=0
Yo, Stefan-Maxwell
YN, Stefan-Maxwell Xiyi=1
YV Stefan-Maxwell
Vi, Stefan-Maxwell
p P =DPa Darcy’s Law

Anode Catalyst Laver

Variabe | Arede iion Vol "An0e | mod oyt Laer | ete Coth v
Ny, Equation A.9
Ny, V:Ny,=0
N,, Equation A.2
Ny, V-Ny,=0 V-NH2=—iiH0R
2F
Yo, Stefan-Maxwell
YN, Xiyi=1
Yw Stefan-Maxwell
YVH, Stefan-Maxwell
p Darcy’s Law

116




Membrane

Variable Anode Catalyst Layer / Membrane Membrane / Cathode
Membrane Boundary Catalyst Layer Boundary

No, Equation A.9
Ny, V-Ny,=0

N, Equation A.3

1.

N, V-Ny, = T o ‘HOR
Yo, Stefan-Maxwell
YN, Xiyi=1

YV Stefan-Maxwell
Vu, Stefan-Maxwell

p Darcy’s Law

Cathode Catalyst Layer

Cathode Catalyst Layer /
Memb?:eeiiztrzgzrcatalYSt Cathode Catalyst Layer Cathode Diffusion Media
y y Boundary
Ny m Equation A.8
No, Equation A.9
NNZ V . NNZ = 0
N, Equation A.3
1.
Ny, V- Ny, = _ﬁlHOR
Yo, Stefan-Maxwell Xiyi=1
YN, 2iyi=1
YV Stefan-Maxwell
Vi, Stefan-Maxwell
p Darcy’s Law
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Cathode Diffusion Media

Cathode Catalyst Layer /
Cathode Diffusion Media
Boundary

Cathode Diffusion Media

Cathode Diffusion Media /
Cathode Gas Channel
Boundary

Equation A.9

V-Np, =0

V-Ny, =0

Equation A.3

V-Ny, =0

Yo,

2iyi=1

YN,

2iyi=1

Gas Channel Mass Balance

Yw

Stefan-Maxwell

Gas Channel Mass Balance

YVH,

Stefan-Maxwell

NH=0

2

Darcy’s Law
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Appendix B—- MATLAB Code

All codes are written and complied in MATLAB R2020a.

B.1 BAND(J) and Finite Volume Method Codes

1 function C = autoband(n,nj,C,Cp,dC,params)

2

3 J = zeros(n*nj,n*nj); % block tridiagonal matrix
4 b = zeros(n*nj,1);

5

6 for 3 = 1:nj

7 A = zeros(n,n); % matrix of dG/dC at j-1
8 B = zeros(n,n); % matrix of dG/dC at j

9 D = zeros(n,n); % matrix of dG/dC at j+1
10

11 % initialize G (k = 1, dC = 0)

12 $ matrix of governing equations

13 G = eqn(j,3,1,0,C,Cp,params) ;

14

15 % generate A,B,D matrices

16 for k = 1:n

17 eq = eqn(Jj,J,k,dC(k),C,Cp,params) ;

18 B(:,k) = -(eq-G)./dC(k);

19 if 3 >1

20 eq = eqn(j,j-1,%k,dC(k),C,Cp,params) ;
21 A(:,k) = -(eg-G)./dC(k);

22 end

23 if 3 < nj

24 eq = egn(j,j+1l,k,dC(k),C,Cp,params) ;
25 D(:,k) = -(eg-G)./dC(k);

26 end

27 % construct tridiagonal matrix

28 for m = 1:n

29 J((m-1)*nj+3, (k=-1)*nj+j) = B(m,k);
30 if 3 > 1

31 J((m-1)*nj+3j, (k-1)*nj+j-1) = A(m,k);
32 end

33 if 3 < nj

34 J((m-1) *nj+73, (k=-1) *nj+3+1) = D(m,k);
35 end

36 end

37 % construct solution vector

38 b ((k-1)*nj+j) = G(k);

39 end

40 end

41

42 Js = sparse (J);

43 U = Js\b;

44 C = reshape (U,nj,n);

45 end
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function [C,iflag] = steady state(params,itmax,C_ss0)
C = C ss0; % intialize

jcount = 0; % current iteration
% Delta C = small variation in value of C
dC = le-8*[ones(1l,5) le-4*ones(1,5) ones(1l,9)...

1 le-4*ones(l,4) 1 le-4*ones(1,6)];
rtol = le-6; atol = le-9; kerr = 1; kerrg = 1;

iflag = 0; % return flag if simulation does not converge
n = params(l); nj = params(14);
while (kerr == || kerrg == 1) && jcount < itmax

jcount = jcount+l; % update iteration

cc = C; % initialize CC

C = autoband(n,nj,C,[],dC,params) ;

C = shoehorn(n,C,CC,params) ;

kerr = 0; kerrg = 0;
for 3 = 1:nj

for 1 = 1:n
if kerr == 0 && kerrg ==
if abs(C(j,1)) > rtol*abs(CC(j,1))
kerr = 1;
end
if kerr == 1 && abs(abs(C(j,1i))<atol)
kerr = 0;
end
end
end
for i = 1:n
C(j/l) = CC(j,i)+C(j,i),
end
end
if kerr == 0 && kerrg ==
fprintf ("\n Simulation has converged\n")
end
if jcount >= itmax
iflag = 1;
end
end
end

120




O J o U b Wb

WWWWWWNRNNRNNNOMNONONNNN R R R R R R R R R o
OBREWNRFRPOOV®IOUEWNRFROW®IOU & WN R, O

func
C:

Jjcou
% De
dc =

rtol
ifla
n =
whil

end
end

tion [C,iflag] = transient (params, itmax,Cp)
Cp; % intial condition
nt = 0; % current iteration
lta C = small variation in value of C
le-8*[ones(1,5) le-4*ones(1l,5) ones(1,9)...
1 le-4*ones(1,4) 1 le-4*ones(1l,6)];
= le-6; atol = 1le-9; kerr = 1; kerrg = 1;

g = 0; % return flag if simulation does not converge
params (1l); nj = params(14);

e (kerr == || kerrg == 1) && jcount < itmax

jcount = jcount+l; % update iteration

CC = C; % initialize CC

C = autoband(n,nj,C,Cp,dC,params) ;

C = shoehorn(n,C,CC,params) ;

kerr = 0; kerrg = 0;
for 3 = 1l:nj

for 1 = 1:n
if kerr == 0 && kerrg ==
if abs(C(j,1i)) > rtol*abs(CC(]j,1))
kerr = 1;
end
if kerr == 1 && abs(abs(C(j,1))<atol)
kerr = 0;
end
end
end
for i = 1:n
C(3,1) = CC(3,1)+C(3,1);
end
end
if jcount >= itmax
iflag = 1;
end
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function [RH1,RH2] =
t hold,t i,h cycle)

t cycle = 2*t ramp + 2*t hold; %

cycle = ceil((t-t_ i)/t _cycle);

total time for cycle

if t <=t i
if t <t i

RH1 = rhl;
RH2 = rh2;

else
RH1 = rhl+dt*(h cycle/t ramp);
RH2 = rh2+dt* (h _cycle/t ramp);

end

elseif t > (cycle-1)*t cycle+t 1 &&...

t < (cycle-1)*t cycle+t ramp+t i
RH1 = rhl+dt*(h cycle/t ramp);
RH2 = rh2+dt* (h _cycle/t ramp);

elseif t >= (cycle-1)*t cycle+t ramp+t i &&...
t < (cycle-1)*t cycle+t ramp+t hold+t i
RH1 = rhO+h _cycle;

RH2 = rhO+h _cycle;

elseif t >=

(cycle-1)*t cycle+t ramp+t hold+t i &&...
(cycle-1)*t cycle+2*t ramp+t hold+t i

t <
RH1 rhl-dt* (h _cycle/t ramp);
RH2 = rh2-dt* (h _cycle/t ramp);

elseif t >=
t <= cycle*t cycle+t i
if t < cycle*t cycle+t i

RH1 = rhO;
RH2 = rhO;
else
RH1 = rhl+dt*(h cycle/t ramp);
RH2 = rh2+dt* (h_cycle/t ramp);

end
end

if RH1 < rhO

RH1 = rhO;
end
if RH2 < rhoO
RH2 = rh0;
end

if RH1 > rhO+h cycle
RH1 = rhO+h cycle;

end

if RH2 > rhO+h cycle
RH2 = rhO+h _cycle;

end

end

RH cycle(t,dt,rhl,rh2,rh0,t ramp, ...

(s)

(cycle-1) *t cycle+2*t ramp+t hold+t i &&...
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function V = V cycle(t,dt,v,v0,t ramp,t hold,t i,h cycle)
t cycle = 2*t ramp + 2*t hold; % total time for cycle (s)
cycle = ceil ((t-t i)/t cycle);
if t <=t i
if £t <t i
VvV = v;
else
V = v+dt* (h_cycle/t ramp);
end
elseif t > (cycle-1)*t cycle+t 1 &&...
t < (cycle-1)*t cycle+t ramp+t i
V = v+dt* (h_cycle/t ramp);

elseif t >= (cycle-1)*t cycle+t ramp+t i &&...
t < (cycle-1)*t cycle+t ramp+t hold+t i
V = v+h cycle;

elseif t >= (cycle-1)*t cycle+t ramp+t hold+t i &&...
t < (cycle-1)*t cycle+2*t ramp+t hold+t i
V = v-dt* (h _cycle/t ramp);

elseif t >= (cycle-1)*t cycle+2*t ramp+t hold+t i &&...
t <= cycle*t cycle+t i
if t < cycle*t cycle+t i
vV = v0;
else
V = v+dt* (h_cycle/t ramp);
end
end

if V < v0 && h cycle > 0

vV = v0;
elseif V > v0 && h cycle < 0
vV = v0;

end

if V > v0+h cycle && h cycle > 0
V = v0+h _cycle;

elseif V < v0O+h _cycle && h cycle < 0
V = v0+h _cycle;

end

end
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1 function dx = mesh(j,C,iregion,params)

2 % This function determines the mesh spacing
3 iL = 17;

4 L = params (15:19); bound = params(9:14);
5 if iregion ==

9 dx = C(Jj,1iL)/ (bound (iregion+1l)-bound (iregion)) ;
7 else

8 dx = L(iregion)/ (bound(iregion+1)-bound (iregion)) ;
9 end

10 end

1 function iregion = region (mode, j,bound)
2 if mode == 1 % box to the left of J

3 if j <= bound(2)

4 iregion = 1;

5 elseif j > bound(2) && j <= bound(3)
6 iregion = 2;

7 elseif j > bound(3) && j <= bound(4)
8 iregion = 3;

9 elseif j > bound(4) && j <= bound(5)
10 iregion = 4;

11 else

12 iregion = 5;

13 end

14 else % box to the right of j

15 if j < bound(2)

16 iregion = 1;

17 elseif j >= bound(2) && j < bound(3)
18 iregion = 2;

19 elseif j >= bound(3) && j < bound(4)
20 iregion = 3;

21 elseif j >= bound(4) && j < bound(5)
22 iregion = 4;

23 else

24 iregion = 5;

25 end

26 end

27 end
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function C =

shoehorn (n,C,CC, params)

nspecies = params(3); bound = params(9:14); nj =
ivl = 2; iv2 = 4; imuw = 5; 1iy02 = 11; ipg = 16;
imuCe = 20; icRfS03 = 25; icH202 = 24; icHF = 27;
icRfbetalO = 30;
fCe0 = params (41); vmax = 0.05;
for 3 = 1:nj

for i = 1:n

end

if abs(C(j,1ivl))
Cc(j,ivl) =

end

if abs(C(j,1iv2))
c(j,iv2) =

end
for 1ii =
if C(3,1i1)

C(j,1i1) =
elseif C(j,1ii)

end
if CN(ii)

end
end
if CN(icRfS0O3)

C(j,icRESO3) =

end

> vmax
vmax*sign (C(j,ivl));

> vmax
vmax*sign (C(j,1iv2));

[1y02:1iy0O2+nspecies-1,ifCe]

<= -0.99*CC(j,1ii)
-0.99*CC(5,11);

> 0.99*% (1-CC(§,i1))
0.99*% (1-CC(3,1i1));

<=0

-0.99*CC(5,11);

<=0
-0.99*CC (j,1cRfS03) ;

if CN(icRfalphaO) <= 0

C(j,icRfalpha0) =

end

if CN(icRfbetaO)
C(j,icRfbetal) =

end
if CN(icH202)

C(j,icH202) =

end

if CN (icHF)
C(3j,1cHF)

end

if abs(C(j,imuCe))

C(j,imuCe)
end
if fCeO > O

if C(j,inCe) <=
C(j,inCe) =

end

-0.99*CC(j,icRfalphaO);

<=0
-0.99*%CC(j, icRfbetal);

<=0
-0.99*CC (3, 1cH202);

<=0

= -0.99*CC(]j,1cHF);
> le3
= le3*sign(C(j,imuCe)) ;

-0.99*CC(j, inCe)
-0.99*CC (3, inCe) ;

if CN(inCe) <= 0

C(j,inCe) =

end
end
end
end

-0.99*CC (j,inCe) ;

bound (6) ;
ifCe = 19; inCe =
icRfalphaO = 29;

22;
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B.2 Mechanical Model
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function [lambda,Y,Sx,E,phip,dphip,epsw,epswz,epspq,Rs, ...
eps_hole] = plastic model (k,C,bound, EW,R0,eps hole, ...
A cell, fCe0, FRR, lambda, dphip, phip, epsw, epspqg, epswz, Sx,E,Y,Rs, t_vec)

% unknowns at each mesh point
imuw = 5; iT = 15; ipg = 16; ifCe = 19;

% mechanical properties

v = 0.40; Poisson's ratio

Edry = 300; Young's modulus of dry polymer (MPa)
Sdry = 7.5; yield strength of dry polymer (MPa)

o oo

o

Sz = -1/Edry; % pressure applied to the membrane (MPa)

m= 3.6; % scaling exponent for E

p = 2.4; % scaling exponent for sigma¥Y

h =2.2; % hardening exponent

sr = 0.33; % Swelling (Assuming isotropic, it can be changed)

o°

a value between 0 and 1.

setting 1/3 redistributes volume change
(due to increase in lambda)

in three directions equally

molecular weight of water (g/mol)

o° oo

oe

MW = 18.016;

o

rho mem = 2; % dry membrane density (g/cm3)
Sx0 = v/ (1-v)*Sz; % intial stress
R = 8.314; % ideal gas constant (J/mol K)
if k == % initialize problem
dphip = 0; Rs = 1; Sx = Sx0; epspgq = 0;

for j = bound(3) :bound(4)
% density of water (g/cm3)

rho w(j-bound(3)+1) = 1.1603-5.371e-4*C(3j,1iT);
% molar volume of water (cm3/mol)
VO (j-bound (3)+1) = MW/rho_ w(j-bound(3)+1);
a(j-bound(3)+1) = exp((C(j,imuw)-...

0.1*V0 (j-bound(3)+1) *C(j,ipg) )/ (R*C(3,1iT)));
if fCelO ==

b3 = 36; b2 = -42.8; bl = 20.45; b0 = 0.05;

lam (j-bound(3)+1) = b3*a(j-bound(3)+1)"3+...
b2*a (j-bound (3) +1) "2+bl*a (j-bound (3) +1) +b0;

else
lam(j-bound (3)+1) = 1.426+9.88*%a (j-bound(3)+1)+...
0.1256*C(j,1ifCe)-14.73*a(j-bound (3)+1)"2+...
2.826*%a (j-bound (3)+1)*C(j,ifCe)+...
14.24*a (j-bound (3)+1)"3-...
4.0406*%*a (j-bound (3)+1)"2*C(j,1ifCe);
end
end
lambda (1) = mean (lam) ;
Tavg (l) = mean(C(bound(3) :bound(4),1iT))
phip (1) = 1/(l+lambda (1) *MW*rho mem/EW) ;
epsvw (1) = log (phip (1)~ (-1));
epsw(l) = epsvw(l) *sr;
epswz (1) = epsvw(l) - 2*%*epsw(l);
Ecorr = (-0.7851*sum(FRR)+136.8)/136.8; % correct for FRR
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else

Y(1) = 1.25*(Sdry/Edry) *phip (1) *p*Ecorr;
E(1) = (4-0.01*Tavg(l))*phip (1) "m*Ecorr; S%E/Edry
eps_hole(l) = (pi*R0"2)/A cell;

for j = bound(3) :bound (4)
% density of water (g/cm3)
rho w(j-bound(3)+1) = 1.1603-5.371e-4*C(J,1iT);
% molar volume of water (cm3/mol)
V0 (j-bound (3)+1) = MW/rho w(j-bound(3)+1);
a(j-bound(3)+1) = exp ((C(Jj,imuw) -
0.1*V0 (j-bound (3) +1) *C (3, ipg) ) / (R*C (3, iT))) ;
if fCelO ==
b3 = 36; b2 = -42.8; bl = 20.45; b0 = 0.05;
lam (j-bound (3)+1) = b3*a(j-bound(3)+1)"3+...
b2*a (j-bound (3) +1) "2+bl*a (j-bound (3) +1) +b0;
else
lam(j-bound(3)+1) = 1.426+9.88*a(j-bound(3)+1)+...
0.1256*C(j,1ifCe)-14.73*a(j-bound (3)+1)"2+...
2.826*a(j-bound(3)+1)*C(j,ifCe)+
14.24*a (j-bound (3)+1)"3-...
4.0406*a (j-bound(3)+1)"2*C(j,1fCe);
end
end
lambda (k+1) = mean(lam);
Tavg (k+1l) = mean (C(bound(3) :bound (4),1iT)) ;

phip (k+1l) = 1/ (l1+lambda (k+1)*MW*rho mem/EW) ;

epsvw (k+1) = log(phip(k+1)"~(=-1));

epsw (kt+1l) = epsvw(k+l) *sr;

epswz (k+1l) = epsvw(k+l) - 2*epsw(k+l);

Ecorr = (-0.7851*sum(FRR)+136.8)/136.8; % correct for FRR
E(k+1) = (4-0.01*Tavg (k+1))*phip(k+1) *m*Ecorr;

Y (k+1) = 1.25*%(Sdry/Edry) *phip (k+1) *p;

dlam (k+1)= lambda (k+1) - lambda (k) ;
dphip (k+1)= phip (k+1l) - phip(k);
depsw (k+1)= epsw(k+l) - epsw(k);
LHS = (0.5/h) /Y (k+1)+(1-v)/E (k+1

k+1) ;
RHS —-depsw (k+1) * (k+l)/( x(k)=-Sz)+...
0.5*p/h) *dphip (k) /phip (k) ;

(
dYY (k+1) = RHS/LHS;

if dlam(k+1) >= 0 % swelling
dSx (k+1) = -E(k)/ (1-v)*depsw(k+1);
Sx (k+1) = Sx(k)+dSx (k+1);
m(k+1l) = abs(Sx(k+1l)-Sz);
if Sm(k+1l) < Y(k+1l) % elastic
Pd(k+1) = 0;
depsp (k+1) = 0;
Y (k+1) = Y (k+1);
elseif Sm(k+1l) >= Y(k+1l) % plastic
Pd(k+1) = 1;
Y (k+1) = Y (k+1)+dYY (k+1)
Y (k+2) = Y (k+1);
x(k+1) = —Y(k+1)+Sz,
dSx (k+1) = ((Sx(k+1) Yy /Y (k+1)) *dYY (k+1) ;
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end
end

depsp (k+1)= - (1-v)*E (k+1) *dSx (k+1) —depsw (k+1) ;
end
elseif dlam(k+l) <03 deswelling
dsSx (k+1) = -E(k)/ (1-v)*depsw (k+1);
X (k+1) = Sx(k)+dSx(k+1);
m(k+1l) = abs(Sx(k 1)-Sz);
if Sm(k+1l) < Y(k+1l) % elastic
Pd(k+1) = 0;
depsp (k+1) = 0;
Y (k+1) = Y(k+1);
elseif Sm(k+1) >= Y(k+1) % plastic
Pd(k+1) = 1;
Y (k+1) = Y (k+1)+dYY (k+1);
Y (k+2) Y (k+1) ;
x(k+1) = Y (k+1)+Sz;
dSx (k+1) = ((Sx(k+1)-Sz)/Y (k+1))*dYY (k+1);
depsp (ktl)= - (1-v)*E (k) *dSx (k+1) -depsw (k+1) ;
end

end

% mean stress

Smean (k+1) = (2*Sx (k+1)+Sz)/3;

% radius growth rates
dRRs (k+1) = 0.283*abs (2*depsp (k+1))
s(k+1) = Rs(k)* (1+dRRs (k+1));

*exp (1.5*Smean (k+1) /Sm(k+1)) ;

o)

% accumulated plastic strain
epspg(k+tl) = epqu(k)+abs(depsp(k+1))
eps_hole (k+1) = (pi* (RO*Rs (k+1) ) /A cell;
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(@)
Ny

% input file that specifies simulation conditions and runs the
% simulation

n = 31; % number of unknowns at each mesh point
nregion = 5; % number of layers in the fuel cell sandwich
nspecies = 4; % number of gaseous species

o)

% space (1D) discretization
njs = [40 40 40 40 40];

o)

nj = sum(njs)+l; % total number of mesh points

% internal boundaries

bound(1l) = 1; % anode gas channel
bound(2) = njs(1l)+1; % anode diffusion media/
% catalyst layer
bound(3) = njs(l)+njs(2)+1; % anode catalyst layer/
% membrane
bound (4) = njs(1l)+njs(2)+njs(3)+1; % membrane/
% cathode catalyst layer
bound (5) = njs(l)+2*njs(2)+njs(3)+1; % cathode catalyst layer/
$ diffusion media
bound (6) = nj; % cathode gas channel

o)

% fuel cell dimensions

Imem = 0.0025; % thickness of membrane (cm)

LCLa = 0.001; thickness of anode catalyst layer (cm)

LCLc = 0.001; % thickness of cathode catalyst layer (cm)

LGDL = 0.025; % thickness of gas diffusion layers (cm)

L = [LGDL LCLa Lmem(l) LCLc LGDL]; % thickness of each layer (cm)

oe

o)

% simulation options

IVmode = 1; % 1 - specify current

% 2 - specify potential
flowmode = 1; % 1 - constant stoichiometry

5 2 - flow
degkin = 1; % 1 - empirical degradation

% 2 - microkinetic degradation

o

operating conditions

(bar)

iv = 0.1; % applied current density (A/cm2) or cell potential (V)
P=1; % pressure (bar)

T = 80; % temperature (deg C)

Tk = T+273.15; % temperature (K)

RHa = 0.3; % relative humidity at the anode

RHc = 0.3; % relative humidity at the cathode

Pwsat = exp(11.6832-3816.44/(Tk-46.13)); % water vapor pressure
sigma = 7; % bulk solid-phase conductivity (S/cm)

EWw = 1100; % membrane equivalent weight (g/mol)

rho m = 2.1; % membrane dry density (g/cm3)

lfeed = 20; % H2 flow rate (sccm)

lair = 10; % 02 flow rate (sccm)

Acell = 50; % fuel cell cross sectional area (cm2)

RO = 0.02; % initial pinhole radius (cm)

eps hole(l) = (pi*R0"2) /Acell; % initial pinhole void fraction
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fCe0 = 0.001; % fraction of S03- sites occupied by cerium
% kinetic parameters

al2 = 80000; electrode specific interfacial area (1/cm)
phimtH2 = 8e3; thiele mass transfer for hydrogen (bar cm3 s/mol)
phimt02 = 6e3; thiele mass transfer for oxygen (bar cm3 s/mol)
kw = 1000; water vapor/membrane mass transfer coefficient
htcoeff = 1; heat transfer coefficient (W/cm2 K)

o0 o° o o°

oo

% transport parameters
epsO0 = [0.6 0.5 eps_hole 0.5 0.6]; % void fractions for gas transport

Q

epsM = [0.0 0.3 1-eps hole 0.3 0.0]; % volume fraction of ionomer
% absolute permeability (cm2)

perm = [6e-8 8e-12 eps hole* (2*R0O)"2/32 8e-12 6e-8];

fwet = [0.6 0.3 0.0 0.3 0.6]; % fraction of hydrophilic pores
eta = [1.7 4.0 0.0 4.0 1.7]; % teflon loading

rad = [6 0.125 R0O*1074 0.125 6]; % characteristic pore size (um)
% effective thermal conductity (W/cm K)

thcond = [0.015 0.003 0.0025 0.003 0.015];

itmax = 25; % maximum number of iterations for autoband function

params = [n nregion nspecies njs bound L IVmode flowmode degkin...
iv P Tk RHa RHc Pwsat sigma EW rho m lfeed lair al2 phimtH2...
phimtO2 kw htcoeff Acell eps hole fCe0 epsO epsM perm fwet...
eta rad thcond];

%% run steady-state simulation

[o)

load C_ss C _ss % load initial guess
C ssO0 = C_ss;

[C_ss,iflag] = steady state(params,itmax,C_ssO0);
FRR = 0;
ploton = 1;

if eps _hole(l) > O
% run mechanical model
[lambda, Y, Sx,E, phip,dphip, epsw, epswz, epspg, Rs,eps_hole] =...
plastic_model (0,C ss,bound, EW,R0,eps hole,Acell, £Ce0, FRR) ;
% update pinhole radius

params (40) = eps_hole(1l);

params (44) = eps hole(l); % void fractions for gas transport (mem)
params (49) = l-eps hole(l); % volume fraction of ionomer (mem)

% absolute permeability (cm2) (mem)

params (54) = eps_hole* (2*R0*Rs (1)) "2/32;

params (69) = RO*1074*Rs(1l); % characteristic pore size (um)

end

%% run transient simulation

dt0 = 2; % initial time step size

dt = dto0; % time step size

ddt = 0.5; % delta dt for modifying time step size
dtmax = 5; % maximum time step allowed

dtmin = 0.5; % minimum time step allowed

params = [params dt];
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% set up trapezoidal cycle

n cycle = 10; % number of cycles

t ramp = 20; % time (s) of ramp portion of cycle

t hold = 40-t ramp; % time (s) for steady portion of cycle
h cycle = 0.55; % amplitude of cycle

t i=26; % initial hold time (s)

t cycle = 2*t ramp + 2*t hold; % total time for cycle (s)
tfinal = n _cycle*t cycle + t i; % final time (s)

t vec = []; % keep track of time stepping

dt vec = []; % keep track of dt values

% initial condition

Cp = C_ss;

Ct = zeros(nj,n, []);

Ct(:,:,1) = reshape(Cp,nj,n,1);
time = 0; % initial time (s)

t vec = [t vec time];

k = 0; % number of time steps
fprintf ("t = $f s\n\n",time);

tflag = 0;

while time < tfinal
k = k+1; % update number of time steps
% calculates the next value in the cycle
% for potential cycling use V _cycle function
[RHa (k+1) ,RHc (k+1)] = RH cycle(t vec(k)+dt,dt,...
RHa (k) ,RHc (k) ,RHa (1), t ramp,t hold,t i,h cycle);
% update RH values

params (26) = RHa(k+1l); % relative humidity
params (27) = RHc(k+1l); % relative humidity
% for potential cycling use

% params (23) = V(k+1l);

time = t vec(k)+dt; % update time step

[C,iflag] = transient (params,itmax,Cp);
if iflag == % repeat time step if simulation did not converge
dt = -ddt+dt;
if dt < dtmin
dt = dtmax;

end
dt _vec(k) = dt;
k = k-1;
C = Cp;
fprintf ("\n Simulation did not converge.\n");
else
dt = dto0;
t vec = [t vec time];
dt _vec = [dt _vec dt];
fprintf ("\n Simulation has converged at t = %$4.1f s.\n\n",time)
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end

% mol -> umol
FRR(k+1) = (abs(C(1,26))+abs(C(end,26)))*Acell*dt vec(k)*10"6;

if eps hole(l) > O

% run mechanical model

[lambda, Y, Sx,E, phip, dphip, epsw, epswz, epspd, Rs,eps_hole] =...
plastic model (k,C,bound, EW,R0,eps hole,Acell, fCeOl, ...
FRR, lambda, dphip, phip, epsw, epspqg, epswz, SX,E,Y,Rs, t vec);

% update pinhole radius
params (40) = eps _hole(k+1);

params (44) = eps_hole(k+1);

params (49) = l-eps hole(k+1l);

params (54) = eps_hole(k+1)*(2*RO*Rs(k+1))A2/32;
params (69) = RO*1074*Rs (k+1);

end

o)

% Membrane Thinning (optional)
if sum(FRR) /Acell > 1

Lmem(k+1) = -2.2e-4*log(sum(FRR)/A cell) + Lmem(1l);
else
Lmem(k+1) = Lmem (k) ;
end
params (17) = Lmem(k+1);
Cp = C;
Ct(:,:,k+t1) = reshape(C,nj,n,1);
end
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function [alpha00,alphalCe,alphaCeCe,xi, tCe, kappal =...
calc _cerium props (lam, fH,TO, params)

all units in SI

refer to A. Crothers, et al. JES Part 1-3 (2020)

o

o

o\

% Physical Constants

MO = 18.01528/1000;

F = 96485.33289;

R = 8.3144598;

epsilon 0 = 8.854187817620389%e-12;

o°

molecular weight of water (kg/mol)
Faraday's constant (C/mol)

ideal gas constant (J mol”-1 K*-1)
vacuum permittivity (F m”-1)

o° o°

o

%% Membrane Properties

EW = params (30); % membrane equivalent weight (g/mol)

rho m = params(31); % dry membrane density (g/cm3)

rhoO = 1.1603-5.371e-4*TO0; density of water (g/cm3)

v0 = M0O*1000/rho0/100"3; molar volume of water (m3/mol)
Vp = EW/rho m/10073; molar volume of polymer (m3/mol)

etal = 1e-6*(2695.3-6.6* (25+273.15)); % viscosity of water (Pa*s)

o oe

o\°

% Cerium
zCe = 3; % valance Ce3+
DO Ce = 0.620E-9; % diffusion coefficient

MW Ce = 140.91/1000; % molecular weight (kg/mol)
Vvis Ce = 0.154251449;

% Hydrogen

DO H = 9.311E-9; diffusion coefficient
MW H = 1.0/1000; % molecular weight (kg/mol)
Vvis H = 6.02E+23*pi/6* (4.07E-10*1)~3*1000;

oo

D mat = [0 DO_H DO Ce; 0 O Inf; 0 0 O];
D mat = D mat + D mat';

%% inputs to cerium model

zs = [0, 1, zCe, -1]; % species valance, including water

zs_una = [0, 1, zCe, -1]; % macroscopic valance

Mis = [MW _H, MW Ce]; % molecular weight of mobile, nonwater species
Ds 0 = D mat;

Is ref = 3; % reference ionic strength that Dij is given at
Vvis = [Vvis H*1.0, Vvis Ce, 0*1]; % ion viscosity volume

d0 = 2.7E-7/100; % m input in cm dry domain spacing

m scaling = 1.33; % scaling of domain spacing

struct fact = 4; % local pore shape factor

epsr = 78.301;

R stern = 2.751E-10; % Stern thickness of water

% calculate volume fraction of polymer

phip = 1 - lam*V0/(VO0*lam + Vp); S%volume fraction polymer

% calculate molalities

ms = [fH/lam/MO0 (1-fH)/zCe/lam/MO 1/lam/MO] + 1E-6; S%molalities
ass_frac = eye(3); % for no ion pairing, identity matrix

% calculate concentrations
% concentration in mole/m”3. Assuming total volume =1/V0*10073 (m3)
Cs = [(1/VO - sum(ms(1:2)*1000)) ms(1:2)*1000];
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fCe = 1-fH;
phi0 = 1-phip;
phi crit = 0.47*£Ce+0.082-(0.43*£fCe-0.016)/ (1+texp (-100*£fCe+1.84));
if phi0 < phi crit
tau = leb6;
else
tau = (phiO-phi crit)~-0.95;
end
% viscofication
eta = 1e-6*(2695.3-6.6*T0)* (1 + (ms*Vvis')/2)/(1 - ms*Vvis')"2;
% calculate kR factor
Rpore = d0*phip”-m scaling*sqgrt (1-phip)/2; % pore radius (m)
if Rpore < le-12
Rpore = le-12;
end
IDL = sqrt(((ms(l:end-1)*(zs(2:end-1).72)")*1000*F"2) /...
(R*TO*epsilon O*epsr)); % inverse Debye length (1/m)
alpha ratio = (ms(l:end-1)*zs(2:end-1)"')/...
(ms(l:end-1)*(zs(2:end-1)."2)");
if Rpore - R stern < le-12
beta = le-12/Rpore;
% ratio of effective pore radius traversed by ions (cylinder)
else
beta = (Rpore - R_stern)/Rpore;
end
kR _factor = beta”2*(2 - beta”2 - alpha ratio*zs(l:end-1)*beta”2 -...
(8*alpha ratio*zs(l:end-1))/(Rpore*IDL)" 2 +...
(4*alpha ratio*beta*zs(l:end-1)*besseli (0,beta*Rpore*IDL))/...
(Rpore*IDL*besseli (1,beta*Rpore*IDL)) + 4*beta”2*log(l/beta) +...
4*pbeta”2*log(beta)); % cylinder w/ stern V2

kR factor(l) = 1;

o)

% factor to account for distribution of ions throughout pores

(rho0/2)* (zs(2:end) .”"2*ms'); % ionic strength

[

Is
Ds = zeros(length(ms)); % setting up a zero matrix
Ds(l,:) = Ds 0(1,:)*etal/eta; % assigning solvent-zero matrix as zero
Ds(:,1) = Ds 0(:,1)*etal/eta;
Ds(2:end,2:end) = Ds_O(2:end,2:end)*sqrt(Is/Is_ref);
for i = 1l:1length(Ds)

for j = l:length(Ds)

if Ds(i,3) ==
Ds(i,3j) = Inf;
end
end

end
wis = ms(l:end-1).*Mis/(ms(l:end-1)*Mis' + 1);
wis = [l-sum(wis ) wis ]; % weight fraction of mobile species
Kij = (R*TO* (Cs'*Cs)) ./ (Ds*sum(Cs)) ;
Rimc = (dO*phip”-m scaling*sqgrt (1-phip)) "2/ (1l6*struct fact*eta)*...

(kR_factor); % Rim/ci hydrodnyamics factor, cylinder
Kim = wis./Rimc;
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for j = 1l:length(Cs)

Kim = Kim + (Kij(:,3)"').*(Rimc(j)./Rimc - 1);
end
Mmat micro = zeros(length(ms)); %initializing zero matrix
for i = 1l:length(ms) % assigning the nondiagonal values
for j = 1l:length (ms)
if J == 1
Mmat micro(i,j) = 0;
else
Mmat micro(i,j) = (R*T0*Cs(i)*Cs(j))/(Ds(i,J)*sum(Cs));
end
end
end
for i = 1l:length(ms) % assigning the diagonals
Mmat micro(i,i) = -sum(Mmat micro(i,:)) - Kim(i);
end
Mmat macro = inv(ass_ frac*inv (Mmat micro)* (ass frac'));
Lmat macro = -inv(Mmat macro)* (1 - phip)/tau;
ass_frac upside = 1./ass frac(2:end, 2:end);
for i = l:length(ass_frac upside)
for j = l:length(ass frac upside)
if ass _frac upside(i,j) == Inf
ass_frac upside(i,Jj) = 0;
end
end
end

[o)

% molality of themrodynamics species
ms_una = max(ass_ frac upside.*ms(l:end-1),[],1);

Cs = [(1/V0 - sum (ms_una(1:2)*1000)) ms una(1:2)*1000];
kappa = F”*2*sum(sum(Lmat macro.* (zs una(l:end-1)'*...
zs_una(l:end-1)).*(Cs'*Cs)));

% normalized transference number ti/zi.
% t0/z0 1is the electroosmotic coefficient

ti over zi = (Cs*F"2/kappa).* (sum(Lmat macro.*zs una(l:end-1).*Cs, 2))"';

o)

% alpha coefficient
alphaij = Lmat macro.*(Cs'*Cs) - (ti over zi')*(ti over zi)

alpha00 alphaij (1,1);
alphaOCe = alphaij(1,3);
alphaCeCe = alphaij(3,3);

o\

water-water transport
water-cerium
cerium-cerium

o\

o°

x1i = ti over zi(l); % Electro-osmotic coefficient
tCe = 1 - ti over zi(2); % transference number
end

. *kappa/F"2;
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1 function [Hgasin,Hgasout] = calc_enthalpy(j,Tin,C,GC)

2 iy02 = 11; iyH2 = 14; iT = 15;

3 Tref = 298.15; % reference temperature (K)

4 % Define constant physical properties

5 % Component 02 N2 H20 (v) H2

6 a = [28.11 31.15 32.24 27.14 1;

7 b = [-3.68e-6 -1.357e-2 1.924e-3 9.274e-3 ];

8 c = [1.746e-5 2.68e-5 1.055e-5 -1.381le-5];

9 d = [-1.065e-8 -1.168e-8 -3.596e-9 7.645e-9 1;
10 Hin = a.* (Tin-Tref)+ (b./2) .*(Tin"2-Tref"2)+...

11 (c./3) . *(Tin"3-Tref”3)+(d./4) .* (Tin"4-Tref™4);

12 Hout = a.*(C(3j,iT)-Tref)+(b./2).*(C(j,iT) "2-Tref"2)+...
13 (c./3).*(C(j,1T)"3-Tref"3)+(d./4) .*(C(j,1T) "4-Tref™4);
14 Hgasin = Hin*GC;

15 Hgasout = Hout*C(j,iy02:iyH2)"';

16 end

1 function [f,lambda,COV] = calc lambda(j,C,params)

2 imuw = 5; iT = 15; ipg = 16; ifCe = 19;

3

4 EW = params (30); % membrane equivalent weight (g/mol)

5 rho m = params(31); % dry membrane density (g/cm3)

9 MW = 18.016; % molecular weight of water (g/mol)

7 rho w = 1.1603-5.371e-4*C(j,1iT); % density of water (g/cm3)
8 v0o = MW/rho_w; % molar volume of water (cm3/mol)

9 Vm = EW/rho_m; % molar volume of the membrane (cm3/mol)
10 R = 8.314; % ideal gas constant (J/mol K)

11 fCe0 = params (41);

12

13 a = exp((C(J,imuw)-0.1*VO*C(J,ipg) )/ (R*C(j,1T)));

14 if fCel ==

15 b3 = 36; b2 = -42.8; bl = 20.45; b0 = 0.05;

16 lambda = b3*a”"3+b2*a”2+bl*a+b0;

17 else

18 lambda = 1.426+9.88*a+0.1256*C(j,1fCe)-14.73*a"2+...

19 2.826*a*C(j,ifCe)+14.24*a~3-4.0406*%a"2*C(j,1fCe);
20 end

21 f = (lambda*Vv0) / (Vm+lambda*Vv0); $ water volume fraction in membrane
22 COV = lambda/ (Vm+lambda*Vvo0) ;

23 end
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1 function Lmem = calc_Lmem (mode, j,C,params)

2 iT = 15;

3

4 EW = params (30); % membrane equivalent weight (g/mol)

5 rho m = params(31); % dry membrane density (g/cm3)

9 MW = 18.016; % molecular weight of water (g/mol)

7 rho wl = 1.1603-5.371e-4*C(j,1iT); % density of water (g/cm3)
8 V0l = MW/rho wl; % molar volume of water (cm3/mol)

9 Vm = EW/rho_m; % molar volume of the membrane (cm3/mol)
10

11 [~,lambdal] = calc_lambda (j,C,params) ;

12 Imeml = 1+40.36*lambdal*V01/Vm;

13 if mode ==

14 rho w2 = 1.1603-5.371e-4*C(j-1,1iT); % density of water (g/cm3)
15 V02 = MW/rho w2; % molar volume of water (cm3/mol)

16 [~,lambda2] = calc_lambda (j-1,C,params);

17 Imem?2 = 1+0.36*lambda2*Vv02/Vm;

18 else

19 rho w2 = 1.1603-5.371e-4*C(J+1,iT); % density of water (g/cm3)
20 V02 = MW/rho w2; % molar volume of water (cm3/mol)

21 [~,lambda2] = calc_ lambda(j+1,C,params);

22 Imem2 = 1+0.36*lambda2*v02/Vm;

23 end

24 Lmem = 0.5* (Lmeml+Lmem?2) ;

25 end

1 function P = calc pressure (mode,iregion, j,C,params)

2 iNO2 = 7; iNN2 = 8; iNw = 9; iNH2 = 10;

3 iy02 = 11; iyH2 = 14; iT = 15; ipg = 16;

4

5 MW = [31.9988; 28.014; 18.0152; 2.0159]; % molecular weight (g/mol)
6 perm = params (52:56);

7 R = 83.14; % ideal gas constant (cm3 bar/mol K)

8 dx = mesh(j,C,iregion,params);

9 if mode ==

10 CT = (C(j,ipg)/C(j,iT)+C(j-l,ipg)/C(j—l,iT))/2/R;

11 gasmass = ((C(j-1,1y02:1yH2)+C(j,1y02:1iyH2))/2) *MW;

12 gasflux = [C(j-1,1NO2:iNN2) C(j,iNw:iNH2) ] *MW;

13 gasvel = 1/CT*gasflux/gasmass;

14 visc = viscgas(C(j,iT),C(j,1iy02:1yH2));

15 viscL = viscgas(C(j-1,1iT),C(j-1,1iy02:1iyH2));

16 visgL = (visc+viscL)/2;

17 P = gasvel+perm(iregion) /visgL* (C(j,ipg)-C(Jj-1,1ipg)) /dx;
18 elseif mode ==

19 CT = (C(3,1pg) /C(3,iT)+C(3+1,ipg) /C(3+1,1iT)) /2/R;

20 gasmass = ((C(j,iy02:iyH2)+C(J+1,1iy02:1iyH2)) /2) *MW;

21 gasflux = [C(]J,1NO2) C(j,iNN2) C(j,iNw) C(j+1,iNH2)]*MW;
22 gasvel = 1/CT*gasflux/gasmass;

23 visc = viscgas(C(j,iT),C(j,1iy02:1yH2));

24 viscR = viscgas(C(Jj+1,1T),C(j+1,1iy02:1iyH2)) ;

25 visgR = (visc+viscR)/2;

26 P = gasvel+perm(iregion) /visgR* (C (j+1,1ipg)-C(Jj,ipg)) /dx;
27 end

28 end

137




O J o U b Wb

DD B DD DWWWWWWwWwWwwwwNhddhNNNNNdNNMMNNRERPEPRFRERPRRARRERRERER B O
N D WNPFPFOWOWOJdJOHUd WNDEFPOWOWLJoOU P WNE OWOWJo U b whPEFE O

func

iT =

tion [kappa,xi,alphaCel,tCe,alphal0,alphaCeCe] =...
calc mem props (mode, j,C,params)

15; ifCe = 19;

[o)

epsM = params (47:51); % volume fraction of ionomer

fCel
boun
ireg

if £

else

end
end

= params (41);
d = params (9:14);
ion = region (mode, j,bound);

CeQ ==

[kappal,xil,alpha00l] = calc props(iregion, j,C,params);

if mode ==
[kappa2,xi2,alphal02]

else
[kappa2,xi2,alpha002] = calc props(iregion,j+1,C,params);

end

kappa = 0.5* (kappal+tkappaZ2);

xi = 0.5*%(x11+x12);

alpha00 = 0.5* (alpha00l+alpha002);

alphaCe0 = 0;

alphaCeCe = 0;

calc props (iregion,j-1,C,params);

tCe = 0;
% the 0.1 converts cm3 bar/mol K ---> J/mol K
[~,lambdal] = calc lambda(j,C,params);

[alpha00l,alphaCell,alphaCeCel, xil, tCel, kappal] =
calc_cerium props (lambdal,1-C(j,ifCe),C(3j,1iT),params);

if mode ==
[~,lambda2] = calc lambda(j-1,C,params);
[alpha002,alphaCe02,alphaCeCe2,xi2, tCe2, kappa?l] .
calc_cerium props (lambda2,1-C(j-1,1ifCe),C(j-1,1iT),params);

else
[~,lambda2] = calc_lambda (j+1,C,params) ;
[alpha002,alphaCe02,alphaCeCe2,xi2, tCe2, kappa2] = ...
calc_cerium props (lambda2,1-C(j+1,1ifCe),C(j+1,1iT),params);
end
% divide 1/100 convert from S/m to S/cm
kappa = (1/100)*0.5* (kappal+kappa?2) *epsM(iregion)~1.5;
xi = 0.5*%(x11+x12);
tCe = 0.5* (tCel+tCe2) *epsM(iregion)~1.5;
alpha00 = (1/100)*0.5* (alpha00l+alpha002) *epsM(iregion)"~1.5;
alphaCe0 = (1/100)*0.5* (alphaCeOl+alphaCe02) *epsM(iregion)"~1.5;
alphaCeCe = (1/100)*0.5* (alphaCeCel+alphaCeCe2) *epsM(iregion)"1.5;
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function
imuw = 5;

[condmemv, alphav,xiv] = calc props(iregion, j,C,params)
iT = 15; ipg = 16;

EW = params(30); % membrane equivalent weight (g/mol)

rho m = p
MWO = 18.
R = 8.314
Tref = 30
fperc = 0
epsM = pa
% membran
rho w = 1
V0 = MWO/
Vm = EW/r
a = exp((
% calcula
b3 = 36;

xlamv = b
% calcula
cwaterv =
cmemv = 1
fwaterv =

% electro
if xlamv
xiv =
else
xiv =
end
DH20m = 1
DH20 = DH
xwaterv =
alphav =
% membran

o)

arams (31); % dry membrane density (g/cm3)
0152; % molecular weight of water (g/mol)
; % ideal gas constant (J/mol K)

+273.15; % reference temperature (K)

.06; % conductivity percolation threshold
rams (47:51); % volume fraction of ionomer

e properties

.1603-5.371e-4*C(j,1iT); % density of water (g/cm3)
rho w;

ho m; % molar volume of the membrane (cm3/mol)
C(j,imuw) -0.1*V0*C (3, ipg))/ (R*C(3,iT)));

te water content from isotherm (Weber & Newman 2004)

b2 = -42.8; bl = 20.45; b0 = 0.05;

3*a”3+b2*a”2+bl*a+b0;

ted membrane properties
xlamv/ (VO*xlamv+Vm) ;

/ (VO*xlamv+Vm) ;
xlamv*V0/ (x1lamv*V0+Vm) ;

osmotic coefficient (mol H20/mol H+)
<1
xlamv;

1;

.8e-5*exp (20000/R* (1/Tref-1/C(j,1iT)));
20m* fwaterv;

cwaterv/ (cwaterv+cmemv) ;
cwaterv*DH20/R/C(3,1iT)/ (1-xwaterv) ;

e conductivity (S/cm)

if fwaterv < fperc

condm
disp (

emv = le-5;
'failure: membrane conductivity is zero')

elseif fwaterv >= 0.45

sigp = 0.5*(0.45-fperc)"1.5;
sigmxv = exp(15000/R* (1/Tref-1/C(3,1iT)));
condmemv = sigp*sigmxv;

else
sigp = 0.5* (fwaterv-fperc)”~1.5;
sigmxv = exp(15000/R* (1/Tref-1/C(3,1iT)));
condmemv = sigp*sigmxv;

end

% effective properties

condmemv = condmemv*epsM(iregion)”1.5;

alphav = alphav*epsM(iregion)”1.5;

xiv = xiv*epsM(iregion)"1.5;

end
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1 function psiH2 = calc_psiH2 (mode, j,C,params)

2 icRfS03 = 25; 41T = 15;

3 R = 8.314; % ideal gas constant (J/mol K)

4 Tref = 30+273.15; % reference temperature (K)

5 EW = params (30); % membrane equivalent weight (g/mol)

6 rho m = params(31); % dry membrane density (g/cm3)

7 degkin = params (22);

8 fl = calc lambda(j,C,params);

9

10 % H2 permeation coefficient (mol/bar/cm/s)

11 psiH21 = (2.2e-11*fl1+2.9e-12)*exp((21000/R)*(1/Tref - 1/C(3,1iT)));
12 if mode ==

13 f2 = calc lambda(j-1,C,params);

14 pPsiH22 = (2.2e-11*%£2+2.9e-12) *exp ((21000/R)* (1/Tref - 1/C(j-1,1iT)));
15 else

16 f2 = calc lambda(j+1,C,params);

17 pPsiH22 = (2.2e-11*%£2+2.9e-12) *exp ((21000/R)* (1/Tref - 1/C(j+1,1iT)));
18 end

19

20 if degkin == 1

21 psiH2 = 0.5* (psiH21+psiH22);

22 else

23 x = (C(j,1cRfS03))/ (rho m/EW);

24 psiH2 = 0.5*(102*x"2-201*x+100) * (psiH21+psiH22) ;

25 end

26 end

1 function psiO2 = calc _psiO2 (mode, j,C,params)

2 icRfS03 = 25; iT = 15;

3 R = 8.314; % ideal gas constant (J/mol K)

4 Tref = 30+273.15; % reference temperature (K)

5 EW = params (30); % membrane equivalent weight (g/mol)

6 rho m = params(31); % dry membrane density (g/cm3)

7 degkin = params (22);

8 fl = calc lambda(j,C,params);

9

10 $ 02 permeation coefficient (mol/bar/cm/s)

11 psi021 = (1.9e-11*fl+1.1e-12)*exp((22000/R)*(1/Tref - 1/C(3,1iT)));
12 if mode ==

13 f2 = calc lambda(j-1,C,params);

14 psi022 = (1.9e-11*f2+1.1e-12) *exp ((22000/R) *(1/Tref - 1/C(3j-1,1iT)));
15 else

16 f2 = calc lambda(j+1,C,params);

17 psi022 = (1.9e-11*f2+1.1e-12)*exp((22000/R)*(1/Tref - 1/C(J+1,1iT)));
18 end

19

20 if degkin ==

21 psi02 = 0.5* (psi021+psi022);

22 elseif degkin ==

23 x = (C(j,1cRfS03))/ (rho m/EW);

24 psi02 = 0.5*%(102*x72-201*x+100) * (psi021+psi022) ;

25 end

26 end
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1 function sigmaeff = calc_sigma(iregion,params)

2 sigma = params (29); % bulk-phase conductivity (S/cm)

3 eps0 = params (42:46); % void fractions for gas transport

4 epsM = params (47:51); % volume fraction of ionomer

5 fwet = params(57:61); % fraction of hydrophilic pores

9 eta = params (62:66); % teflon loading

7 epssolid = 1l-epsO(iregion)-epsM(iregion);

8 epsl = fwet (iregion) *eta(iregion) *epssolid;

9 sigmaeff = sigma*epsl”1l.5;

10 end

1 function D = diffcoeff(p,T)

2 % Calculates diffusion coefficients for binary gas systems

3 % at low pressures using kinetic theory

4 % see Properties of Gases and Liquids, 5th ed.

5 % Poling, Prausnitz, O'Connell

6 $ pg 11.5-11.7

7

8 % gas phase species

9 % 1 = oxygen, 2 = nitrogen, 3 = water, 4 = hydrogen

10

11 MW = [31.9988 28.014 18.015 2.0159]; % molecular weight

12 sig = [3.467 3.798 2.641 2.827]; % characteristic length (Angstrom)
13 e = [106.7 71.4 809.1 59.7]1; % Lennard-Jones energy

14 % divided by Boltzmann's constant
15 $ k = 1.3806e-23 (m2 kg/s2 K)
16 sigij = 0.5* (sig+sig');

17 eij = (e.*e').”0.5;

18 MWij = 2* ((1./MW)+(1./MW) ") .~=1;

19 Tstar = T./eij;

20 P = p/1.01325; % convert pressure from bar to atm

21 OmegaD = 1.06036./ (Tstar.”0.15610)+0.19300./exp(0.47635.*Tstar)+...
22 1.03587./exp(1.52996.*Tstar)+1.76474./exp(3.89411.*Tstar);

23 D = (0.00266*T*1.5)./(P*MWij."0.5.*sigij.”2.*0OmegaD); % cm2/s

24 end

1 function Dk = knudsen (T,MW, rad)

2

3 R = 8.3143; % ideal gas constant (J/mol K)

4 MW = MW*le-3; % molecular weight of water kg/mol

5 dia = 2.*rad./le6; % mean pore radius (convert from micron to m)

6

7 % Measurements of Pore Size Distribution, Porosity, Effective Oxygen
8 % Diffusivity, and Tortuousity of PEM Fuel Cell Electrodes

9 % Z. Yu, R. N. Carter, J. Zhang

10 % Fuel Cells 12, 2012 No. 4, 557-565

11 | Dk = (dia./3).*sqrt ((8*R*T) ./ (pi*MW)) ;

12 Dk = Dk*1led4; % convert from m2/s to cm2/s

13 end
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func
% Ca
1iNwm
iy02

% pa
boun
nj =
F =

R

ireg
dx =

[

% ef
thco
% Co
cond
if j

end

% Co
if j

else
else
end
if j
else
else
else
else
else
else

end

tion energyfluxleft = energyfluxleft(j,C,Cp,sigma, kappa, params)
lculates the flux exiting the box to the left of point j

em = 6; 1iNO2 = 7; 1iNN2 = 8; iNw = 9; iNH2 = 10;
= 11; iyH2 = 14; iT = 15; ipg = 16;

rameters

d = params (9:14);

bound (6) ;

96485; % Faraday's constant (C/mol)

83.14; % ideal gas constant (cm3 bar/mol K)

ion = region (1, j,bound);
mesh (j,C,iregion,params) ;

fective thermal conductity (W/cm K)
nd = params (72:76);
nduction

= -thcond (iregion) *(C(j,iT)-C(j-1,4iT)) /dx;

~= 1

a [28.11 31.15 32.24 27.14 1;
b [-3.68e-6 -1.357e-2 1.924e-3 9.274e-3 1;
c = [1.746e-5 2.68e-5 1.055e-5 -1.381e-5];
d [-1.065e-8 -1.168e-8 -3.596e-9 7.645e-9 1;
Cpr = a + b.*C(j-1:3,1iT) + c.*(C(j-1:3,41T))."2 +d.*(C(j-1:3,41T)) ."3;
Cpgas = Cpr*C(j-1:j,1iy02:1iyH2)"';

CpgasL = (Cpgas(l,1)+Cpgas(2,2))/2;
if § > bound(2) && j <= bound(5)
Cpw = (2.7637e5-2090.1*C(j-1:3,1iT)+8.125*C(j-1:3,1iT) ."2—-...
1.4116e-2*C(j-1:3,1iT) .”3+9.3701le-6*C(j-1:73,41T) ."4)/1000;
CpwL = 0.5* (Cpw (1) +Cpw(2)) ;
end

nvection (Flux into the box to the left)
> 1 && J <= bound(3)
gasflux = C(Jj,1iNH2)+C(j, iNw)+C(j-1,iNO2)+C(j-1,iNN2) ;
if 3 > bound(4) && j <= nj
gasflux = C(j-1,1iN0O2)+C(j-1,iNN2)+C(j-1,iNw)+C(j,iNH2) ;

gasflux = 0;

== 1

conv = 0;

if 3 > 1 && j <= bound(2)

conv = CpgasL*gasflux* ((C(j,iT)+C(j-1,1T))/2);

if 3 > bound(2) && j <= bound(3)

conv = (CpgasL*gasflux+CpwL*C (j-1, iNwmem))* ((C(j,1iT)+C(3-1,1T))/2);
if 3 > bound(3) && j <= bound(4)

conv = CpwL*C (j-1,iNwmem)* ((C(3,iT)+C(3-1,1T))/2);

if 3 > bound(4) && j <= bound(5)

conv = (CpgasL*gasflux+CpwL*C (j-1, iNwmem))* ((C(j,1T)+C(j-1,1T))/2);
if jJ > bound(5) && j < nj

conv = CpgasL*gasflux* ((C(j,iT)+C(j-1,1T))/2);

if §j == nj

conv = 0;
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Reaction terms

% reaction 1 = HOR heat generation
% reaction 2 = ORR heat generation
% reaction 3 = ohmic heating

st = [1 2*F -4*F];

heat = heat react(j,iregion,C, sigma, kappa,params) ;

if §J ~=1
heatlL = heat react(j-1,iregion,C,sigma, kappa,params) ;

else
heatl = heat;

end

w = 0.75;

gen = st* (wr*heat+ (1l-w)*heatl) *dx/2;

acc = 0;

if isempty(Cp) == % transient
dt = params(77); % time spacing
a = [28.11 31.15 32.24 27.14 1;
b = [-3.68e-6 -1.357e-2 1.924e-3 9.274e-3 1;
c = [1.746e-5 2.68e-5 1.055e-5 -1.38le-5];
d = [-1.065e-8 -1.168e-8 -3.596e-9 7.645e-9 1;
Cprp = + b.*Cp(3-1:3,1iT) + c.*(Cp(j-1:3,iT))."2 +...

a

d.*(Cp(j-1:3,1T)) ."3;

Cpgasp = Cp(j-1:7,1y02:1iyH2) *Cprp';

Cpgaslp = (Cpgasp(1l,1)+Cpgasp(2,2))/2;

CT = (C(j,ipg)/C(j,iT)+C(j—l,ipg) /C(j_l/iT))/(Z*R);

CTp = (Cp(J,ipg)/Cp(3,1iT)+Cp(3-1,1ipg)/Cp(3-1,1iT))/(2*R);

dTdt = w*0.5* (CpgasL*CT*C(j,iT)-CpgasLp*CTp*Cp(j,iT))/dt+...

(1-w) *0.5* (CpgasL*CT*C (j-1,1iT) -CpgasLp*CTp*Cp (j-1,1iT)) /dt;
acc = dTdt*dx/2;

end

% Flux leaving the box to the left
energyfluxleft = cond + conv + gen - acc;
end
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function energyfluxright = energyfluxright (j,C,Cp, sigma, kappa, params)
% Calculates the flux exiting the box to the left of point j
iNwmem = 6; iNO2 = 7; 1iNN2 = 8; iNw = 9; iNH2 = 10;

iy02 = 11; iyH2 = 14; iT = 15; ipg = 16;

% parameters

bound = params (9:14);

nj = bound(6);

F = 96485; % Faraday's constant (C/mol)

R 83.14; % ideal gas constant (cm3 bar/mol K)

iregion = region(2,j,bound);

dx = mesh(j,C,iregion,params);

% effective thermal conductity (W/cm K)
thcond = params (72:76);

o)

% Conduction

cond = -thcond(iregion)* (C(Jj+1,iT)-C(j,1iT)) /dx;
if jJ ~= nj
a [28.11 31.15 32.24 27.14 1;
b [-3.68e-6 -1.357e-2 1.924e-3 9.274e-3 1;
c = [1.746e-5 2.68e-5 1.055e-5 -1.381e-5];
d [-1.065e-8 -1.168e-8 -3.596e-9 7.645e-9 ];
Cpr = a + b.*C(J:3+1,1iT) + c.*C(j:J+1,1iT)."2 +d.*C(J:3+1,1iT) ."3;
Cpgas = Cpr*C(j:j+1,1iy02:iyH2)"';

CpgasR = (Cpgas(l,1)+Cpgas(2,2))/2;
if § > bound(2) && j <= bound(5)
Cpw = (2.7637e5-2090.1*C(j:j+1,iT)+8.125*C(J:J+1,1T) ."2-...
1.4116e-2*C(j:3+1,1iT) .”3+9.3701le-6*C(j:j+1,41T)."4)/1000;
CpwR = 0.5* (Cpw (1) +Cpw (2)) ;
end
end

% Convection (Flux into the box to the left)
if J >= 1 && 7 < bound(3)

gasflux = C(j+1,1iNH2)+C (j+1,iNw)+C(j,iNO2)+C (j,1NN2) ;
elseif j >= bound(4) && j < nj

gasflux = C(j,1N0O2)+C(j,iNN2)+C(j,iNw)+C(j+1,1iNH2) ;
else

gasflux = 0;
end
if 3 =1
conv = 0y
elseif jJ > 1 && j <= bound(2)
conv = CpgasR*gasflux*C(j,1iT);
elseif j > bound(2) && j < bound(3)
conv = (CpgasR*gasflux+CpwR*C (j,iNwmem))* (C(J+1,1iT)+C(j,1iT))/2;
elseif j >= bound(3) && j < bound(4)
conv = CpwR*C (j, iNwmem) * (C (j+1,1iT)+C(J,1iT))/2;
elseif j >= bound(4) && j < bound(5)
conv = (CpgasR*gasflux+CpwR*C (j,iNwmem) ) * (C(j+1,1iT)+C(J,1iT))/2;
elseif j >= bound(5) && j < nj
conv = CpgasR*gasflux* (C(j+1,iT)+C(j,1T))/2;
elseif j == nj
conv = 0;
end
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Reaction terms

% reaction 1 = HOR heat generation

% reaction 2 = ORR heat generation

% reaction 3 = ohmic heating

st = [1 2*F -4*F];

heat = heat react(j,iregion,C, sigma, kappa,params) ;
if 3 ~=1

heatR = heat react(j+1l,iregion,C, sigma, kappa,params) ;
else
heatR = heat;

end

w = 0.75;

gen = st* (wr*heat+ (1-w)*heatR) *dx/2;

acc = 0;

if isempty(Cp) == 0 $ transient
dt = params(77); % time spacing
a = [28.11 31.15 32.24 27.14 1;
b = [-3.68e-6 -1.357e-2 1.924e-3 9.274e-3 1;
c = [1.746e-5 2.68e-5 1.055e-5 -1.381le-51;
d = [-1.065e-8 -1.168e-8 -3.596e-9 7.645e-9 ];
CT = (C(3,1ip9) /C(3,1iT)+C(3+1,1ipg) /C(J+1,1iT))/(2*R);
CTp = (Cp(Jj,ipg)/Cp(J,1iT)+Cp(J+1,1ipg)/Cp(3+1,1T))/ (2*R);

Cprp = a + b.*Cp(Jj:3+1,1iT) + c.*(Cp(j:j+1,iT))."2 +...
d.*(Cp(J:j+1,1iT)) ."3;
Cpgasp = Cp(j:j+1,1y02:iyH2) *Cprp';
CpgasRp = (Cpgasp(1l,1)+Cpgasp(2,2))/2;
dTdt = w*0.5* (CT*CpgasR*C (j,1T)-CTp*CpgasRp*Cp (j,iT))/dt +
(1-w) *0.5* (CT*CpgasR*C (j+1,iT) -CTp*CpgasRp*Cp (J+1,iT)) /dt;
acc = dTdt*dx/2;
end

% Flux leaving the box to the left
energyfluxright = cond + conv - gen + acc;

end
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function eq = eqn(j,jp,k,dC,C,Cp,params)
This function contains the governing differential equations.

o

o

% j = current mesh point
% eq = array of equation residuals
% Jp = perturbed value of j (for numerical derivatives)

o

k = identifies the perturbed variable

% dC = size of perturbation
%

% n = number of variables

% nj = number of mesh points

C(p,k) = C(Jp, k) +dC;
% unknowns at each mesh point

iil = 1; ivl = 2; ii2 = 3; iv2 = 4; imuw = 5; iNwmem = 6; 1iNO2 = 7;

” ~e

iNN2 = 8; iNw = 9; iNH2 = 10; iy02 = 11; iyN2 = 12; iyw 13; iyH2 = 14;
iT = 15; ipg = 16; iL = 17; itau = 18; ifCe = 19; imuCe = 20; iNCe = 21;
inCe = 22; iNH202 = 23; icH202 = 24; icRfS03 = 25; iNHF = 26; icHF = 27;
icCO2H = 28; icRfalphaO = 29; icRfbetaO = 30; icOH = 31;

[o)

% discretization
bound = params (9:14); nj = bound(6);
L = params (15:19);

%% Physical Properties

zCe = 3; % charge of cerium ion, assume Cerium is in Ce3+ form
zH = 1; % charge of a proton

F 96485; % Faraday's constant (C/mol)

R = 8.314; % ideal gas constant (J/mol K)

iregionl = region(l,j,bound);

iregion2 = region(2,j,bound);

PO = params(24); % pressure (bar)

EW params (30); $ membrane equivalent weight (g/mol)
rho m = params(31); % dry membrane density (g/cm3)
eps hole = params(40); % pinhole volume fraction

40
eps0 = params (42:46); % void fractions for gas transport
1)

epsM params (47:51); % volume fraction of ionomer
fCe0 = params (41); fraction of S03- site occupied by Ce
degkin = params (22); % empirical (1) or microkinetics (2)

%% Gas Channel Mass Balances

if 3 == % anode gas channel
% feed gas (can include N2 as inert), if yH2 = 1, then pure H2 feed
yH2 = 1;
% mole fractions in
RHa = params (26); % relative humidity
Pwsat = params (28); % water vapor pressure (bar)
aywin = RHa*Pwsat/PO0;
ayH2in = (l-aywin) *yH2;
ayN2in = (l-aywin) * (1-yH2) ;

o)

% total dry gas flow in
l1feed = params(32); % feed stoich/flow
flowmode = params (21

) ;
if flowmode == 1 % constant stoich
adgNin = (C(3j,111)/(2*F))* (1feed/yH2) ;
elseif flowmode == 2 % constant flow
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58 adgNin = 1lfeed*7.45e-7; % sccm —-> mol/s
59 end

60 % gas flows in

61 aNwin = adgNin*RHa*Pwsat/ (PO-RHa*Pwsat) ;
62 aNN2in = adgNin* (1-yH2) ;

63 % total gas flow in

64 agasNin = aNwintadgNin;

65 % total dry gas flow out

66 adgNout = adgNin - C(j,iNH2) - C(j,1NN2);
67 % mole fractions and gas flows out

68 aywout = C(Jj,1iyw);

69 aNwout = adgNout*aywout/ (l-aywout) ;

70 aNN2out = aNN2in - C(j,iNN2);

71 ayN2out = aNN2out/ (aNwout+adgNout) ;

72 aNwDM = fluxright (j,iNw,C,Cp,params) ;

73 % total gas flow out

74 agasNout = aNwout+adgNout;

75 elseif j == nj % cathode gas channel

76 % feed gas (air)

77 y02 = 0.21;

78 yN2 = 0.79;

79 % mole fractions in

80 RHc = params (27); % relative humidity
81 Pwsat = params (28); % water vapor pressure (bar)
82 cywin = RHc*Pwsat/PO0;

83 cyO02in = (l-cywin) *y02;

84 cyN2in = (l-cywin) *yN2;

85 % total dry gas flow in

86 lair = params(33); % air stoich/flow

87 flowmode = params(21);

88 if flowmode == % constant stoich

89 cdgNin = (C(3j,1il1)/(4*F))*(lair/cy02in);
90 elseif flowmode == % constant flow

91 cdgNin = lair*7.45e-7; % sccm -> mol/s
92 end

93 % gas flows in

94 cNwin = cdgNin*RHc*Pwsat/ (PO-RHc*Pwsat) ;
95 cNN2in = cdgNin*yN2;

96 % total gas flow in

97 cgasNin = cNwin+cdgNin;

98 % total dry gas flow out

99 cdgNout = cdgNin+C (j,iNO2)+C(j,1iNN2) ;

100 % mole fractions and gas flows out

101 cywout = C(Jj,1iyw);

102 cNwout = cdgNout*cywout/ (1-cywout) ;

103 cNN2out = cNN2in+C (j, iNN2) ;

104 cyN2out = cNN2out/ (cNwout+cdgNout) ;

105 cNwDM = fluxleft(j,iNw,C,Cp,params) ;

106 % total gas flow out

107 cgasNout = cNwout+cdgNout;

108 | end

109

110 | % Governing Equations

111

112 | $ Equation 1: solid phase current

113 if j <= bound(3)

114 eq(iil) = (C(j+1,ii2)-C(j,1i2))+(C(j+1,1iil)-C(j,1i1));
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115 elseif j > bound(3) && j < bound(4)

116 eqg(iil) = C(3j,1i1);

117 else

118 eqg(iil) = (C(j,1ii1)-C(3-1,1iil))+(C(j,1ii2)-C(j-1,1ii2));
119 end

120

121 | $ Equation 2: solid phase potential

122 if j ==

123 eqg(ivl) = C(j,1ivl);

124 elseif jJ > 1 && J <= bound(3)

125 dx = mesh(j,C,iregionl,params);

126 sigma = 0.5* (calc_sigma(iregionl,params)+...

127 calc_sigma(iregion2,params)) ;

128 eq(ivl) = C(j,1iil) + sigma*(C(j,ivl1)-C(j-1,ivl)) /dx;
129 elseif j > bound(3) && J < bound(4)

130 eqg(ivl) = C(j,1ivl);

131 elseif j >= bound(4) && j < nj

132 dx = mesh(j,C,iregion2,params);

133 sigma = 0.5* (calc_sigma(iregionl,params)+...

134 calc_sigma(iregion2,params)) ;

135 eq(ivl) = C(j,1iil) + sigma*(C(j+1,1ivl)-C(j,ivl)) /dx;
136 elseif j == nj

137 iv = params (23);

138 IVmode = params (20) ;

139 if IVmode ==

140 eq(ivl) = C(j,1iil) - iv; % specify current density (A/cm?2)
141 elseif IVmode == 2

142 eqg(ivl) = C(j,ivl) - iv; % specify cell potential (V)
143 end

144 end

145

146 | & Equation 3: membrane phase current

147 if j < bound(2)

148 eq(iiz2) = C(3,112);

149 elseif j == bound(2)

150 eq(ii2) = fluxright(j,ii2,C,Cp,params);

151 elseif j > bound(2) && j <= bound(5)

152 eqg(iiz) = fluxleft(j,1i2,C,Cp,params)-...

153 fluxright (j,ii2,C,Cp,params) ;

154 else

155 eq(ii2) = C(3,112);

156 end

157

158 | $ Equation 4: membrane phase potential

159 if j < bound(2)

160 eq(iv2) = C(j,1iv2);

161 elseif j >= bound(2) && j < bound(5)

162 dx = mesh(j,C,iregion2,params);

163 [kappa, xi,alphaCel, tCe, ~,alphaCeCe] =

164 calc_mem props(2,j,C,params);

165 if fCel ==

166 eq(iv2) = C(j,1ii2)+kappa* (C(J+1,1iv2)-C(]J,iv2))/dx +...
167 ((kappa*xi) /F)* (C(j+1, imuw) -C (J, imuw) ) /dx;
168 else

169 alphaHO = -alphaCe0O*zCe;

170 alphaHCe = -alphaCeCe*zCe;

171 NH = - (kappa* (1-tCe)/ (zH*F))* (C(j+1,iv2)-C(j,iv2))/dx —-...
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(alphaHO+ (kappa*xi* (1-tCe) )/ (zH*F"2) ) *...
(C(j+1,imuw)-C(j, imuw) ) /dx —-...

(alphaHCe+ ((1-tCe) *tCe*kappa) / (zH*zCe*F"2) ) *...
(C(j+1,imuCe)-C(j, imuCe)) /dx;

eqg(iv2) = C(j,1ii2) - (zH*NH+zCe*C(j,iNCe) ) *F;
end
elseif j == bound (5)
eq(iv2) = fluxleft(j,ii2,C,Cp,params);
else
eq(iv2) = C(J,1iv2);

end
% Equation 5: Water chemical potential in the membrane
if 7 < bound(2)
eq (imuw) = C(Jj,imuw) ;
elseif j >= bound(2) && j < bound(5)
dx = mesh(j,C,iregion2,params);
[kappa, xi,alphaCel, tCe,alphal0] =
calc_mem props(2,j,C,params);
if fCe0 == 0
eqg(imuw) = C(j, iNwmem) +....
((kappa*xi)/F)*(C(j+1,iv2)-C
(alpha00+ (kappa*xi”2) /F~2) * (

(3,1v2)) /dx +...
C(j+1,imuw)-C(j, imuw) ) /dx;
else

eq (imuw)=C (J, iNwmem) + (alphaCe0+ (xi*tCe*kappa) / (zCe*F"2)) *. ..

(C(j+1,imuCe)-C(j,imuCe))/dx + ((kappa*xi)/F)*...

(C(3+1,1iv2)-C(]j,1iv2))/dx + alpha00+ (kappa*xi”~2)/F"2)*...

(C(j+1, imuw) -C (j, imuw) ) /dx;

end
elseif j == bound(5)

eq(imuw) = fluxleft (j, iNwmem,C,Cp,params) ;
else

eq(imuw) = C(j, imuw) ;

end

% Equation 6: Water flux in the membrane
if 7 < bound(2)

eq (iNwmem) = C(j, iNwmem) ;
elseif j == bound(2)
eq (iNwmem) = fluxright (j, iNwmem, C,Cp,params) ;
elseif j > bound(2) && j <= bound(5)
eq (iNwmem) = fluxleft (j, iNwmem,C,Cp,params) -—...
fluxright (j, iNwmem, C, Cp, params) ;
else
eg (iNwmem) = C(Jj, iNwmem) ;
end

[o)

% Equation 7: Oxygen flux

if j ==
eq (iNO2) = C(j,1iNO02);
else
eq (iNO2) = fluxleft(j,iNO2,C,Cp,params)-...
fluxright (j, iNO2,C,Cp, params) ;
end

o)

% Equation 8: Nitrogen flux
if § ==
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ayN2avg = (ayN2in+ayN2out)/2;
eg (iNN2) = C(j,1yN2) - ayN2avg; % gas channel mass balance
else
eq (iNN2) = fluxleft(j,iNN2,C,Cp,params)-...
fluxright (j, iNN2,C,Cp, params) ;
end

%% NO PINHOLE
if eps hole ==
% Equation 9: Water flux

if § ==
eq (iNw) = aNwin - aNwDM - aNwout; % gas channel mass balance
elseif 7 > 1 && j <= bound(3)
eq (iNw) = fluxleft(j,iNw,C,Cp,params)-...

fluxright (j, iNw,C,Cp,params) ;
elseif j > bound(3) && J < bound(4)
eq(iNw) = C(Jj,iNw);
elseif j >= bound(4) && j < nj
eq (iNw) = fluxleft(j,iNw,C,Cp,params)-...
fluxright (j, iNw,C,Cp,params) ;
elseif j == nj
eq (iNw) = cNwin + cNwDM - cNwout; % gas channel mass balance
end
% Equation 10: Hydrogen flux
if § ==
eq (iNH2) = C(j,iNH2) - fluxright(j,iNH2,C,Cp,params);
elseif 7 > 1 && j < bound(5)
eq (iNH2) = fluxleft(j,iNH2,C,Cp,params)-...
fluxright (j, iNH2,C,Cp, params) ;
else
eq (iNH2) = C(j,1iNH2);
end
% Equation 11: Oxygen mole fraction
if j < bound(3)
eq(iy02) = stefan maxwell(2,j,1iy02,C,params);
elseif j >= bound(3) && j < bound(4)
dx = mesh(j,C,iregion2,params) ;
psiO2 = calc psi0O2(2,Jj,C,params);
eq(iy02) = C(j,1iN02) + (psiO2*(C(j+1,iy02)-C(]j,1iy02)))/dx;

elseif j >= bound (4)
eq(iy02) = C(J,1y02)+C(j,1yN2)+C(J,iyw)+C(J,1yH2)-1;

end

o)

% Equation 12: Nitrogen mole fraction
if j < bound(4)

eq(iyN2) = C(j,1iyN2);
elseif j >= bound(4) && j < nj

eq(iyN2) = stefan maxwell(2,j,1iyN2,C,params);
elseif j == nj

cyN2avg = (cyN2in+cyN2out) /2;

eq(iyN2) = C(j,1yN2)-cyN2avg;
end
% Equation 13: Water mole fraction
if § ==

eq(iyw) = C(j,iNw) - fluxright(j,iNw,C,Cp,params) ;
elseif 7 > 1 && j <= bound(3)

eq(iyw) = stefan maxwell(l,j,iyw,C,params);

elseif j > bound(3) && j < bound(4)
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286 eq(iyw) = C(J,1iyw);

287 elseif j >= bound(4) && j < nj

288 egq(iyw) = stefan maxwell(2,Jj,iyw,C,params);

289 elseif j == nj

290 eg(iyw) = C(j,iNw) - fluxleft(j,iNw,C,Cp,params);
291 end

292 % Equation 14: Hydrogen mole fraction

293 if j <= bound(3)

294 eq(iyH2) = (C(3,iyw)+C(j,1iyH2)+C(3,1iyN2)+C(j,iy02))-1;
295 elseif j > bound(3) && j <= bound (4)

296 dx = mesh(j,C,iregionl,params) ;

297 psiH2 = calc psiH2(1,]j,C,params);

298 eq(iyH2) = C(j,iNH2) + (psiH2*(C(j,iyH2)-C(j-1,iyH2))) /dx;
299 elseif j > bound (4)

300 eq(iyH2) = stefan maxwell(1l,3j,iyH2,C,params);

301 end

302 % Equation 16: Pressure

303 if j ==

304 eq(ipg) = C(j,ipg) - PO;

305 elseif j > 1 && j <= bound(3)

306 eq(ipg) = calc pressure(l,iregionl, j,C,params);

307 elseif j > bound (3) && j < bound(4)

308 eq(ipg) = C(j,ipg);

309 elseif j >= bound(4) && j < nj

310 eq(ipg) = calc pressure(2,iregion2,j,C,params);

311 elseif j == nj

31z eq(ipg) = C(j,ipg) - PO;

313 end

314

315 | else

316 | $% PINHOLE

317 % Equation 9: Water flux

318 if 3 ==

319 eqg (iNw) = aNwin - aNwDM - aNwout; % gas channel mass balance
320 else

321 eq (iNw) = fluxleft(j,iNw,C,Cp,params)-...

322 fluxright (j, iNw,C,Cp,params) ;

323 end

324 % Equation 10: Hydrogen flux

325 if j ==

326 eq (iNH2) = C(j,iyw)+C(j,iyH2)+C(j,1iy02)+C(J,1yN2)-1;
327 else

328 eq (iNH2) = fluxleft(j,iNH2,C,Cp,params)-...

329 fluxright (j,iNH2,C,Cp,params) ;

330 end

331 % Equation 11: Oxygen mole fraction

332 if §J < nj

333 eq(iy02) = stefan maxwell (2,3,1y02,C,params);

334 else

335 eq(iy02) = C(j,1iy02)+C(j,1iyN2)+C(J,iyw)+C(j,iyH2)-1;
336 end

337 % Equation 12: Nitrogen mole fraction

338 if J ==

339 eq(iyN2) = stefan maxwell (2,j,1iyN2,C,params);

340 elseif 7 > 1 && J < nj

341 eq(iyN2) = C(j,1iy02)+C(j,1iyN2)+C(J,iyw)+C(j,iyH2)-1;
342 elseif j == nj
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343 cyN2avg = (cyN2in+cyN2out)/2;

344 eqg(iyN2) = C(j,1iyN2)-cyN2avg;

345 end

346 % Equation 13: Water mole fraction

347 if jJ < nj

348 eq(iyw) = stefan maxwell(2,Jj,iyw,C,params);

349 elseif j == nj

350 eq(iyw) = cNwin + cNwDM - cNwout;

351 end

352 % Equation 14: Hydrogen mole fraction

353 if 3 < nj

354 eq(iyH2) = stefan maxwell(2,j,iyH2,C,params);

355 else

356 eq(iyH2) = C(3j,1NH2);

357 end

358 % Equation 16: Pressure

359 if J == 1

360 eq(ipg) = C(j,ipg) - PO;

361 else

362 eqg(ipg) = calc pressure(l,iregionl,j,C,params);

363 end

364 | end

365

366 | $ Equation 15: Temperature (energy balance)

367 if j == % anode gas channel

368 TO = params (25); % initial temperature (K)

369 Tcool = TO;

370 [Hgasin, Hgasout] = calc_enthalpy(j,T0,C, [0;0;aywin;ayH2in]);
371 aconvin = Hgasin*agasNin;

372 agaslD = 0;

373 for i = iNO2:iNH2

374 agaslD = agaslD + fluxright(j,i,C,Cp,params);

375 end

376 aconvout = Hgasout* (agasNout+agaslD) ;

377 agenohm = C(j,1i1)*C(3j,111)*0.05/100;

378 sigma = calc sigma(iregion2Z, params) ;

379 htcoeff = params(35); % heat transfer coeff (W/cm2 K)
380 eqg(iT) = agenohm-aconvout+aconvin-htcoeff*(C(j,iT)-Tcool) -
381 energyfluxright (j,C,Cp,sigma, [],params) ;

382 elseif J > 1 && j < nj

383 % anode diffusion media, anode catalyst layer, membrane,
384 % cathode catalyst layer, cathode diffusion media

385 sigmal. = calc_ sigma(iregionl, params) ;

386 sigmaR = calc sigma(iregion2, params) ;

387 if j >= bound(2) && j <= bound(5)

388 [kappaL,~,~,~,~,~] = calc_mem props(l,]j,C,params);
389 [kappaR,~,~,~,~,~] = calc mem props(2,Jj,C,params);
390 else

391 kappal = [];

392 kappaR = [1;

393 end

394 eq (iT) = energyfluxleft(j,C,Cp,sigmal, kappal,params) -...
395 energyfluxright (j,C,Cp, sigmaR, kappaR, params) ;

396 elseif j == nj

397 % cathode gas channel

398 TO = params (25); % initial temperature (K)

399 Tin = TO;
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400 Tcool = TO;

401 [Hgasin, Hgasout] =

402 calc_enthalpy(j,Tin,C, [cyO2in;cyN2in;cywin;0]);
403 cconvin = Hgasin*cgasNin;

404 cgaslD = 0;

405 for i = iNO2:iNH2

406 cgaslD = cgaslD + fluxleft(j,i,C,Cp,params);
407 end

408 cconvout = Hgasout* (cgasNout-cgaslD) ;

409 cgenohm = C(j,1i11)*C(3j,111)*0.05/100;

410 sigma = calc_sigma(iregionl, params) ;

411 htcoeff = params (35); % heat transfer coefficient (W/cm2 K)
412 eq(iT) = cgenohm-cconvout+cconvin-htcoeff* (C(j,iT)-Tcool)+...
413 energyfluxleft(j,C,Cp,sigma, [],params);

414 end

415

416 | & Equation 17: Membrane Thickness

417 if jJ > bound(3) && j <= bound(4)

418 eq(il) = C(j,1iL)-C(j-1,1iL);

419 elseif j == bound(3)

420 eqg(iL) = C(j,1iL) - C(j,itau);

421 else

422 eq(iL) = C(j,1iL);

423 end

424

425 | $ Equation 18: Membrane Expansion Fraction

426 if 3 >= bound(3) && j < bound(4)

427 dx = L(3)/ (bound(iregion2+1)-bound (iregion2)) ;
428 Lmem = calc_Lmem(2,3j,C,params);

429 eqg(itau) = C(j+1l,itau)-C(j,itau) +Lmem*dx;

430 else

431 eg(itau) = C(j,itau);

432 end

433

434 | $% initialize transient
435 | if isempty(Cp) ==

436 if fCel ==

437 eqg(ifCe) = C(j,1fCe);

438 eg (imuCe) = C(j,imuCe);

439 eq (iNCe) = C(j,1iNCe);

440 eg(inCe) = C(j,inCe);

441 else

442 % Equation 19: Cerium Exchange Fraction

443 if 3 > bound(2) && j <= bound(5)

444 eq(ifCe) = fluxleft(j,iNCe,C,Cp,params)-...
445 fluxright (j, iNCe, C,Cp, params) ;

446 else

447 eq(ifCe) = C(j,1ifCe);

448 end

449 % Equation 20: Cerium Electrochemical Potential
450 if jJ > bound(2) && j < bound(5)

451 CH = (1/zH)*(1-C(j,1ifCe))* (rho m/EW);
452 CHLI = (1/zH)*(1-C(j+1,ifCe))* (rho m/EW) ;
453 CCe = (1/zCe)*C(j,1ifCe)* (rho m/EW) ;

454 CCel = (1/zCe)*C(j+1,1ifCe)* (rho m/EW);
455 cCe = 0.5* (CCe+CCel);

456 cH = 0.5* (CH+CH1) ;
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T = 0.5%(C(3,1iT)+C(3+1,1iT));

if cCe ==
eq(imuCe) = C(j,imuCe) - le-4;
else
eg (imuCe) = C(j+1,imuCe)-C(j,imuCe) -...
((R*T) /cCe) * (CCel-CCe)+ (zCe/zH) * ((R*T) /cH) * (CH1-CH) ;
end
elseif j == bound(5)
eg(imuCe) = C(j,inCe) - (1/zCe)*fCe0* (rho m/EW)*L(3);
else
eg(imuCe) = C(j,imuCe)-le-4;

end
% Equation 21: Cerium Flux
if j >= bound(2) && j < bound(5)
dx = mesh(j,C,iregion2,params) ;
[kappa, xi,alphaCel, tCe, ~,alphaCeCe] =
calc _mem props(2,],C,params);
eq(iNCe) = C(j,iNCe) + (alphaCeCe+ ((tCe/zCe)"2)*...
(kappa/F”~2)) * (C(j+1,imuCe) -C(j, imuCe)) /dx +
alphaCe0+ (xi*tCe*kappa)/ (zCe*F 2)) *. ..
(j+1, imuw) -C (J, imuw) ) /dx + ((tCe*kappa)/ (zCe*F))*...

(
(
(C(J+1,1iv2)-C(J,1iv2))/dx;

C
C
else
eqg (iNCe) = C(j,1iNCe);
end
% Equation 22: Total Mass of Cerium
if j == bound(2)
eqg(inCe) = C(j,inCe);
elseif j > bound(2) && j <= bound(5)
dx = mesh(j,C,iregionl,params);
eqg(inCe) = C(j,inCe)-C(j-1,inCe) - ...
(1/zCe) *(C(j-1,1fCe) *epsM(iregionl) * (rho m/EW)+...
C(j,1fCe) *epsM(iregionl) * (rho m/EW)) /2*dx;

else
eg(inCe) = C(j,inCe);
end
end
if degkin ==
eqg (1icRfS03) = C(j,1cRfS03);

elseif degkin ==
% Equation 25: Membrane Sulfonic Acid Group Concentration
if § <= bound(2)
eqg (icRfS03) = C(3j,1cR£fsS03);
elseif j > bound(2) && j <= bound(5)
eq(icRfS03) = C(j,icRfsS0O3) - (rho m/EW);
else
eqg (icRfS03) = C(3j,1cR£fsS03);
end
end
% Equation 28: End-Chain Sites
eq (icCO2H) = C(j,icCO2H) ;

% Equation 29: Degraded SO3 Side-Chain
eg(icRfalphaO) = C(j,icRfalphaO);

% Equation 30: Degraded Side-Chain
eq (icRfbetalO) = C(j,icRfbetal);
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else
%% T

ransient

if fCelO ==
eg(ifCe) = C(j,1ifCe);
eg (imuCe) = C(j,imuCe);
eqg (iNCe) = C(j,iNCe);
eqg(inCe) = C(j,inCe);

else

% Equation 19: Cerium Exchange Fraction
if 3 > bound(2) && j <= bound(5)
eqg(ifCe) = fluxleft(j,iNCe,C,Cp,params)-...
fluxright (j, iNCe, C,Cp, params) ;
else
eq(ifCe) = C(j,1ifCe);
end

% Equation 20: Cerium Electrochemical Potential
if 3 > bound(2) && j < bound(5)

CH = (1/zH)*(1-C(j,ifCe))* (rho m/EW) ;
CH1 = (1/zH)*(1-C(j+1,1fCe))* (rho m/EW) ;
CCe = (1/zCe)*C(j,1ifCe)* (rho m/EW) ;

CCel = (1/zCe)*C(j+1,1ifCe)* (rho m/EW);

cCe = 0.5* (CCe+CCel);
cH = 0.5* (CH+CH1) ;
T = 0.5*(C(3,1iT)+C(j+1,iT));

if cCe ==
eq (imuCe) = C(j,imuCe) - le-4;
else
eqg (imuCe) = C(j+1,imuCe)-C(j,imuCe) -...
((R*T) /cCe) * (CCel-CCe)+ (zCe/zH) * ((R*T) /cH) * (CH1-CH) ;
end
elseif j == bound(5)
fCe0 = params (41);
eg(imuCe) = C(j,inCe) - (1/zCe)*£fCe0* (rho m/EW)*L(3);
else
eq (imuCe) = C(j,imuCe)-1le-4;

end
% Equation 21: Cerium Flux
if 3 >= bound(2) && j < bound(5)
dx = mesh(j,C,iregion2,params) ;
[kappa, xi,alphaCel, tCe, ~,alphaCeCe] =
calc_mem props(2,j,C,params);
eq(iNCe) = C(j,1iNCe) + (alphaCeCe+ ((tCe/zCe)"2)*...
(kappa/F"2))*(C(j+1,imuCe)-C(j,imuCe)) /dx +
alphaCe0+ (xi*tCe*kappa) / (zCe*F"2)) *...
(341, imuw) -C (J, imuw) ) /dx + ((tCe*kappa)/ (zCe*F))*...

(
(
(C(j+1,1iv2)-C(J,1iv2))/dx;

C
C
else
eq (iNCe) = C(j,1iNCe);
end
% Equation 22: Total Mass of Cerium
if j == bound(2)
eg(inCe) = C(j,1inCe);
elseif j > bound(2) && j <= bound(5)
dx = mesh(j,C,iregionl,params);
eqg(inCe) = C(j,inCe)-C(j-1,inCe) - ...
(1/zCe) *(C(j-1,1fCe) *epsM(iregionl) * (rho m/EW)+...
C(j,ifCe) *epsM(iregionl) * (rho m/EW)) /2*dx;
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571 if C(j,inCe) < O

572 eqg(inCe) = C(j,1inCe);

573 end

574 else

575 eg(inCe) = C(j,inCe);

576 end

577 end

578

579 if degkin ==

580 eqg (icRfS03) = C(j,1cR£fsS03);

581 eq(icCO2H) = C(j,1cCO2H) ;

582 eqg(icRfalphaO) = C(j,icRfalphaO);

583 eqg (icRfbetal) = C(j,icRfbetal);

584 elseif degkin ==

585 % Equation 25: Membrane Sulfonic Acid Group Concentration
586 if j <= bound(2)

587 eq (icRfS03) = C(j,1cRfS03);

588 elseif j > bound(2) && j <= bound(5)

589 eq (icRfS03) = fluxleft(j,icRfS03,C,Cp,params)—...
590 fluxright (j, icRfS03,C,Cp,params) ;
591 else

592 eq (icRfS03) = C(j,1cRfS03);

593 end

594 % Equation 28: End-Chain Sites

595 if j <= bound(2)

596 eq (icCO2H) = C(j,1icCO2H);

597 elseif j > bound(2) && j <= bound(5)

598 eq (icCO2H) = C(j,1cCO2H) - Cp(3j,1cCO2H);
599 else

600 eq (icCO2H) = C(j,1icCO2H);

601 end

602 % Equation 29: Degraded SO3 Side-Chain

603 if j <= bound(2)

604 eg (icRfalphaO) = C(j,icRfalphaO);

605 elseif j > bound(2) && j <= bound(5)

606 eqg(icRfalphaO) = fluxleft(j,icRfalphaO,C,Cp,params)-...
607 fluxright (j, icRfalphaO, C,Cp, params) ;
608 else

609 eg(icRfalphaO) = C(j,icRfalphaO);

610 end

611

612 % Equation 30: Degraded Side-Chain

613 if § <= bound(2)

614 eq (icRfbetalO) = C(j,icRfbetaOl);

615 elseif j > bound(2) && j <= bound(5)

616 eq (icRfbetalO) = fluxleft(j,icRfbetal,C,Cp,params)-...
617 fluxright (j, icRfbetaO,C,Cp,params) ;
618 else

619 eg (icRfbetalO) = C(j,icRfbetal);

620 end

621 end

622 | end

623

624 | if degkin == 1

625 eq (iNH202) = C(3j,1NH202) ;

626 eq (icH202) = C(j,icH202);

627 eqg(icOH) = C(j,1icOH);
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% Equation 26: HF Flux
if jJ < 0.5* (bound(4) tbound(5))
eq (iNHF) = fluxleft (j,iNHF,C,Cp,params) -...
fluxright (j, iNHF, C,Cp, params) ;
elseif j == 0.5* (bound (4) +bound (5))
eq (iNHF) = C(j, iNHF);
else
eq (iNHF) = fluxleft (j,iNHF,C,Cp,params)-...
fluxright (j, iNHF, C,Cp, params) ;
end
% Equation 27: Fluoride Ion Concentration
DHF GDL = 0.26;% cm2/s (Wong Kjeang 2014)
DHF = 1.5e-6; % cm"2s”-1 (Wong & Kjeang 2014)
if j < bound(2)
dx = mesh(j,C,iregion2,params) ;
eq(icHF) = (C(j+1,icHF)-C(j,icHF))/dx +...
C(j,iNHF) /DHF GDL;
elseif j >= bound(2) && 7 < 0.5* (bound (4) +tbound(5))
dx = mesh(j,C,iregion2,params);
eq(icHF) = (C(j+1,icHF)-C(j,icHF))/dx +...
(C(j,icHF)+C(j+1,icHF))*(C(j+1, iNHF)+C(]j, iNHF)) / (2*DHF) ;
elseif j == 0.5* (bound (4) +bound (5))
eq(icHF) = (C(j+1,icHF)-C(j,icHF))/dx +...
(C(j,icHF)+C(j+1,icHF))* (C(j+1, iNHF)+C(j,iNHF) )/ (2*DHF) +. ..
(C(j,1icHF)-C(j-1,1icHF))/dx +...
(C(j,icHF)+C(j-1,icHF))* (C(j-1,iNHF)+C (j, iNHF)) / (2*DHF) ;
elseif j > 0.5* (bound(4)+bound (5)) && j < bound(5)
dx = mesh(j,C,iregionl,params);
eq(icHF) = (C(j,icHF)-C(j-1,icHF))/dx +...
(C(j,icHF)+C(j-1,icHF))* (C(j-1,iNHF)+C (j, iNHF)) / (2*DHF) ;
else
dx = mesh(j,C,iregionl,params);
eq(icHF) = (C(j,icHF)-C(j-1,icHF))/dx +...
(C(j,icHF)+C(j-1,1icHF))*(C(j-1,iNHF)+C(j,iNHF)) / (2*DHF GDL) ;
end
elseif degkin ==
% Equation 23: Hydrogen Peroxide Flux
if 3 ==
eq (iNH202) = C(j,1cH202);
else
eq (iNH202) = fluxleft(j,iNH202,C,Cp,params)—...
fluxright (j, iNH202,C,Cp,params) ;
end
% Equation 24: Hydrogen Peroxide Concentration
if 7 < bound(2)
dx = mesh(j,C,iregion2,params);
DH202 GDL = 0.188; % cm2/s (Wong Kjeang 2014)
eq(icH202) = C(j,iNH202) + DH202 GDL*epsO(iregion2)”~1.5*...
(C(j+1,1cH202)-C(j,1icH202)) /dx;
elseif j >= bound(2) && j < bound(5)
dx = mesh(j,C,iregion2,params);
DH202 = 1.5e-6; % cm2/s (Gubler)
eqg(icH202) = C(j,1NH202) + DH202*epsM(iregion2)”1.5*...
(C(j+1,1cH202)-C(j,1icH202)) /dx;
elseif j < nj
dx = mesh(j,C,iregion2,params);
DH202 GDL = 0.188; % cm2/s (Wong Kjeang 2014)
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685 eq(icH202) = C(j,iNH202) + DH202 GDL*epsO(iregion2)”~1.5*...
686 (C(3+1,1cH202)-C(j,1icH202)) /dx;

687 else

688 eq (icH202) = C(j,1icH202);

689 end

690 | ¥ Equation 26: HF Flux

691 if § ==

692 eq (iNHF) = C(j,1icHF);

693 else

694 eq (iNHF) = fluxleft(j,iNHF,C,Cp,params)-...
695 fluxright (j, iNHF,C,Cp,params) ;

696 end

697 | ¥ Equation 27: HF Concentration

698 if j < bound(2)

699 DHF GDL = 0.26;% cm2/s (Wong Kjeang 2014)

700 dx = mesh(j,C,iregion2,params) ;

701 eq(icHF) = C(j,iNHF) + DHF GDL*epsO(iregion2)*1.5*...
702 (C(j+1,icHF)-C(]j,icHF)) /dx;

703 elseif j >= bound(2) && j < bound(5)

704 DHF = 1.5e-6; % cm"2s”-1 (Wong & Kjeang 2014)
705 dx = mesh(j,C,iregion2,params);

706 eq(icHF) = C(j,iNHF) + DHF*epsM(iregion2)”1.5*...
707 (C(j+1,icHF)-C(]j,icHF)) /dx;

708 elseif j < nj

709 DHF GDL = 0.26;% cm2/s (Wong Kjeang 2014)

710 dx = mesh(j,C,iregion2,params);

711 eq(icHF) = C(j,iNHF) + DHF GDL*epsO(iregion2)*1.5*...
712 (C(j+1,icHF)-C(j,icHF)) /dx;

713 else

714 eq(icHF) = C(j,1icHF);

715 end

716 | & Equation 31: OH radicals concentration

717 if j <= bound(2)

718 eq(icOH) = C(j,icOH) ;

719 elseif j > bound(2) && j <= bound(5)

720 eq(icOH) = fluxleft(j,icOH,C,Cp,params)-...
721 fluxright (j, icOH,C,Cp,params) ;

722 else

723 eqg(icOH) = C(j,1cOH);

724 end

725 | end
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function NL = fluxleft(j,i,C,Cp,params)

Q

% Calculates the flux exiting the box to the left of point j

ii2 = 3; iNwmem = 6; 1iNO2 = 7; iNw = 9; iNH2 = 10; iT = 15; ipg = 16;
ifCe = 19; iNCe = 21; 1iNH202 = 23; 1icH202 = 24; icRfS03 = 25; 1iNHF = 26;
icHF = 27; icCO2H = 28; icRfalphaO = 29; icRfbetaO = 30; icOH = 31;

% parameters

nspecies = params (3);
bound = params (9:14);

R = 83.14; % ideal gas constant (cm3 bar/mol K)
F = 96485; % Faraday's constant (C/mol)
zCe = 3;

EW = params(30); % membrane equivalent weight (g/mol)
rho m = params(31); % dry membrane density (g/cm3)
fCe0 = params (41); % fraction of SO3- site occupied by Ce

o)

degkin = params (22); % empirical or microkinetics

iregion = region(l,j,bound);

dx = mesh(j,C,iregion,params)

eps_hole = params(40); % pinhole volume fraction

epsO0 = params (42:46); % void fractions for gas transport
epsM = params (47:51); % volume fraction of ionomer

% Flux in the box to the left
if 1 == iNH2
if eps _hole ==
flux = C(j,iNH2);
else
flux = C(j-1,1iNH2);
end
elseif i == iNw
if eps _hole ==
if j <= bound(3)
flux C(3,1):
elseif j >= bound(4)
flux C(3-1,1);
end
else
flux = C(j-1,1);
end
elseif 1 == icRfS0O3 || i == icCO2H || i == icRfalphaO ||...
i == icRfbetaO || i == icOH
flux = 0;
elseif i1 == iNHF
if degkin ==
if jJ <= 0.5* (bound(4) +bound(5))
flux C(3,1):
elseif j 0.5* (bound (4) +bound (5) )
flux C(3j-1,1);
end
elseif degkin ==
flux = C(j-1,1);
end
else
flux = C(j-1,1);

vl

vl
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58 end

59

60 w = 0.75;

61 % Reaction terms

62 % reaction 1 = HOR

63 % reaction 2 = 4e- ORR

64 % reaction 3 = water transfer from membrane

65 % reaction 4 = 2e- ORR

66 % reaction 5 = peroxide radical formation

67 % reaction 6 = hydroxyl radical attack on membrane side chain
68 % reaction 7 = hydroxyl radical attack on membrane end chain
69 % reaction 8 = degradation SO3 product reaction
70 % reaction 9 = degradation product reaction

71 % reaction 10 = Cerium Quenching of hydroxyl

72 st = zeros(31,10); % stoichiometric coefficients
73 st (iNO2,:) = [0 -1 0 -1 0 0 0 O 0 01;

74 st (iNwmem, :) = [0 2 1 0 0 0 0 O -2 1];

75 st (iNH2,:) = [-1 0 0O 0O 0O 0O O O 0 01;

76 st (iNw,:) = [0 0 -1 0 0O O O O O 0];

77 st(ii2,:) = [2*F -4*F 0 -2*F 0 O O O O -F];

78 st (iNH202,:) = [0 0 0O 1 -1 0 O O O 0];

79 st (1cRfsS03,:) = [0 0O 0O O 0O -1 00 0 071;

80 if degkin ==

81 st (iINHF, :) [0 00 0.4/dx 00 000 071;

82 elseif degkin == 2

83 st (iNHF,:) = [0 0 0O 0 0 4 4 6 3 0];

84 end

85 st (1icCO2H,:) = [0 0 0O O 0O O 0 O 2 0]

86 st (icRfalphaO,:) = [0 0 0O 0 01 0 -1 0 01

87 st (icRfbetal,:) = [0 0 0O 0O 0O 0O 1 0 -1 01,

88 st (icOH,:) = [0 0 0O 0O 2 00 0 0 -17;

89 rate = react(j,C,iregion,params);

90 if 3 > 1

91 ratel, = react(j-1,C,iregion,params);

92 else

93 ratel = rate;

94 end

95 gen = st(i,:)* (w*rate+ (l-w)*ratel) *dx/2;

96

97 acc = 0;

98 if isempty(Cp) == 0 Stransient

99 dt = params (77); % time spacing

100 if 1 == 1ii2

101 acc = 0;

102 elseif i == iNwmem

103 [~,~,CO0V] = calc_lambda(j,C,params) ;

104 [~,~,COVL] = calc lambda(j-1,C,params);
105 [~,~,CO0Vp] = calc lambda(j,Cp,params);
106 [~,~,COVpL] = calc lambda(j-1,Cp,params);
107 dcdt = w*0.5* (COV-COVp) /dt+ (1-w) *0.5* (COVL-COVpL) /dt;
108 acc = epsM(iregion) *dcdt*dx/2;

109 elseif i == 1iNCe

110 if fCeO > 0

111 CCe = (1/zCe)*C(j,1ifCe)* (rho m/EW);
112 CCel = (1/zCe)*C(j-1,ifCe)* (rho m/EW);
113 CCep = (1/zCe)*Cp(j,ifCe)* (rho m/EW);
114 CCelp = (1/zCe)*Cp(j-1,ifCe)* (rho m/EW) ;
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dcdt = w*0.5*% (CCe-CCep) /dt+(1-w) *0.5* (CCel-CCelp) /dt;
acc = epsM(iregion) *dcdt*dx/2;

end
elseif i == iNH202
dcdt w*0.5% (C(j,icH202)-Cp(j,icH202)) /dt+. ..

(1-w) *0.5* (C(j-1,1icH202)-Cp (j-1,icH202)) /dt;
acc = dcdt*dx/2;
elseif i == i1icRfS0O3
dcdt = w*0.5* (C(j,1cRfS03)-Cp(J,icRfS03)) /dt+...
(1-w) *0.5*(C(j-1,1icRfS03)-Cp(j-1,icRfS03)) /dt;
acc = dcdt*dx/2;
elseif i == i1icCO2H
decdt = w*0.5% (C(j,1icCO2H) -Cp (j, 1icCO2H)) /dt+...
(1-w) *0.5* (C(j-1,1cCO2H) -Cp (j-1, icCO2H) ) /dt;
acc = dcdt*dx/2;
elseif 1 == icRfalphaO
dcdt = w*0.5* (C(j,icRfalphaO)-Cp(j,icRfalpha0)) /dt+...
(1-w) *0.5* (C(j-1,icRfalphal)-Cp(j-1,icRfalpha0)) /dt;
acc = dcdt*dx/2;
elseif i == icRfbetaO
dcdt = w*0.5* (C(j,1icRfbetal)-Cp(j,icRfbetal)) /dt+...
(1-w) *0.5* (C(j-1, icRfbetalO)-Cp(j-1,icRfbetal)) /dt;
acc = dcdt*dx/2;
elseif i == icOH
dcdt = w*0.5*(C(j,1icOH)-Cp(j,icOH)) /dt+...
(1-w) *0.5*(C(j-1,1icOH)-Cp(J-1,1cOH)) /dt;
acc = dcdt*dx/2;

elseif i == 1iNHF
if j ==
dcdt = (C(j,icHF)-Cp(]j,icHF)) /dt;
else

decdt = w*0.5*%(C(j,icHF)-Cp(j,icHF)) /dt+...
(1-w)*0.5*(C(j-1,1icHF)-Cp(Jj-1, icHF)) /dt;
end
acc = dcdt*dx/2;
else
if j ==
CT = C(3,1ipg)/(C(J,1iT)*R);
CTp = Cp(3,ipg)/ (Cp(3,1iT) *R);
dcdt = (CT*C(j,i+nspecies)-CTp*Cp(]J,i+nspecies)) /dt;
else
CT = (C(3,1ipg) /C(3,1iT)+C(3-1,1pg) /C(3-1,iT))/ (2*R
CTp = (Cp(3,1ipg9)/Cp(3,iT)+Cp(3-1,1pg)/Cp(3-1,1T))
dcdt = w*0.5* (CT*C(j,i+nspecies)-...
CTp*Cp (j,i+nspecies)) /dt+...
(1-w)*0.5* (CT*C(Jj-1,i+tnspecies)-...
CTp*Cp (j-1, i+nspecies)) /dt;

)7
/ (2*R) ;

end
acc = epsO(iregion) *dcdt*dx/2;
end
end

NL = flux + gen - acc;
end
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function NR = fluxright(j,i,C,Cp,params)

Q

% Calculates the flux exiting the box to the right of point j

ii2 = 3; iNwmem = 6; 1iNO2 = 7; iNw = 9; iNH2 = 10; iT = 15; ipg = 16;
ifCe = 19; iNCe = 21; 1iNH202 = 23; 1icH202 = 24; icRfS03 = 25; 1iNHF = 26;
icHF = 27; icCO2H = 28; icRfalphaO = 29; icRfbetaO = 30; icOH = 31;

% parameters

nspecies = params (3);

bound = params(9:14); nj = bound(6)

R = 83.14; % ideal gas constant (cm3 bar/mol K)
F = 96485; % Faraday's constant (C/mol)
zCe = 3;

EW = params (30); % membrane equivalent weight (g/mol)
rho m = params(31); % dry membrane density (g/cm3)

fCe0 = params (41); % fraction of SO3- site occupied by Ce
degkin = params (22); % empirical or microkinetics

iregion = region(2,j,bound);

dx = mesh(j,C,iregion,params);

eps_hole = params (40); % pinhole volume fraction

eps0 = params (42:46); % void fractions for gas transport
epsM = params(47:51); % volume fraction of ionomer

% Flux in the box to the right
if 1 == iNH2
if eps hole ==
flux = C(j+1,iNH2);
else
flux = C(j,iNH2);
end
elseif i == iNw
if eps _hole ==
if j <= bound(3)
flux = C(j+1,1);
elseif j >= bound (4)
flux = C(j,1);
end
else
flux = C(j,1);
end
elseif i == icRfS03 || 1 == icCO2H || i == icRfalphaO |]|...
i == icRfbetaO || i == icOH
flux = 0;
elseif i1 == iNHF
if degkin ==
if jJ <= 0.5* (bound(4)+bound(5))
flux = C(j+1,1);
elseif 7 > 0.5* (bound(4)+bound(5))
flux = C(J,1);
end
elseif degkin ==
flux = C(j,1i);
end
else
flux = C(j,1);
end
w = 0.75;
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58 % Reaction terms

59 % reaction 1 = HOR

60 % reaction 2 = 4e- ORR

61 % reaction 3 = water transfer from membrane

62 % reaction 4 = 2e- ORR

63 % reaction 5 = peroxide radical formation

64 % reaction 6 = hydroxyl radical attack on membrane side chain
65 % reaction 7 = hydroxyl radical attack on membrane end chain
66 % reaction 8 = degradation SO3 product reaction

67 % reaction 9 = degradation product reaction

68 % reaction 10 = Cerium Quenching of hydroxyl

69 st = zeros(31,10); % stoichiometric coefficients
70 st (iNO2,:) = [0 -1 0 -1 0 0O O O O 071;

71 st (iNwmem, :) = [0 2 1 0 0 0 0 0 -2 1];

72 st (iNH2,:) = [-1 0 0 0 0O O O O O 01;

73 st(iNw,:) = [0 0 -1 0 0 0 0 O O 0],

74 st (ii2,:) = [2*F -4*F 0 -2*F 0 0 O O O -F];

75 st (iINH202,:) = [0 0O 0O 1 -1 0 0 O 0 01;

76 st (icRfsS03,:) = [0 0O 0O O 0O -1 00 0 071

77 if degkin ==

78 st (INHF,:) = [0 0 0 0.4/dx 0 0 0 0 O O];

79 elseif degkin ==

80 st (INHF,:) = [0 0 0 0 0 4 46 3 0];

81 end

82 st (icCO2H,:) = [0 0O O O O O O 0 2 017

83 st (icRfalphaO,:) = [0 0O O 0 01 0 -1 0 0];

84 st (icRfbetal,:) = [0 0 0O 0O 0O 0O1 0 -1 071;

85 st (icOH,:) = [0 00 02 00 0 O0 -17;

86 rate = react(j,C,iregion,params);

87 if j < nj

88 rateR = react(j+1,C,iregion, params);

89 else

90 rateR = rate;

91 end

92 gen = st(i,:)* (w*rate+ (l-w)*rateR)*dx/2;

93

94 acc = 0;

95 if isempty(Cp) == 0 $ transient

96 dt = params(77); % time spacing

97 if 1 == 1i2

98 acc = 0;

99 elseif i == iNwmem

100 [~,~,C0V] = calc lambda(j,C,params);

101 [~,~,COVR] = calc lambda(j+1,C,params);
102 [~,~,C0Vp] = calc lambda(j,Cp,params);

103 [~,~,COVpR] = calc_lambda (j+1,Cp,params);
104 dcdt = w*0.5* (COV-COVp) /dt+(1-w) *0.5* (COVR-COVpR) /dt;
105 acc = epsM(iregion) *dcdt*dx/2;

106 elseif i == iNCe

107 if fCe0 > 0

108 CCe = (1/zCe)*C(j,ifCe)* (rho m/EW);
109 CCel = (1/zCe)*C(j+1l,1ifCe)* (rho m/EW);
110 CCep = (1/zCe)*Cp(j,ifCe)* (rho m/EW);
111 CCelp = (1/zCe)*Cp(j+l,ifCe)* (rho m/EW) ;
112 dcdt = w*0.5* (CCe-CCep) /dt+ (1-w) *0.5* (CCel-CCelp) /dt;
113 acc = epsM(iregion) *dcdt*dx/2;

114 end
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115 elseif i == 1iNH202

116 if j == nj

117 dedt = (C(j,1icH202)-Cp(j,1cH202)) /dt;

118 else

119 dcdt = w*0.5*% (C(j,1icH202)-Cp(j,icH202)) /dt+...

120 (1-w) *0.5* (C(j+1,1icH202)-Cp (j+1,1icH202)) /dt;
121 end

122 acc = dcdt*dx/2;

123 elseif i1 == icR£fS03

124 dcdt = w*0.5*(C(j,1cRfS03)-Cp(J,icRfS03)) /dt+...

125 (1-w) *0.5* (C(j+1,icRfS03)-Cp(j+1,icRfS03)) /dt;

126 acc = dcdt*dx/2;

127 elseif 1 == icCO2H

128 decdt = w*0.5% (C(j,1icCO2H) -Cp (j, 1icCO2H)) /dt+...

129 (1-w) *0.5* (C(j+1,1icCO2H) -Cp (j+1,1cCO2H) ) /dt;

130 acc = dcdt*dx/2;

131 elseif i == icRfalphaO

132 dcdt = w*0.5* (C(j,icRfalphaO)-Cp(j,icRfalpha0)) /dt+...
133 (1-w) *0.5* (C(j+1, icRfalphaO) -Cp (j+1, icRfalpha0)) /dt;
134 acc = dcdt*dx/2;

135 elseif i == icRfbetal

136 dcdt = w*0.5* (C(j,icRfbetal)-Cp(j,icRfbetal)) /dt+...
137 (1-w) *0.5* (C(j+1, icRfbetaO) -Cp (j+1, icRfbeta0)) /dt;
138 acc = dcdt*dx/2;

139 elseif i == icOH

140 dcdt = w*0.5*(C(j,1icOH)-Cp(j,icOH)) /dt+...

141 (1-w) *0.5* (C(Jj+1,icOH)-Cp (J+1,1icOH)) /dt;

142 acc = dcdt*dx/2;

143 elseif i == iNHF

144 if jJ == nj

145 dedt = (C(j,icHF)-Cp(Jj,icHF)) /dt;

146 else

147 dcdt = w*0.5*(C(j,1icHF)-Cp(j,icHF)) /dt+...

148 (1-w) *0.5* (C(j+1,1icHF)-Cp (J+1, icHF)) /dt;

149 end

150 acc = dcdt*dx/2;

151 else

152 if j == nj

153 CT = C(3,1ipg)/ (C(F,41iT) *R);

154 CTp = Cp(3,ipg)/(Cp(J,1iT) *R);

155 dcdt = (CT*C(j,i+nspecies)-CTp*Cp(]J, i+nspecies)) /dt;
156 else

157 CT = (C(j,ipg) /C(3,iT)+C(3+1,ipg) /C(j+1,1iT))/ (2*R);
158 CTp = (Cp(J,ipg)/Cp(J,1iT)+Cp(J+1,1ipg)/Cp(j+1,1T))/ (2*R);
159 dcdt = w*0.5* (CT*C(]j,i+tnspecies) -

160 CTp*Cp (j,i+nspecies)) /dt+...

161l (1-w) *0.5* (CT*C (j+1,i+nspecies)—...

162 CTp*Cp (j+1, i+nspecies)) /dt;

163 end

164 acc = epsO(iregion) *dcdt*dx/2;

165 end

166 | end

167 | NR = flux - gen + acc;

168 | end
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function heat = heat react(j,iregion,C, sigma, kappa,params)

% Function for handling generation of heat from reactions and
% ohmic heating

iil = 1; ivl = 2; ii2 = 3; iv2 = 4;

’

I~

iy02 = 11; iyH2 14; iT 15; ipg = 16; ifCe = 19;
heat = [0;0;0];
if iregion == || iregion == 5

% Ohmic Heating

heat (1) = C(3j,1iil)*C(j,1il)/sigma;

elseif iregion ==

o)

% Ohmic Heating

heat (1) = C(j,1ii2)*C(j,1ii12) /kappa;
elseif iregion == || iregion == 4
F = 96485; % Faraday's constant (C/mol)
R = 8.314; % ideal gas constant (J/mol K)
Tref = 303.15; % reference temperature (K)
FRT = F/ (R*C(j,1iT));
al2 = params (34); % electrode specific interfacial area (1/cm)
phimtH2 = params (35); % thiele mass transfer for H2 (bar cm3 s/mol)
phimt0O2 = params (36); % thiele mass transfer for 02 (bar cm3 s/mol)

o)

% Ohmic Heating
heat (1) = C(j,iil)*C(j,iil)/sigma + C(j,1i2)*C(j,1i2)/kappa;

% Heat of Reaction (HOR)

EAHOR = 9500; % activation energy (J/mol)

i0HOR = le-3*exp ((EAHOR/R)* (1/Tref-1/C(j3,1T)));
etaHOR = C(j,1ivl)-C(j,1iv2); % overpotential
alphaa = 1;

alphac = 1;

kHOR = (i1i0HOR/ (2*F)) * (exp (alphaa*FRT*etaHOR)) ;
PhiHOR = sqgrt (phimtH2*kHOR) ;

effHOR = (3/ (phiHOR"2)) * (phiHOR/tanh (phiHOR) -1) ;

rateHOR = effHOR* (al2/ (2*F)) *10HOR* (C (J, ipg) *C(J,iyH2) *...
exp (alphaa*FRT*etaHOR) -...
(1-C(j,ifCe)) "2*exp (-alphac*FRT*etaHOR)) ;

peltHOR = -0.013*C(j,1T)/298.15;

heat (2) = (etaHOR+peltHOR) *rateHOR;

% Heat of Reaction (ORR)

EAORR = 73269; % activation energy (J/mol)

U0 = 4.1868* (70650+8*C(J,1T)*1og(C(3,1T))=92.84*C(J,1iT))/ (2*F);

i00RR = 1.le-8*exp ((EAORR/R)* (1/Tref-1/C(j,1iT)));

etaORR = C(j,ivl) - C(j,iv2) - UO0; % overpotential
kORR = (100RR/ (4*F)) * (exp (—alphac*FRT*etaORR) ) ;
PhiORR = sqgrt (phimtO02*kORR) ;
effORR = (3/ (phiORR"2))* (phiORR/tanh (phiORR)-1) ;
rateORR = effORR* (al2/ (4*F)) *100RR* (C(j, ipg) *C(J,1iy02) *...
(1-C(j,1ifCe) ) "4*exp (-alphac*FRT*etaORR) ) ;
peltORR = -0.226*C(]J,1T)/298.15;
heat (3) = (etaORR+peltORR) *rateORR;
end
end
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function rate = react(j,C,iregion,params)

% Function for handling homoegenous reactions
rate = zeros(10,1);

ivl = 2; iv2 = 4; imuw = 5; 1iy02 = 11; iyw = 13; iyH2 = 14; iT = 15;
ipg = 16; ifCe = 19; icH202 = 24; icRfS03 = 25; icCO2H = 28;
icRfalphaO = 29; icRfbetaO = 30; icOH = 31;

F = 96485; % Faraday's constant (C/mol)

R = 8.314; % ideal gas constant (J/mol K)

Tref = 303.15; % reference temperature (K)

FRT = F/(R*C(3,1T));

al2 = params(34); % electrode specific interfacial area (1/cm)

o°

thiele mass transfer for H2 (bar cm3 s/mol)
thiele mass transfer for 02 (bar cm3 s/mol)
water vapor/membrane mass transfer coefficient
fraction of S0O3- site occupied by Ce

empirical or microkinetics

phimtH2 = params (35);
phimt0O2 = params (36) ;
kw = params (37);

fCe0 = params (41);
degkin = params (22);

o° oo oP

o°

% Electrode reactions and water transport
if iregion == || iregion ==
% Hydrogen Oxidation Reaction
% H2 -> 2H"+ + 2e"-
alphac = 1; alphaa = 1;
EAHOR = 9500; % activation energy (J/mol)

% exchange current density (A/cm2)
i0HOR = le-3*exp ((EAHOR/R)* (1/Tref-1/C(j3,1T)));

etaHOR = C(j,1iv1l)-C(j,1iv2); % overpotential

kHOR = (10HOR/ (2*F)) * (exp (alphaa*FRT*etaHOR)) ;

PhiHOR = sqgrt (phimtH2*kHOR) ;

effHOR = (3/ (phiHOR"2)) * (phiHOR/tanh (phiHOR) -1) ;

rate (1) = effHOR* (al2/ (2*F)) *i0HOR* (C(7j, ipg) *C(j,iyH2) *...

exp (alphaa*FRT*etaHOR) -...
(1-C(j,ifCe)) "2*exp (-alphac*FRT*etaHOR)) ;
% Oxygen Reduction Reaction
% 02 + 4H™+ + 4e”~- -> 2H20
EAORR = 73269; % activation energy (J/mol)
UQ = 4.1868*(70650+8*C(j,1T)*1og(C(J,1T))=-92.84*C(j,1T))/ (2*F);
i00RR = 1.le-8*exp ((EAORR/R)* (1/Tref-1/C(j,1iT)));

etaORR = etaHOR - UO; % overpotential

kORR = (100RR/ (4*F)) * (exp (-—alphac*FRT*etaORR) ) ;
PhiORR = sqgrt (phimtO02*kORR) ;

effORR = (3/ (phiORR"2))* (phiORR/tanh (phiORR)-1) ;
rate (2) = effORR* (al2/ (4*F))*1i00RR*. ..

(C(j,1ipg) *C(j,1iy02) *(1-C(j,ifCe)) "4*exp (-alphac*FRT*etaORR)) ;
% water transfer to/from membrane
Nw —-> Nwmem
pvap0 = exp(11.6832 - 3816.44/(C(j,1T)-46.13));

oe

MW = 18.016; % molecular weight of water (g/mol)

rho w = 1.1603-5.371e-4*C(j,1iT); % density of water (g/cm3)
V0 = MW/rho w; % molar volume of water (cm3/mol)

rate(3) = kw*(C(j,imuw) - 0.1*VO*C(j,ipg) -

R*C(J,1T) *log ((C(J,iyw) *C(3,1pg)) /pvap0));
% Hydrogen Peroxide Formation (ORR 2e-)
% 02 + 2H"+ + 2e”- -> H202
U0 e2 = 0.695; % standard potential (V vs. SHE)
etalH202 = etaHOR-UO e2; % overpotential
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end

10H2
effH
if f

else

end

02 =1
202 =
Ce0 >
rate (4

(1

am
1;
0
)
-C

rate (4)
exp (

5; %exchange current density (A/cm2)

= (al2/(2*F)) *effH202*i0H202* (C (3§, ipg) *C (3, 1y02) *. ..

(j,1fCe) ) "2*%exp (-alphac*FRT*etaH202)) ;

= (al2/(2*F)) *effH202*i0H202* (C (3§, ipg) *C (3, 1y02) *. ..

-alphac*FRT*etaH202) ) ;

% Chemical degradation reactions
if degkin ==
if iregion == || iregion == 3 || iregion ==

end
end

end

EW = params (30);

rho m =
zCe = 3;
cCe = (1

=3
=5
3
5

=1
k*10
0

AR A AN AN
w

~ vvvvvm
Il |

o\

oe

H202 -
rate (5)

o\

o\

HOrad
rate (6)

oo

o°

HOrad
rate (7)

o\

o\

ate (8)

e K

o

rate (9)

% membrane equivalent weight (g/mol)
params (31); % dry membrane density (g/cm3)

/zCe)*C(j,ifCe) * (rho_m/EW) ;

te constants

.7e6; $ M"-1 s”-1

.8e6; $ M"-1 s*-1

.75e7; $ M*"-1 s"-1

.5e7; % M"-1 s”-1

ell; % M*"-1 s”-1

00; % convert to cm3/mol/s
.003; % s7-1

Hydroxyl radical formation

> HOrad
= k(3)*C(j,1icH202);

Hydroxyl radical attack on membrane

+ RfS0O3 -> RfalphaO + 4HF
= k(1)*C(j,1cRfS03) *C (3, 1icOH) ;

Hydroxyl radical attack on membrane end-chain

+ RECF2COOH -> RECF2* + 2HF
= k(2)*C(j,1cCO2H) *C (§, icOH) ;

Hydroxyl radical attack on membrane side-chain
RfalphaO + 30Hrad -> RfbetaO + 6HF

= k(4) *C(j, icRfalphaO) *C (j, icOH) ;

Hydroxyl radical attack on membrane side-chain
RfbetaO + 2H20 + OHrad -> 2RfCOOH + 3HF

= k(5)*C(j,icRfbetal)*C(j, icOH) ;

% Cerium quenching of hydroxyl
% Ce3+ OHrad + H+ -> Ced+ + H20

rate (10)

= k(6)*cCe*C(j,1icOH) ;
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function stefmax = stefan maxwell (mode,j,i,C,params)

% Calculates the Stefan-Maxwell equation for species fluxes at a point J

% in the gas phase at steady state for constant T and P.

% gas phase species

% 1 = oxygen, 2 = nitrogen, 3 = water, 4 = hydrogen

iNO2 = 7; iNH2 = 10; iy02 = 11; iyH2 = 14; iT = 15; ipg = 16;
nspecies = params (3); bound = params (9:14);

R = 83.14; % ideal gas constant (cm3 bar/mol K)
epsO0 = params (42:46); % void fractions for gas transport
rad = params (67:71); % characteristic pore size (um)

tau = eps0.7-0.5; % tortuosity

tau(3) = 1;

MW = [31.9988; 28.014; 18.0152; 2.0159]; % (02 N2 H20 H2)
diffusion = 0;

if mode ==
iregion = region(l,j,bound); dx = mesh(j,C,iregion,params);
T = (C(3,iT)+C(3-1,1T))/2; pg = (C(J,ipg)+C(j-1,1ipg))/2;
CT = (C(j,ipg) /C(3,iT)+C(j-1,1ipg) /C(j-1,iT))/2/R;
gasmass = ((C(j,1iy02:iyH2)+C(j-1,1iy02:1iyH2))/2) *MW;
drive = (C(j,1i)-C(3-1,1i))/dx + ((C(j,i)+C(3-1,1))/2)*...

((C(3,1ipg)-C(J-1,1ipg)) /dx)* (1-MW (i-iNH2) /gasmass) /pg;
D = diffcoeff(pg,T); Deff = D*(epsO(iregion)/tau(iregion));
Dk = knudsen (T,MW (i-iNH2), rad(iregion)) ;

Dkeff = Dk* (epsO(iregion)/tau(iregion));
for k = iNO2:iNO2+nspecies-1
if k ~= i-nspecies

diffusion = diffusion + (C(j,i)*C(j,k)+C(3-1,1i)*C(3-1,%k)...

-C(j, ktnspecies)*C(j,i-nspecies)-C(j-1, k+nspecies)*...
C(j-1,i-nspecies))/ (2*CT*Deff (k-iNO2+1,1-1y02+1));

end
end
dk = -(C(j,i-nspecies))/ (CT*Dkeff) ;
diffusion = diffusion + dk;
elseif mode == 2
iregion = region(2,j,bound); dx = mesh(j,C,iregion,params);
T = (C(J,iT)+C(j+1,1iT))/2; pg = (C(J,1ipg)+C(J+1,1pg)) /2;
CT = (C(3,1ipg)/C(3,iT)+C(3+1,1ipg)/C(3+1,iT))/2/R;
gasmass = ((C(j,1iy02:1iyH2)+C(j+1,iy02:1iyH2))/2)*MW;
drive = (C(j+1,1)-C(j,1))/dx + ((C(j+1,1i)+C(j,1))/2)*...

((C(3+1,ipg)-C(j,ipg)) /dx)* (1-MW (i-iNH2) /gasmass) /pg;
D = diffcoeff(pg,T); Deff = D*(epsO(iregion)/tau(iregion));
Dk = knudsen (T,MW (i-iNH2),rad(iregion)) ;
Dkeff = Dk* (epsO(iregion)/tau(iregion));
for k = iNO2:iNO2+nspecies-1
if k ~= i-nspecies

diffusion = diffusion + (C(j,1i)*C(j,k)+C(j+1,1i)*C(j+1,k)...

-C(j, ktnspecies)*C(j,i-nspecies)-C(j+1, k+tnspecies)*...
C(j+1,i-nspecies))/ (2*CT*Deff (k-iNO2+1,1i-1y02+1));

end
end
dk = -(C(j,1i-nspecies))/ (CT*Dkeff);
diffusion = diffusion + dk;
end
stefmax = drive - diffusion;
end
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function visc = viscgas (T, yi)

Gas viscosity given in bar-s (Stiel and Thodos and Bromley

and Wilke), see Perry's p. 2-363 (B-W is wrong in Perry's)
02 N2 H20 H2

Tc = [154.8 126.2 647.4 33.31;

xi [0.0301 0.0407 0.0192 0.230];

MW = [31.9988 28.014 18.015 2.0159];

o oe

o

% Calculate pure gas viscosity (centipoise)

% valid at moderate presures (0.2 atm - 5 atm)
visg = zeros(1l,4);
for i=1:2
if T/Tc (i) <= 1.5
visg (i)=34e-5/x1( (T/Tc(i))"0.94;
else
visg(1)=17.78e-5/x1i(1)*(4.58*T/Tc(i)-1.67)"(5/8);
end
end

visg(3) = (7.55*T/Tc(3)-0.55)*1e-5/x1(3)/0.231"(5/4)
visg(4) = 90.71le-5*(0.1375*T-1.67)"(5/8);
Qij = zeros(4);
% Calculate interaction parameters (eqg. 15 Bromley & Wilke 1951)
for i = 1:4
for 3 = 1:4

Qij (i,9)=(1+ (visg (i )/v1sg(j))A 5% (MW (F) /MW (1)) ~0.25)"2/. ..
sqrt (8) / (1+MW (i) /MW (j))~0.5;
end
Qij(i, 1) = 0;

end
% Calculate gas-mixture viscosity (eg. 14 Bromley & Wilke 1951)
visc = 0;

suml = zeros(1l,4);

for i = 1:4

if abs(yi(i)) > 1e-20
for j = 1:4
suml (i) = yi(3)*Qij(i,7);
% le-8 converts cp to bar-s
visc = visc + (le-8*visg(i))/ (1+1/yi(i)*suml(i));
end
end
end
end
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B.4 Mechanical Degradation Model with Multiphase Phenomena

1 function eq = eqn(j,jp,%k,dC,C,Cp,params)

2

3 C(jp,k) = C(Jp,k)+dC;

4

5 i1l = 1; ivl = 2; ii2 = 3; iv2 = 4; imuw = 5; iNwmem = 6; 1iNO2 = 7;
6 iNN2 = 8; iNw = 9; iNH2 = 10; 1iy02 = 11; iyN2 = 12; iyw = 13;
7 iyH2 = 14; iT = 15; ipg = 16; iL = 17; itau = 18; ipl = 19;
8 iplmem = 20; iNwl = 21; iNF = 22; icF = 23;

9

10 nregion = params(l);

11 bound = params (2*nregion+3:3*nregion+3);

12 L = params (nregion+3:2*nregion+2);

13 nj = bound(6) ;

14

15 F = 96485; % Faraday's constant (C/mol)

16 R = 8.314; % ideal gas constant (J/mol K)

17 Rl = 83.14; % ideal gas constant (cm3 bar/mol K)

18

19 % calculate properties

20 iregionl = region(l,j,params);

21 iregion2 = region(2,j,params);

22 [porel,propsl,pore2l, props2L, pore2R, props2R, pore3, props3] =...
23 calc_props(j,C,params);

24

25 %% Gas Channel Mass Balances

26 if § == % anode gas channel

27 % feed gas (can include N2 as inert)

28 % if yH2 = 1, then pure H2 feed

29 yH2 = 1;

30 % mole fractions in

31 PO = params (3*nregion+)H); % pressure (bar)

32 RHa = params (3*nregion+7); % relative humidity
33 Pwsat = params (3*nregion+9); % water vapor pressure (bar)
34 aywin = RHa*Pwsat/p0;

35 ayH2in = (l-aywin) *yH2;

36 ayN2in = (l-aywin) * (1-yH2) ;

37 % total dry gas flow in (based on stoichiometry)

38 lfeed = params (3*nregion+13); % feed stoichiometry
39 flowmode = params (3*nregion+17);

40 if flowmode ==

41 adgNin = (C(j,iil)/(2*F))* (1feed/yH2);

42 else

43 adgNin = 1lfeed*C(j,ipg)/(R1*C(j,1iT))/60;

44 end

45 % gas flows in

46 aNwin = adgNin*RHa*Pwsat/ (pO-RHa*Pwsat) ;

47 aNN2in = adgNin* (1-yH2) ;

48 % total gas flow in

49 agasNin = aNwin+adgNin;

50 % liquid flow in

51 aNwlin = 0;

52 % total dry gas flow out

53 adgNout = adgNin - C(j,iNH2) - C(j,iNN2);

54 % mole fractions and gas flows out
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55 if C(j,iyw) < Pwsat/C(j,ipg)

56 aywout = C(j,iyw);

57 else

58 aywout = Pwsat/C(3j,ipg);

59 end

60 aNwDM = fluxright (j, iNw,C,Cp,params,pore2R,pore3);
61 aNwlDM = fluxright (j,iNwl,C,Cp,params,pore2R,pore3) ;
62 aNN2out = aNN2in - C(j,iNN2);

63 aNwout = adgNout*aywout/ (l-aywout) ;

64 ayN2out = aNN2out/ (aNwout+adgNout) ;

65 aNwlout = aNwlin + aNwin - aNwDM - aNwlDM - aNwout;
66 % total gas flow out

67 agasNout = aNwout+adgNout;

68 % condensation

69 aNcond = aNwlout-aNwlin+aNwlDM;

70 elseif j == nj % cathode gas channel

71 % feed gas (air)

72 yo2 = 0.21;

73 yN2 = 0.79;

74 % mole fractions in

75 PO = params (3*nregion+t)); % pressure (bar)

76 RHc = params (3*nregion+8); % relative humidity
77 Pwsat = params (3*nregion+9); % water vapor pressure (bar)
78 cywin = RHc*Pwsat/p0;

79 cyO02in = (l-cywin) *y02;

80 cyN2in = (l-cywin) *yN2;

81 % total dry gas flow in (based on stoichiometry)

82 lair = params (3*nregion+14); % alir stoichiometry
83 flowmode = params (3*nregion+17);

84 if flowmode ==

85 cdgNin = (C(j,iil)/(4*F))* (lair/cy02in);

86 else

87 cdgNin = lair*C(j,ipg)/(R1*C(J,iT))/60;

88 end

89 % gas flows in

90 cNwin = cdgNin*RHc*Pwsat/ (p0-RHc*Pwsat) ;

91 cNN2in = cdgNin*yN2;

92 % total gas flow in

93 cgasNin = cNwin+cdgNin;

94 % liquid flow in

95 cNwlin = 0;

96 % total dry gas flow out

97 cdgNout = cdgNin+C (j,iNO2)+C(j,1iNN2) ;

98 % mole fractions and gas flows out

99 if C(j,iyw) < Pwsat/C(j,ipg)

100 cywout = C(3j,1iyw);

101 else

102 cywout = Pwsat/C(j,ipg);

103 end

104 cNwDM = fluxleft(j,iNw,C,Cp,params,pore2l,porel);
105 cNwlDM = fluxleft(j,iNwl,C,Cp,params,pore2l,porel);
106 cNwout = cdgNout*cywout/ (l-cywout) ;

107 cNN2out = cNN2in+C (3, i1NN2) ;

108 cyN2out = cNN2out/ (cNwout+cdgNout) ;

109 cNwlout = cNwlin+cNwin+cNwDM+cNwlDM-cNwout;

110 % total gas flow out

111 cgasNout = cNwout+cdgNout;
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% condensation
cNcond = cNwlout-cNwlin-cNwlDM;
end

%% Governing Equations
% Equation 1: solid phase current
if j <= bound(3)
eq(iil) = (C(3+1,1i2)-C(3,1ii2))+(C(3+1,1ii1)-C(3,1iil));
elseif § > bound(3) && j < bound(4)
eq(iil) = C(3,1i1);

else
eq(iil) = (C(j,ii1)-C(3-1,1i1))+(C(3,1i2)-C(3-1,1i2));
end
% Equation 2: solid phase potential
if 3 ==

eq(ivl) = C(3j,ivl);
elseif j > 1 && j <= bound(3)
dx = mesh(j,C,iregionl,params);
condL = 0.5* (propsl (11l)+props2L(11l));
eq(ivl) = C(j,1iil) + condL*(C(j,ivl1)-C(j-1,ivl)) /dx;
elseif j > bound(3) && j < bound (4)
eq(ivl) = C(3,1iv1);
elseif j >= bound(4) && j < nj
dx = mesh(j,C,iregion2,params);
condR = 0.5* (props3(1l1l)+props2R(11));
eq(ivl) = C(Jj,1iil) + condR*(C(j+1,1ivl)-C(j,ivl)) /dx;
elseif j == nj
iv = params (3*nregion+4);
IVmode = params (3*nregion+12);
if IVmode ==
eq(ivl) = C(j,111) - 1iv; % specify current density (A/cm2)
elseif IVmode ==
eg(ivl) = C(j,ivl) - iv; % specify cell potential (V)
end
end
% Equation 3: membrane phase current
if § < bound(2)
eq(ii2) = C(3,1i2);
elseif j == bound(2)
eq(ii2) = fluxright(j,ii2,C,Cp,params,pore2R,pore3);
elseif § > bound(2) && j <= bound(5)
eqg(iiz2) = fluxleft(j,1ii2,C,Cp,params,pore2l,porel)-...
fluxright (j,1ii2,C,Cp, params, pore2R,pore3) ;
else
eq(ii2) = C(j,ii2);
end
% Equation 4: membrane phase potential
if j < bound(2)
eq(iv2) = C(j,iv2);
elseif j >= bound(2) && j < bound(5)
dx = mesh(j,C,iregion2,params);
satR = 0.5*% (pore2R (1) +pore3 (1)) ;
V0O = 0.5* (calc_density(j,C)+calc density(j+1,C));
condmemvR = 0.5* (props2R (1) +props3(1l));
condmemlR = 0.5* (props2R(2) +props3(2));
xivR = 0.5% (props2R(7) +tprops3 (7)) ;
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169 xilR = 0.5* (props2R(8) +tprops3(8)) ;

170 eq(iv2) = C(j,1i2) + (condmemlR* (C(j+1,1v2)-C(j,iv2))/dx +...
171 condmemlR*xi1R/F*0.1*V0*. ..

172 (C(j+1,iplmem) -C(J, iplmem)) /dx) *satR+. ..

173 (condmemvR*xivR/F* (C (j+1, imuw) -C (3, imuw) ) /dx+. ..
174 condmemvR* (C (j+1,iv2)-C(j,iv2))/dx)* (1-satR);

175 elseif j == bound (5)

176 eq(iv2) = fluxleft(j,ii2,C,Cp,params,pore2l,porel);
177 else

178 eqg(iv2) = C(j,1iv2);

179 end

180 | $ Equation 5: Water chemical potential in the membrane

181 if j >= bound(2) && j <= bound(5)

182 VO = calc density(3j,C);

183 eg(imuw) = C(Jj,imuw) - C(Jj,iplmem) *V0*0.1;

184 else

185 eq(imuw) = C(j, imuw) ;

186 end

187 | & Equation 6: Water flux in the membrane

188 if jJ < bound(2)

189 eq (iNwmem) = C(Jj, iNwmem) ;

190 elseif j == bound(2)

191 eq (iNwmem) = fluxright (j, iNwmem, C,Cp, params,pore2R,pore3);
192 elseif j > bound(2) && J <= bound(5)

193 eq (iNwmem) = fluxleft (j, iNwmem, C,Cp,params,pore2l,porel)-...
194 fluxright (j, iNwmem, C,Cp, params, pore2R, pore3) ;

195 else

196 eq (iNwmem) = C(j, iNwmem) ;

197 end

198 | $ Equation 7: Oxygen flux

199 if j ==

200 eq (iNO2) = C(j,1iNO02) ;

201 else

202 eq (iNO2) = fluxleft(j,iNO2,C,Cp,params,pore2l,porel)-...
203 fluxright (j,iNO2,C,Cp, params, pore2R, pore3) ;

204 end

205 | % Equation 8: Nitrogen flux

206 if 5 ==

207 ayN2avg = (ayN2in+ayN2out)/2;

208 eg (iNN2) = C(j,1yN2)-ayN2avg;

209 else

210 eq (iNN2) = fluxleft(j,iNN2,C,Cp,params,pore2l,porel)-...
211 fluxright (j, iNN2,C,Cp,params, pore2R, pore3) ;

212 end

213 | $ Equation 9: Water flux

214 if j < bound(3)

215 eq(iNw) = fluxleft(j,iNw,C,Cp,params,pore2l,porel)-...
216 fluxright (j, iNw,C,Cp,params, pore2R, pore3) ;

217 elseif j == bound(3)

218 eq (iNw) = fluxleft(j,iNw,C,Cp,params,pore2l,porel);
219 elseif j > bound(3) && j < bound(4)

220 eqg (iNw) = C(3j,iNw) ;

221 elseif j == bound (4)

222 eg (iNw) = fluxright(j, iNw,C,Cp,params,pore2R,pore3) ;
223 elseif j > bound(4)

224 eq (iNw) = fluxleft(j,iNw,C,Cp,params,pore2l,porel)-...
225 fluxright (j, iNw, C,Cp, params, pore2R, pore3) ;
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226 end

227 | $ Equation 10: Hydrogen flux

228 if j < nj

229 eq (iNH2) = fluxleft (j,iNH2,C,Cp,params,pore2l,porel)-...
230 fluxright (j, iNH2,C,Cp, params, pore2R, pore3) ;

231 else

232 eq (iNH2) = C(j,1NH2) ;

233 end

234 | $ Equation 11: Oxygen mole fraction

235 if 3 ==

236 eqg(iy02) = C(3j,1y02);

237 elseif j > 1 && J < bound(3)

238 eq(iy02) = stefan maxwell(2,j,1iy02,C, params,pore2R,pore3);
239 elseif j >= bound(3) && 7 < bound(4)

240 dx = mesh(j,C,iregion2,params) ;

241 pPsiO2R = 0.5* (props2R(6) +props3(6));

242 eq(iy02) = C(j,1N0O2) + (psiO2R* (C(j+1,iy02)-C(3,1y02)))/dx;
243 elseif j >= bound (4)

244 eq(iy02) = C(j,1iy02)+C(3,1iyN2)+C(j,iyw)+C(j,iyH2)-1;

245 end

246 | $ Equation 12: Nitrogen mole fraction

247 if j < bound(3)

248 eq(iyN2) = stefan maxwell(2,],1iyN2,C, params,pore2R,pore3);
249 elseif j >= bound(3) && j < bound(4)

250 dx = mesh(j,C,iregion2,params);

251 Psi02R = 0.5* (props2R (6) +props3(6));

252 eq(iyN2) = C(j,1NN2) + (psiO2R* (C(j+1,iyN2)-C(7J,1iyN2)))/dx;
253 elseif j >= bound(4) && j < nj

254 eq(iyN2) = stefan maxwell(2,j,1iyN2,C, params,pore2R,pore3);
255 elseif j == nj

256 cyN2avg = (cyN2in+cyN2out) /2;

257 eq(iyN2) = C(j,1iyN2)-cyN2avg;

258 end

259 | $ Equation 13: Water mole fraction

260 if j ==

261 eq(iyw) = aNwin - aNwDM - aNwout; % + aNwlin -aNwlDM - aNwlout;
262 elseif j > 1 && j <= bound(3)

263 eqg(iyw) = stefan maxwell(l,3j,iyw,C,params,pore2l,porel);
264 elseif j > bound(3) && j < bound(4)

265 eq(iyw) = C(j,iyw);

266 elseif j >= bound(4) && j < nj

267 eqg(iyw) = stefan maxwell (2, Jj,iyw,C,params,pore2R,pore3);
268 elseif j == nj

269 eqg(iyw) = cNwin+cNwDM-cNwout; %$+cNwlin+cNwlDM-cNwlout;

270 end

271 | $ Equation 14: Hydrogen mole fraction

272 if § <= bound(3)

273 eq(iyH2) = (C(j,iyw)+C(J,1yH2)+C(],1iyN2)+C(],1y02))-1;
274 elseif j > bound(3) && j <= bound(4)

275 dx = mesh(j,C,iregionl,params);

276 psiH2L = 0.5* (props2L (5)+propsl(5));

277 eq(iyH2) = C(j,iNH2) + (psiH2L*(C(j,iyH2)-C(j-1,1iyH2)))/dx;
278 elseif j > bound(4) && j < nj

279 eq(iyH2) = stefan maxwell(1l,j,iyH2,C,params,pore2l,porel);
280 else

281 eq(iyH2) = C(j,iyH2);

282 end
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Equation 16: Pressure

if § ==
PO = params (3*nregion+)); % pressure (bar)
eq(ipg) = C(J,ipg) - pO0;
elseif 7 > 1 && j <= bound(3)
prmgL = 0.5* (pore2L (4) +porel (4));
eq(ipg) = calc pressure(l,iregionl, j,C, prmglL, params) ;
elseif j > bound(3) && j < bound(4)
eq(ipg) = C(J,ipg);
elseif j >= bound(4) && j < nj
prmgR = 0.5* (pore2R(4) +pore3(4));

eq(ipg) = calc pressure(2,iregion2, j,C, prmgR, params) ;
elseif j == nj
eq(ipg) = C(J,ipg) - pO;

end

Equation 15: Temperature (energy balance)

if j ==
TO = params (3*nregion+6) ; % initial temperature (K)
Tcool = TO;
[Hgasin, Hgasout, Hwin, Hwout, DHevapout] =...
calc_enthalpy(j,T0,C, [0;0;aywin;ayH2in]);
aconvin = Hgasin*agasNint+Hwin*aNwlin;
agaslD = 0;
for i = iNO2:iNH2
agaslD = agaslD + fluxright(j,i,C,Cp,params,pore2R,pore3);
end
aliglD = fluxright(j,iNwl,C,Cp,params,pore2R,pore3);
aconvout = Hgasout* (agasNout+agaslD)+Hwout* (aNwlout+aliglD) ;
agenohm = C(j,1i1)*C(3j,111)*0.05/100;
acond = aNcond*DHevapout;

htcoeff = params (3*nregion+15); % heat transfer coeff (W/cm2 K)
condR = 0.5* (props2R(11) +props3(11));
eqg (iT) = agenohm-aconvout+aconvin+acond-...

htcoeff*(C(j,iT)-Tcool) -
energyfluxright (j,C,Cp,condR, [],params) ;
elseif j > 1 && 7 <= bound(3)
satlL = 0.5* (pore2L(1l)+porel(1l));
satR = 0.5* (pore2R (1) +pore3(1l));
condL = 0.5* (props2L(11)+propsl(11))
condR = 0.5*% (props2R(11) +tprops3(11))
condmemvL = 0.5* (props2L(1l)+propsl (1
condmemvR = 0.5* (props2R (1) +props3 (1
condmemlL 0.5* (props2L(2) +propsl (2
condmemlR 0.5* (props2R(2) +props3(2));
condmemL, = condmemvL* (1-satlL)+condmemlL*satL;
condmemR = condmemvR* (1-satR)+condmemlR*satR;
Trl = C(j,1T)/647.4;
DHevapl = 52053*(1-Trl)”*(0.3199-0.212*Tr1+0.25795*Trl1"2);
Tr2 = C(j+1,1T)/647.4;
DHevap2 = 52053* (1-Tr2)"(0.3199-0.212*Tr2+0.25795*Tr2"2) ;

’

))
))
));

’

DHevapR = 0.5* (DHevapl+DHevap2) ;
evap = (C(j+1,iNw)-C(j,iNw) ) *DHevapR;
eq (iT) = energyfluxleft(j,C,Cp,condL, condmeml, params)-evap-...

energyfluxright (j, C, Cp, condR, condmenmR, params) ;
elseif j > bound(3) && j < bound (4)
satL = 0.5*% (pore2L (1) +porel(1l));
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340 satR = 0.5*% (pore2R (1) +pore3 (1))

341 condL = 0.5* (props2L(1l1l)+propsl(11l));

342 condR = 0.5* (props2R(11) tprops3(11));

343 condmemvL = 0.5* (props2L(1l)+propsl(1l));

344 condmemvR = 0.5* (props2R (1) +props3 (1)) ;

345 condmemlL = 0.5* (props2L(2)+propsl (2));

346 condmemlR = 0.5* (props2R(2) tprops3(2));

347 condmemL = condmemvL* (1-satL)+condmemlL*satL;

348 condmemR = condmemvR* (1-satR) +condmemlR*satR;

349 eqg(iT) = energyfluxleft(j,C,Cp,condLl,condmeml,params)-...
350 energyfluxright (j,C,Cp, condR, condmemR, params) ;

351 elseif j >= bound(4) && j < nj

352 satL = 0.5*% (pore2L (1) +porel (1l));

353 satR = 0.5*% (pore2R (1) +pore3 (1)) ;

354 condL = 0.5* (props2L(11l)+propsl (11));

355 condR = 0.5* (props2R(11) tprops3(11l));

356 condmemvlL = 0.5*% (props2L(1l)+propsl(1l));

357 condmemvR = 0.5*% (props2R (1) +props3(1));

358 condmemlL = 0.5* (props2L(2)+propsl (2));

359 condmemlR = 0.5* (props2R(2) +props3(2));

360 condmemL = condmemvL* (1l-satl)-+condmemlL*satL;

361 condmemR = condmemvR* (1-satR)+condmemlR*satR;

362 Trl = C(3j,1T)/647.4;

363 DHevapl = 52053* (1-Tr1l)"(0.3199-0.212*Tr1+0.25795*Tr1"2);
364 Tr2 = C(j-1,1T)/647.4;

365 DHevap2 = 52053* (1-Tr2)"(0.3199-0.212*Tr2+0.25795*Tr2"2) ;
366 DHevapL = 0.5* (DHevapl+DHevap2) ;

367 evap = (C(3j,1Nw)-C(j-1, iNw) ) *DHevapL;

368 eq(iT) = energyfluxleft(j,C,Cp,condL, condmeml, params)-evap-...
369 energyfluxright (j,C,Cp, condR, condmemR, params) ;

370 elseif j == nj

371 TO = params (3*nregion+6); % initial temperature (K)
372 Tin = TO;

373 Tcool = TO;

374 [Hgasin, Hgasout, Hwin, Hwout, DHevapout] =

375 calc_enthalpy(j,Tin,C, [cyO2in;cyN2in;cywin;0]);

376 cconvin = Hgasin*cgasNin+Hwin*cNwlin;

377 ccond = cNcond*DHevapout;

378 cgaslD = 0;

379 for i = iNO2:iNH2

380 cgaslD = cgaslD + fluxleft(j,1i,C,Cp,params,pore?l,porel);
381 end

382 cliglD = fluxleft(j,iNwl,C,Cp,params,pore2l,porel);

383 cconvout = Hgasout* (cgasNout-cgaslD)+Hwout* (cNwout-cliglD) ;
384 cgenohm = C(j,iil)*C(j,1i1)*0.05/100;

385 htcoeff = params (3*nregion+15); % heat transfer coeff (W/cm2 K)
386 condL = 0.5* (props2L(11l)+propsl (11));

387 eg (iT) = cgenohm-cconvout+cconvin+ccond-...

388 htcoeff*(C(j,1iT)-Tcool)+...

389 energyfluxleft (j,C,Cp,condL, [],params) ;

390 end

391

392 | $ Equation 17: Membrane Thickness

393 if jJ > bound(3) && j <= bound(4)

394 eq(iL) = C(j,1iL)-C(3-1,iL);

395 elseif j == bound(3)

396 eq(iL) = C(3j,1iL) - C(j,itau);
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397 else

398 eq(ilL) = C(j,1iL);

399 end

400

401 | & Equation 18: Membrane Expansion Fraction

402 if 3 >= bound(3) && j < bound(4)

403 dx = L(3)/ (bound(iregion2+1)-bound(iregion2)) ;

404 Lmem = 0.5* (props2R(9) +tprops3(9)) ;

405 eg(itau) = C(j+1l,itau)-C(j,itau) +Lmem*dx;

406 else

407 eg(itau) = C(j,itau);

408 end

409

410 | & Equation 19: Liquid Water Pressure

411 kL = 0.1;

412 pthru = C(j,ipg)+0.02;

413 if 3 == 1

414 eq(ipl) = C(j,iNwl)+kL* (C(j,ipl)-pthru)*...

415 (tanh (C (3, ipl) —-pthru) +1);

416 elseif 3 > 1 && j <= bound(3)

417 dx = mesh(j,C,iregionl,params);

418 prmwlL = 0.5* (pore2L (3) +porel (3));

419 visH20L = (2695.3-6.6*0.5*(C(3,1T)+C(J-1,1iT))) *1le-11;

420 VOL = 0.5* (calc_density(j,C)+calc_density(j-1,C));

421 eq(ipl) = C(Jj,iNwl) +prmwL/visH20L* (C(j,ipl)-C(j-1,1ipl))/dx/VOL;
422 elseif j > bound(3) && j < bound(4)

423 eq(ipl) = C(j,ipl);

424 elseif j >= bound(4) && j < nj

425 dx = mesh(j,C,iregion2,params);

426 prmwR = 0.5* (pore2R(3) +pore3 (3));

427 visH20R = 0.5*(2695.3-6.6*0.5*(C(3,1iT)+C(j+1,iT))) *1le-11;

428 VOR = 0.5* (calc _density(j,C)+calc_density(j+1,C));

429 eq(ipl) = C(Jj,iNwl) +prmwR/visH20R* (C (j+1,ipl)-C(j,ipl)) /dx/VOR;
430 elseif j == nj

431 eq(ipl) = C(j,iNwl)+kL* (C(j,ipl)-pthru)*...

432 (tanh (C (3, 1pl) -pthru)+1);

433 end

434

435 | $ Equation 20: Liquid Water Pressure in the membrane

436 if 7 < bound(2)

437 eg(iplmem) = C(j,iplmem);

438 elseif j >= bound(2) && j < bound(5)

439 dx = mesh(j,C,iregion2, params) ;

440 VO = 0.5*% (calc_density(j,C)+calc density(j+1,C));

441 satR = 0.5* (pore2R (1) +pore3 (1)) ;

442 condmemvR = 0.5* (props2R (1) +props3 (1)) ;

443 condmemlR = 0.5* (props2R(2) +props3(2));

444 alphavR = 0.5* (props2R(3) tprops3(3));

445 alphalR = 0.5* (props2R(4) tprops3(4));

446 xivR = 0.5* (props2R(7) +tprops3 (7)) ;

447 xilR = 0.5* (props2R(8) +tprops3(8)) ;

448 eq(iplmem) = C(j,iNwmem) + satR* ((condmemlR*xil1R/F)*...
449 (C(J+1,1iv2)-C(]J,1iv2)) /dx+ (alphalR+condmemlR*xi1R"2/F"2)*. ..
450 0.1*V0* (C(j+1,iplmem)-C(j, iplmem)) /dx) +...

451 (1-satR) * ( (condmemvR*xivR/F) * (C(j+1,1iv2)-C(j,iv2))/dx +...
452 (alphavR+ condmemvR*xivR"2/F”*2)* (C(Jj+1,imuw)-C(J, imuw)) /dx) ;
453 elseif j == bound (5)
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eqg(iplmem) = fluxleft (j,iNwmem,C,Cp,params,pore2l,porel);
else

eq (iplmem)
end

C(j,iplmem) ;

% Equation 21: Liquid-water flux in porous media
if j <= bound(3)
eq (iNwl) = fluxleft(j,iNwl,C,Cp,params,pore2l,porel) -
fluxright (j,iNwl, C,Cp, params, pore2R, pore3) ;
elseif j > bound(3) && j < bound(4)
eqg(iNwl) = C(j,1iNwl);
elseif j >= bound (4)
eq(iNwl) = fluxleft(j,iNwl,C,Cp,params,pore2l,porel) -
fluxright (j,iNwl, C,Cp, params, pore2R, pore3) ;
end
% Equation 22: Fluoride Flux
if J < 0.5* (bound(4) +tbound(5))
eq (iNF) = fluxleft(j,iNF,C,Cp,params,pore2l,porel) -...
fluxright (j, iNF, C,Cp, params, pore2R,pore3) ;
elseif j == 0.5* (bound (4)+bound(5))
eq(iNF) = C(J,iNF);
else
eq (iNF) = fluxleft(j,iNF,C,Cp,params,pore2l,porel) -...
fluxright (j, iNF, C,Cp, params, pore2R, pore3) ;
end
% Equation 23: Fluoride Ion Concentration
DI = 2e-10;
DGDL = 4.2e-9;
if 7 < bound(2)
dx = mesh(j,C,iregion2,params);
eq(icF) = (C(j+1,icF)-C(3,icF))/dx +...
(C(j,1icF)+C(j+1,icF))*(C(j+1,iNF)+C(Jj,iNF))/ (2*DGDL) ;
elseif j >= bound(2) && j < 0.5* (bound(4)+bound(5))
dx = mesh(j,C,iregion2,params);
eq(icF) = (C(j+1,icF)-C(j,icF))/dx +...
(C(j,icF)+C(j+1,1icF))*(C(j+1,iNF)+C(j,iNF))/ (2*DI);
elseif j == 0.5%* (bound (4)+bound(5))
eq(icF) = (C(j+1,icF)-C(j,icF))/dx +...
(C(j,icF)+C(j+1,icF))*(C(j+1,iNF)+C(J,iNF))/ (2*DI)+
(C(j,icF)-C(j-1,icF))/dx +...
(C(j,icF)+C(j-1,icF))*(C(j-1,iNF)+C(],iNF))/ (2*DT);
elseif 3 > 0.5% (bound (4)+bound(5)) && j < bound(5)
dx = mesh(j,C,iregionl,params);
eq(icF) = (C(j,icF)-C(j-1,icF))/dx +...
(C(j,lCF)+C(]_l,lCF))*(C(j‘l,lNF)‘FC(j,lNF))/(Z*DI),‘
else
dx = mesh(j,C,iregionl,params);
eq(icF) = (C(j,icF)-C(j-1,icF))/dx +...
(C(j-1,icF)+C(j,icF))*(C(j,iNF)+C(j-1,iNF))/ (2*DGDL) ;
end
end

178




O J o U b Wb

WWWWWWWRNNNNONNNONNNONND R R R e e o
NGO R WNRPOW®OJIANU®WNRLROW®D-JoU & WN P O

function [porel,propsl,pore2l,props2L,pore2R,props2ik, ...
pore3,props3] = calc props(j,C,params)

nregion = params (1) ;
bound = params (2*nregion+3:3*nregion+3);
nj = bound(6);

if 3 > 1

iregion = region(1l,j,params);

porel = calc sat(iregion,j-1,C,params);

propsl = calc mem(iregion,j-1,C,porel,params);

pore2l = calc_sat(iregion, j,C,params);

props2L = calc mem(iregion,j,C,pore2l,params) ;
else

iregion = region(l,j,params);

pore2L = calc_sat(iregion, j,C,params);

props2L = calc mem(iregion,j,C,pore2l,params) ;

porel = pore2l;
propsl = props2L;

end
if jJ < nj
iregion = region(2,j,params);
pore3 = calc sat(iregion, j+1,C,params);
props3 = calc mem(iregion, j+1,C,pore3, params) ;

pore2R = calc_sat(iregion, j,C,params);

props2R = calc mem(iregion,j,C,pore2R,params) ;
else

iregion = region(2,j,params);

pore2R = calc_sat (iregion, j,C,params);

props2R = calc mem(iregion,j,C,pore2R,params) ;

pore3 = pore2R;

props3 = props2R;
end

end
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function props = calc mem(iregion,j,C,pore,params)

imuw = 5; iT = 15;

nregion = params (1) ;

EW = params (3*nregion+1l); % membrane equivalent weight (g/mol)
sigma = params (3*nregion+10); % bulk-phase conductivity (S/cm)
rho m = params (3*nregion+16)

’

MWO = 18.0152; % molecular weight of water (g/mol)
R = 8.314; % ideal gas constant (J/mol K)
Tref = 30+273.15; % reference temperature (K)

fperc = 0.06; % conductivity percolation threshold

epsM = [0.0 0.3 1 0.3 0.0]; % membrane volume fractions

epsO0 = [0.6 0.3 0 0.3 0.6]; % void fractions for gas transport

fwet = [0.6 0.3 0.0 0.3 0.6]; % fraction of hydrophilic pores

thcond = [0.015 0.003 0.0025 0.003 0.0125]; % eff thermal cond (W/cm K)
eta = [1.7 4.0 0.0 4.0 1.7]; % teflon loading

o)

% membrane properties

visH20 = (2695.3-6.6*C(]J,1iT))*1le-11; % water viscosity
VO = calc density(j,C);
Vm = EW/rho_m; % molar volume of the membrane (cm3/mol)
if C(j,imuw) > O
a = 1;
else
a = exp(C(J,imuw) / (R*C(J,1iT)));
end
xIlmaxl = 22; % maximum water content
% calculate water content from isotherm (Weber & Newman 2004)
b3 = 36; b2 = -42.8; bl = 20.45; b0 = 0.05;

xlamv = b3*a"3+b2*a”2+bl*a+b0;
sat = pore(l);
xlam = xlamv* (l-sat)+xlmaxl*sat;
% calculated membrane properties
fwater = (xlam*V0)/ (Vm+xlam*V0); % volume fraction of water in the
membrane
cwater = xlam/ (Vm+xlam*VO0) ;
cwaterv = xlamv/ (VO*xlamv+Vm) ;
cmemv = 1/ (VO0*xlamv+Vm) ;
fwaterv = xlamv*V0/ (xlamv*V0+Vm) ;
fwaterl x1lmax1*V0/ (x1maxl*vV0+Vm) ;
% electroosmotic coefficient (mol H20/mol H+)
if xlam < 1
xiv = xlam;
else
xiv = 1;
end
%11l = 2.55*exp (4000/R* (1/Tref-1/C(j,1iT)));

[

% mass transport coefficient (mol”2/(J cm s))
prmw = 1.8e-14;

prmw = prmw* (fwater/fwaterl) "2;

alphal = 1/V0*prmw/visH20/0.1/V0;

DH20m = 1.8e-5*exp (20000/R* (1/Tref-1/C(3,1iT)));
DH20 = DH20m*fwaterv;

xwaterv = cwaterv/ (cwaterv+cmemv) ;

alphav = cwaterv*DH20/R/C(]j,iT)/ (1l-xwaterv) ;
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58 % membrane conductivity (S/cm)
59 if fwaterv < fperc

60 condmemv = le-5;

61 disp('failure: membrane conductivity is zero')
62 elseif fwaterv >= 0.45

63 sigp = 0.5*(0.45-fperc)"1.5;

64 sigmxv = exp(15000/R* (1/Tref-1/C(3,1iT)));
65 condmemv = sigp*sigmxv;

66 else

67 sigp = 0.5* (fwaterv-fperc)"1.5;

68 sigmxv = exp (15000/R* (1/Tref-1/C(3,1T)));
69 condmemv = sigp*sigmxv;

70 end

71 if fwaterl < fperc

72 condmemnl = le-5;

73 disp('failure: membrane conductivity is zero')
74 elseif fwaterl >= 0.45

75 sigp = 0.5*(0.45-fperc)"1.5;

76 sigmxv = exp(15000/R* (1/Tref-1/C(3,1iT)));
77 condmeml = sigp*sigmxv;

78 else

79 sigp = 0.5*% (fwaterl-fperc)"1.5;

80 sigmxv = exp(15000/R* (1/Tref-1/C(3,1iT)));
81 condmeml = sigp*sigmxv;

82 end

83 thickm = 1+V0*xlam/Vm*0.36;

84 % H2 permeation coefficient (mol/bar/cm/s)

85 psiH21 = 1.8e-11*exp (21000/R* (1/Tref-1/C(3,1iT)));
86 psiH2v = (2.2e-1ll*fwaterv+2.9e-12)*exp (18000/R*...

87 (1/Tref-1/C(j3,1T)));

88 psiH2 = psiH21l*sat+(l-sat) *psiH2v;

89 % 02 permeation coefficient (mol/bar/cm/s)

90 psiO2l = 1.2e-11*exp (10000/R*(1/Tref-1/C(J,1iT)));
91 psiO2v = (l.9e-ll*fwaterv+l.le-12)*exp (22000/R*...
92 (1/Tref-1/C(3,1iT)));

93 Psi02 = psiO2l*sat+(l-sat) *psiO2v;

94 % effective properties

95 condmemv = condmemv*epsM(iregion)”~1.5;

96 condmeml = condmeml*epsM(iregion)”1.5;

97 alphav = alphav*epsM(iregion)”1.5;
98 alphal = alphal*epsM(iregion)”1.5

’

)
99 psiH2 = psiH2*epsM(iregion)"1.5;
100 | psiO2 = psiO2*epsM(iregion)~1.5;
101 | xiv = xiv*epsM(iregion)”~1.5;
102 | xil = xil*epsM(iregion)”~1.5;
103

104 | porsolid = 1l-epsO(iregion)-epsM(iregion);
105 | porcarbon = porsolid*fwet (iregion);

106 | tcond = thcond(iregion) *porcarbon”1.5;

107 | cond = sigma* (porcarbon*eta (iregion))”~1.5;

108

109 | props = [condmemv, condmeml,alphav,alphal,psil?2,psiO2,xiv,xil, ...
110 thickm, tcond, cond, V0] ;

111 | end
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function pore = calc_sat(iregion,j,C,params)

iT = 15; ipg = 16; ipl = 19;

nregion = params (1) ;

epsO = [0.6 0.3 0 0.3 0.6]; % void fractions for gas transport

fwet = [0.5 0.3 0.0 0.3 0.5]; % fraction of hydrophilic pores
anghl = [45 80 90.02 80 45]; % hydrophilic contact angle (degrees)
angho = [110 100 90.02 100 110]; % hydrophobic contact angle (degrees)
radl = [6 0.2 0.00125 0.2 6]; % characteristic pore size dist 1 (um)
rad2 = [0.7 0.05 0.00125 0.05 0.7]1;% characteristic pore size dist 2 (um)
widel = [0.6 1.2 0.3 1.2 0.6]; % pore size distribution 1 width
wide2 = [0.6 0.5 0.3 0.5 0.6]; % pore size distribution 2 width

frl = [1 0.5 1 0.5 17, % fraction of pore size distribution
perm = [0.6e-12 8e-15 1.8e-14 8e-15 0.6e-12]; %abs permeability (cm2)

% calculate wetting phase percolation threshold, satwO
if iregion ==
satwO = 0;
else
satw0 = -5.2363*%eps0 (iregion) "5+17.075*eps0 (iregion) *4-...
21.717*%eps0 (iregion) "3+13.696*eps0 (iregion) "2—-...
4.8164%eps0(iregion)+0.9989;
end
% calculate nonwetting irreducible saturation (maximum saturation),
satnw0
satnw0 = l-satw0;
if satnw0 < 0.85
satnwO = 0.85;
end

% capillary pressure definition

[o)

pc = C(J,ipl)-C(j,ipg); % bar
surft = (123.98-0.17393*C(]J,1iT))*1le-3; % surface tension (N/cm)

oe°
o

if fwet (iregion) < 0.15 || fwet(iregion) > 0.85
% assume single pore size distribution
% composite angle
angc = 180/pi*acos (fwet (iregion) *cos (anghl (iregion) *pi/180)+...
(1-fwet (iregion) ) *cos (angho (iregion) *pi/180)) ;

o)

if angc < 90 % hydrophilic

if pc < O
% critical radius (um)
r= -2*surft*cos (angc) /pc*10;
% calculate differential pore volume
x1 = log(r/radl (iregion) )/ (widel (iregion) *sqrt (2));
%2 = log(r/rad2 (iregion) )/ (wide2 (iregion) *sqrt (2));

vrl = 0.5*% (1+erf (x1));
vr2 = 0.5*% (l+erf (x2));

vr = frl(iregion) *vrl+ (l-frl (iregion)) *vr2;
prl = 0.5* (1l+erf (xl-widel (iregion) *sqrt(2))):;
pr2 = 0.5* (l+erf (x2-wide2 (iregion) *sqrt(2))):;
pr = frl(iregion) *prl+ (1-frl (iregion)) *pr2;
if abs (l-erf(xl)) > le-13
rkwl = (l-erf(xl-widel (iregion)/sqrt(2)))/ (l-erf(x1));
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rkl = radl (iregion) *exp (widel (iregion)~2/2) *rkwl;
else
rkl = 0;
end
if abs (l-erf(x2)) > le-13
rkw2 = (l-erf (x2-wide2 (iregion)/sqrt(2)))/ (l-erf(x2));
rk2 = rad2(iregion) *exp (wide2 (iregion)~2/2) *rkw2;
else
rk2 = 0;
end
SW = Vr;
prw = pr;
prg = l-pr;
elseif pc >= 0 % all pores filled
sw = 1;
prw = 1;
prg = 0;
rkl = 0;
rk2 = 0;
end
sat = sw;
if sat <= satwO0
effsat = 0;
sateff = 0;
epsg = epsO(iregion) * (1l-satw0) ;
taug = (epsO(iregion) * (satnwO-satw0))"*-0.5;
elseif sat >= satnwO
taug = le4;
epsg = 0;
sat = satnwO;
sateff = (satnwO-satwQ)/ (l-satw0);
effsat = 1;
else
effsat = (sat-satw0)/ (satnwO-satw0);
sateff = (sat-satw0)/(l-satwQ);
epsg = epsO(iregion) * (l-sat);
taug = (epsO(iregion) * (satnwO-sat))”*-0.5;
end
rk = rkl*frl (iregion)+rk2* (1-frl (iregion));
prmw = perm(iregion) *prw*sateff"2;
prmg = perm(iregion) *prg* (l-sateff)"2;
% hydrophobic
if pc <= 0 % all pores empty
snw = 0;
prw = 0;
prg = 1;
rkl = radl (iregion) *exp (widel (iregion)"2/2);
rk2 = rad2(iregion) *exp (wide2 (iregion)"2/2);
else % fill up HO pores
r = -2*surft*cos (angc*pi/180) /pc*10;
x1 = log(r/radl (iregion))/ (widel (iregion) *sqrt (2)) ;
%2 = log(r/rad2 (iregion) )/ (wide2 (iregion) *sqrt (2));
vrl = 0.5* (1l+erf (x1));
vr2 = 0.5*% (1l+erf (x2));
vr = frl(iregion) *vrl+ (1l-frl (iregion)) *vr2;
prl = 0.5* (1+erf (x1-widel (iregion) *sqgrt(2)));
pr2 = 0.5* (l+erf (x2-wide2 (iregion) *sqrt(2)));
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else

end

pr = frl(iregion) *prl+(1-frl (iregion)) *pr2;

snw = 1-vr;
pnw = l-pr;
pgnw = pr;
prw = pnw;

prg = pgnw;
if abs(l+erf(x1l)) > le-13
rkl = (l+erf (x1-widel (iregion)/sqrt(2)))/ (l+erf(x1l))*...
radl (iregion) *exp (widel (iregion) ~2/2);
else
rkl = 0;
end
if abs(l+erf(x2)) > le-13
rk2 = (l+erf (x2-wide2 (iregion)/sqrt(2)))/ (l+erf(x2))*...
rad2 (iregion) *exp (wide2 (iregion) *2/2) ;
else
rk2 = 0;
end
end
sat = snw;
rk = rk2*(1l-frl(iregion))+rkl*frl (iregion);
if sat <= satw0
sateff = 0;
effsat = 0;
epsg = epsO(iregion) * (1l-satw0) ;

taug = (epsO(iregion) * (satnwO-satw0))"*-0.5;
elseif sat >= satnwO

epsg = 0;

taug = le4;

rk = 0;

sateff = (satnwO-satwQ)/ (l-satw0);

effsat = 1;

sat = satnwO;
else

effsat = (sat-satw0)/ (satnwO-satw0) ;

sateff = (sat-satw0)/(l-satwQ);

epsg = epsO(iregion) * (1l-sat);

taug = (epsO(iregion) * (satnwO-sat))”*-0.5;
end
prmw = perm(iregion) *prw*sateff"2;

prmg = perm(iregion)* (l-sateff)"2*prg;

% assume two separate pore networks
% composite angles
angchl = 180/pi*acos(0.85*cos (anghl (iregion) *pi/180)+...

0.15*cos (angho (iregion) *pi/180)) ;

angcho = 180/pi*acos(0.15*cos (anghl (iregion) *pi/180)+...

0.85*cos (angho (iregion) *pi/180)) ;

if pc < 0 % fill up HI pores

r = —-2*surft*cos (angchl*pi/180) /pc*10;
x1 = log(r/radl (iregion))/ (widel (iregion) *sqrt (2));
%2 = log(r/rad2 (iregion) )/ (wide2 (iregion) *sqrt (2));

vrl = 0.5*% (1l+erf (x1));

vr2 = 0.5* (1l+erf (x2));

vr = frl(iregion) *vrl+ (1l-frl (iregion)) *vr2;
prl = 0.5* (l+erf (xl-widel (iregion) *sqrt(2))):;
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pr2 = 0.5* (1+erf (x2-wide2 (iregion) *sqgrt(2)));
pr = frl(iregion) *prl+ (l-frl (iregion)) *pr2;
SW = Vr;
snw = 0;
pw = pr;
pnw = 0;
pgw = l-pr;
pgnw = 1;
denoml = l-erf (x1);
denom?2 = l-erf (x2);
if abs(denoml) > le-13
rkwl = (l-erf (x1-widel (iregion)~2/sqrt(2)))/denoml;
rknwl = 1;
rkl = radl (iregion) *exp (widel (iregion)~2/2)*...
(fwet (iregion) *rkwl+ (1-fwet (iregion)) *rknwl) ;
else
rkl = (l+erf (x1-widel (iregion)/sqrt(2)))/ (l+erf(x1l))*...
radl (iregion) *exp (widel (iregion) ~2/2);
end
if abs(denom2) > 1le-13
rkw2 = (l-erf(x2-wide2 (iregion)"2/sqrt(2)))/denom2;
rknw2 = 1;
rk2 = rad2 (iregion) *exp (wide2 (iregion)~2/2)*...
(fwet (iregion) *rkw2+ (1-fwet (iregion) ) *rknw2) ;
else
rk2 = (l+erf (x2-wide2 (iregion)/sqrt(2)))/ (l+erf(x2))*...
rad2 (iregion) *exp (wide?2 (iregion) ~2/2) ;
end
elseif pc == % all HI filled, HO empty
sw = 1;
snw = 0;
pw = 1;
pnw = 0;
pgw = 0;
pgnw = 1;
rkl = radl (iregion);
rk2 = rad2(iregion);
elseif pc > 0 % all HI filled, fill HO
r = -2*surft*cos (angcho*pi/180) /pc*10;
x1 = log(r/radl (iregion))/ (widel (iregion) *sqrt (2)) ;
x2 = log(r/rad2 (iregion))/ (wide2 (iregion) *sqrt (2)) ;
vrl = 0.5* (1l+erf(x1));
vr2 = 0.5* (1l+erf (x2));
vr = frl(iregion)*vrl+(l-frl(iregion)) *vr2;
prl = 0.5* (1l+erf (x1-widel (iregion) *sqgrt(2)));
pr2 = 0.5* (1l+erf (x2-wide2 (iregion) *sqrt(2)));
pr = frl(iregion) *prl+(l-frl(iregion)) *pr2;
sw = 1;
snw = 1-vr;
pw = 1;
pnw = l-pr;
pagw = 0;
pgnw = pr;
denoml = l+erf (x1);
denom2 = l+erf (x2);
if abs(denoml) > le-13

rkl = (l+erf(xl-widel (iregion)/sqrt(2)))/denoml*...
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radl (iregion) *exp (widel (iregion) ~2/2);

else
rkl = 0;
end
if abs(denom2) > le-13
rk2 = (l+erf (x2-wide2 (iregion) /sqrt(2)))/denom2*. ..
rad2 (iregion) *exp (wide2 (iregion) "2/2);
else
rk2 = 0;
end
end
sat = fwet (iregion) *sw+ (l-fwet (iregion) ) *snw;

rk = rk2*(1-frl(iregion))+rkl*frl (iregion);
if sat <= satwO0

sateff = 0;

effsat = 0;

epsg = epsO(iregion) * (1l-satw0) ;

taug = (epsO(iregion) * (satnwO-satw0))"*-0.5;
elseif sat >= satnwO

epsg = 0;

taug = led;

rk = 0;

sateff = (satnwO-satw0)/ (l-satw0);

effsat = 1;

sat = satnw0;
else

sateff = (sat-satw0)/(l-satw0);

effsat = (sat-satw0)/ (satnwO-satw0);

epsg = epsO(iregion) *(1-sat);

taug = (epsO(iregion) * (satnwO-sat))”-0.5;
end
prw = (fwet (iregion) *pw+ (1-fwet (iregion)) *pnw) ;

prmw = perm(iregion) *prw*sateff”2;
prmg = perm(iregion) *prg* (l-sateff)"2;
end

( )

prg = (fwet (iregion) *pgw+ (1-fwet (iregion)) *pgnw) ;
( )
( )

%% set parameters if there is no water
f C(j,ipl) <= 0O
epsg = epsO(iregion);
taug = epsO0(iregion)”-0.5;
end
if iregion ==
prmw = perm(iregion);
end

-

prmg = prmg*le6;
if prmg < le-14
prmg = le-14;
end
pore = [sat,effsat,prmw,prmg, rk,epsqg, taugl;
end
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function energyfluxleft = energyfluxleft(j,C,Cp,sigma, kappa,params)
% Calculates the flux exiting the box to the left of point j
iNwmem = 6; iNO2 = 7; 1iNN2 = 8; iNw = 9; iNH2 = 10;

iy02 = 11; iyH2 = 14; iT = 15; ipg = 16; iNwl = 21;

% parameters

nregion = params(1l);

bound = params (2*nregion+3:3*nregion+3);

nj = bound(6);

F = 96485; % Faraday's constant (C/mol)

R = 83.14; % ideal gas constant (cm3 bar/mol K)

iregion = region(l,j,params);
dx = mesh(j,C,iregion,params);

thcond = [0.015 0.003 0.0025 0.003 0.0125]; % eff thermal cond (W/cm K)

o)

% Conduction

cond = -thcond(iregion)*(C(j,iT)-C(j-1,1T)) /dx;
if 3 ~=1
a [28.11 31.15 32.24 27.14 1;
b [-3.68e-06 -1.357e-2 1.924e-3 9.274e-3 1;
c = [1.746e-5 2.68e-5 1.055e-5 -1.381e-5];
d = [-1.065e-8 -1.168e-8 -3.596e-9 7.645e-9 ];
Cpr = a + b.*C(j=-1:3,iT) + c.*(C(j=-1:9,1iT))."2 +d.*(C(j-1:3,1iT))."3;

Cpgas Cpr*C(j-1:3,1iy02:1iyH2)';
CpgasL = (Cpgas(1,1)+Cpgas(2,2))/2;
Cpw = (2.7637e5-2090.1*C(j-1:3,1iT)+8.125*C(j-1:3,1iT) ."2—-...
1.4116e-2*C(j-1:3,1iT) .”3+9.3701le-6*C(j-1:73,41T) ."4)/1000;
CpwL = 0.5*% (Cpw (1) +Cpw(2));
end

% Convection (Flux into the box to the left)
if 3 > 1 && j <= bound(3)

gasflux = C(Jj,iNH2)+C(]J, iNw)+C(j-1,1NO2)+C (j-1, iNN2) ;
elseif j > bound(4) && j <= nj

gasflux = C(j-1,iN0O2)+C(j-1,1iNN2)+C(j-1,1iNw)+C(j,iNH2) ;
else

gasflux = 0;

end
if 3 ~=1
end
if 3 == 1
conv = 0y
elseif 7 > 1 && j <= bound(2)
conv = (CpgasL*gasflux+CpwL*C(j,iNwl))*T;
elseif j > bound(2) && j <= bound(3)
conv = (CpgasL*gasflux+CpwL*C(j,iNwl)+CpwL*C(j-1,iNwmem) ) *T;
elseif j > bound(3) && j <= bound(4)
conv = CpwL*C(j-1, iNwmem) *T;
elseif j > bound(4) && j <= bound(5)
conv = (CpgasL*gasflux+CpwL*C(j-1,iNwl)+CpwL*C (j-1,iNwmem) ) *T;
elseif j > bound(5) && j < nj
conv = (CpgasL*gasflux+CpwL*C(j-1,1iNwl))*T;
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elseif j == nj
conv = 0;
end

o\

Reaction terms

% reaction 1 = HOR heat generation
% reaction 2 = ORR heat generation
% reaction 3 = ohmic heating

st = [1 2*F -4*F];

heat = heat react(j,iregion,C,sigma, kappa) ;

if 3 ~=1
heatlL = heat react(j-1,iregion,C,sigma, kappa);
else
heatlL = heat;
end
w = 0.75;
acc = 0;

gen = st* (wr*heat+ (1l-w)*heatl) *dx/2;

if isempty(Cp) == % transient
dt = params (3*nregion+19); % time spacing
a [28.11 31.15 32.24 27.14 1
b [-3.68e-6 -1.357e-2 1.924e-3 9.274e-3 1;
c = [1.746e-5 2.68e-5 1.055e-5 -1.381le-5];
d = [-1.065e-8 -1.168e-38 -3.596e-9 7.645e-9 1;

Cprp = a + b.*Cp(3J-1:3,1T) + c.*(Cp(j-1:3,iT))."2 +...
d.*(Cp(3-1:3,1iT)) ."3;

Cpgasp Cp(j-1:7,1iy02:1iyH2) *Cprp';

Cpgaslp = (Cpgasp(l,1)+Cpgasp(2,2))/2;

CT = (C(j,ipg)/C(j,iT)+C(j—l,ipg) /C(j_l/iT))/(Z*R);

CTp = (Cp(J,ipg)/Cp(3,iT)+Cp(3-1,1ipg)/Cp(3-1,1T))/ (2*R);

dTdt = w*0.5* (CpgasL*CT*C(j,iT)-CpgasLp*CTp*Cp(j,iT))/dt+...
(1-w) *0.5* (CpgasL*CT*C (j-1,iT) -CpgasLp*CTp*Cp (j-1,1iT)) /dt;
acc = dTdt*dx/2;
end

% Flux leaving the box to the left
energyfluxleft = cond + conv + gen - acc;

end
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function energyfluxright = energyfluxright (j,C,Cp, sigma, kappa, params)

[

% Calculates the flux exiting the box to the left of point j
iNwmem = 6; iNO2 = 7; 1iNN2 = 8; iNw = 9; iNH2 = 10;
iy02 = 11; iyH2 = 14; iT = 15; ipg = 16; iNwl = 21;

% parameters

nregion = params(1l);

bound = params (2*nregion+3:3*nregion+3);

nj = bound(6);

F = 96485; % Faraday's constant (C/mol)

R = 83.14; % ideal gas constant (cm3 bar/mol K)

iregion = region(2,j,params);
dx = mesh(j,C,iregion,params);

thcond = [0.015 0.003 0.0025 0.003 0.0125];

o)

% Conduction

cond = -thcond(iregion)* (C(Jj+1,iT)-C(j,1iT)) /dx;
if j ~= nj
a = [28.11 31.15 32.24 27.14 1;
b [-3.68e-6 -1.357e-2 1.924e-3 9.274e-3 1;
c = [1.746e-5 2.68e-5 1.055e-5 -1.381e-5];
d = [-1.065e-8 -1.168e-8 -3.596e-9 7.645e-9 ];
Cpr = a + b.*C(j:j+1,iT) + c.*C(j:j+1,iT) .2 +d.*C(j:j+1,4iT)

Cpr*C(j:j+1,1iy02:1yH2)';
CpgasR = (Cpgas(1,1)+Cpgas(2,2))/2;
Cpw = (2.7637e5-2090.1*C(j:j+1,iT)+8.125*C(J:J+1,1T) ."2-...
1.4116e-2*C(j:3+1,1iT) .”3+9.3701le-6*C(j:j+1,41iT)."4)/1000;
CpwR = 0.5* (Cpw (1) +Cpw (2)) ;
end

% Convection (Flux into the box to the left)
if 3 >= 1 && j < bound(3)

gasflux = C(j+1,iNH2)+C(j+1,1iNw)+C(j, iNO2)+C(J, iNN2) ;
elseif j >= bound(4) && j < nj

gasflux = C(j,1N0O2)+C(j,iNN2)+C(j,iNw)+C(j+1,1iNH2) ;
else

gasflux = 0;

end
if 3 ~= nj
end
if 3 == 1
conv = 0y
elseif §J > 1 && j <= bound(2)
conv = (CpgasR*gasflux+CpwR*C(j+1,iNwl))*T;
elseif j > bound(2) && j < bound(3)
conv = (CpgasR*gasflux+CpwR*C(j+1,iNwl)+CpwR*C (j, iNwmem) ) *T;
elseif j >= bound(3) && j < bound(4)
conv = CpwR*C (j,iNwmem) *T;
elseif j >= bound(4) && j < bound(b)
conv = (CpgasR*gasflux+CpwR*C(j,iNwl) +CpwR*C(j, iNwmem) ) *T;
elseif j >= bound(5) && j < nj
conv = (CpgasR*gasflux+CpwR*C(j,iNwl))*T;

.33

189




58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99

elseif j == nj
conv = 0;
end

o\

Reaction terms

% reaction 1 = HOR heat generation
% reaction 2 = ORR heat generation
% reaction 3 = ohmic heating

st = [1 2*F -4*F];

heat = heat react(j,iregion,C,sigma, kappa) ;

if §J ~=1
heatR = heat react(j+1l,iregion,C, sigma, kappa) ;

else
heatR = heat;

end

w = 0.75;

acc = 0;

gen = st* (wr*heat+ (1l-w)*heatR) *dx/2;

if isempty(Cp) == 0 % transient
dt = params (3*nregion+19); % time spacing
a = [28.11 31.15 32.24 27.14 1;
b [-3.68e-6 -1.357e-2 1.924e-3 9.274e-3 1;
c = [1.746e-5 2.68e-5 1.055e-5 -1.381e-5];
d = [-1.065e-8 -1.168e-8 -3.596e-9 7.645e-9 ];
CT = (C(j/lpg) /C(j,iT)+C(j+1,ipg)/C(j+1,iT))/(2*R);
CTp = (Cp(J,ipg)/Cp(3,iT)+Cp(3+1,1ipg)/Cp(j+1,1iT))/(2*R);

Cprp = a + b.*Cp(J:3+1,1T) + c.*(Cp(j:J+1,iT))."2 +...
d.*(Cp(3:3+1,1iT)) ."3;
Cpgasp = Cp(j:j+1,1iy02:iyH2) *Cprp';
CpgasRp = (Cpgasp(1l,1)+Cpgasp(2,2))/2;
dTdt = w*0.5* (CT*CpgasR*C (j,1T)-CTp*CpgasRp*Cp (j,iT)) /dt +
(1-w) *0.5* (CT*CpgasR*C (j+1,iT) -CTp*CpgasRp*Cp (J+1,iT)) /dt;
acc = dTdt*dx/2;
end

% Flux leaving the box to the left
energyfluxright = cond + conv - gen + acc;
end
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function NL =
% Calculates
ivl = 2; 1iiZ2
iNw = 9; iNH2

% parameters
nregion = par
nspecies = pa
bound = param
R = 83.14;

F = 96485;

iregion =
dx =

reg
mesh (j,C

[0.0 0
[0.6 0

®
o)
[4)
o
Il

% Flux in the
i == iNH2
flux = C(
elseif i == 1
if §j <= b
flux
else
flux
end
elseif i == 1
if j <= Db
flux
else
flux
end
elseif i == 1
if 3 <=0
flux
elseif j
flux
end
else
flux =
end

C(

= 0.75;
Reaction
reaction
reaction
reaction
reaction
reaction
reaction
st = zeros(
st (iNO2, :)
st (iNwmem, :
st (1NH2, :)
st (
st (

te

A0 A0 o° o° AP o° o =

3

I~ 0 Ny O W

iNw, :) = [
iiz2,:) = [

fluxleft(j,1i,C,Cp,params,pore2l,porel)
the flux exiting the box to the left of point j

= 3; iv2 = 4; iNwmem = 6; iNO2 = 7; iNN2 = 8;

= 10; iT = 15; ipg = 16; iNwl = 21; iNF = 22; icF
ams (1) ;

rams (2) ;

s (2*nregion+3:3*nregion+3) ;
% ideal gas constant (cm3 bar/mol K)
% Faraday's constant (C/mol)

ion(l,3j,params);
,iregion,params) ;

o\

membrane volume fractions

.31 0.3 0.0];
.30 0.3 0.6]; % void fractions for gas transport
box to the left

j, 1)

Nw

ound (3)

= C(J,1);

= C(]_ll l);

Nwl
ound (3)
= C(jri);

= C(j_ll i)

NF

.5*% (bound (4) +bound (5) )
C(jli);

0.5* (bound (4) +bound (5) )
C(j_llj—);

vl

j_ll l);

rms

= HOR

= ORR

= water transfer from membrane to gas

= water transfer from membrane to liquid
= water transfer from liquid to gas

= H202 and fluoride generation

,6) 7

[0 -1 0 0 0 -17;

= [0 2 -1 -10 01;
[-1 0 0 0 0 071;
00101 07];

2*F —-4*F 0 0 0 -2*F];
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58 st (iNwl,:) = [0 0 O 1 -1 0];

59 St (iNF,:) = [0 0 0 0 O 1/dx];

60 rate = react(j,C,iregion,pore2l);

61 if j ==

62 ratel = rate;

63 else

64 ratel = react(j-1,C,iregion,porel);

65 end

66 gen = st(i,:)* (w*rate+ (l-w)*ratel) *dx/2;

67

68 acc = 0;

69 if isempty(Cp) == $transient

70 dt = params (3*nregion+19); % time spacing

71 if 1 == 1i2

72 acc = 0;

73 elseif i == iNwmem

74 cwaterv = calc_cwater (j,iregion,C,params) ;

75 cwatervp = calc _cwater(j,iregion,Cp,params) ;
76 if 3 > 1

77 cwatervlL = calc cwater(j-1,iregion,C,params);
78 cwatervpL = calc cwater(j-1,iregion,Cp,params);
79 else

80 cwatervlL = cwaterv;

81 cwatervpL = cwatervp;

82 end

83 dcdt = w*0.5* (cwaterv-cwatervp) /dt+...

84 (1-w) *0.5* (cwatervL-cwatervpL) /dt;

85 acc = epsM(iregion) *dcdt*dx/2;

86 elseif i == iNwl

87 V0 = calc density(j,C);

88 pore = calc_sat(iregion, j,C,params);

89 VOp = calc_density(j,Cp);

90 porep = calc_sat (iregion, j,Cp,params);

91 if j ==

92 V0oL = VO0;

93 porel = pore;

94 VOLp = VOp;

95 porelp = porep;

96 else

97 VOL = calc density(j-1,C);

98 porel = calc_sat(iregion,j-1,C,params);
99 VOLp = calc density(j-1,Cp);

100 porelp = calc_sat(iregion,j-1,Cp,params);
101 end

102 dcdt = w*0.5* (pore (1) /VO-porep (1) /V0p) /dt+. ..
103 (1-w) *0.5* (poreL (1) /VOL-porelLp (1) /VOLp) /dt;
104 acc = eps0(iregion) *dcdt*dx/2;

105 elseif i == iNF

106 if J =1

107 dedt = (C(3j,icF)-Cp(j,icF)) /dt;

108 else

109 dcdt = w*0.5*(C(j,1cF)-Cp(j,icF))/dt+...
110 (1-w) *0.5*(C(j-1,1icF)-Cp(j-1,icF)) /dt;
111 end

112 acc = (l-epsO(iregion)) *dcdt*dx/2;

113 else

114 if J == 1
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115 pore = calc_sat(iregion,j,C,params);

116 porep = calc sat(iregion,j,Cp,params);

117 CT = C(3,1ipg)/(C(3,1iT)*R);

118 CTp = Cp(3,ipg)/(Cp(J,1iT) *R);

119 dcdt = (CT* (1-pore(l))*C(j,i+tnspecies)-...

120 (1-porep (1)) *CTp*Cp (j, i+nspecies)) /dt;

121 else

122 pore = calc_sat(iregion,j,C,params);

123 porel = calc sat(iregion,j-1,C,params);

124 porep = calc_sat (iregion, j,Cp,params);

125 poreplL = calc_sat(iregion,j-1,Cp,params);

126 CT = (C(j,ipg)/C(3,iT)+C(3-1,1ipg)/C(j-1,1iT))/ (2*R);
127 CTp = (Cp(J,ipg)/Cp(3,iT)+Cp(3-1,1ipg)/Cp(J-1,1T))/ (2*R);
128 dcdt = w*0.5* (CT* (1-pore(l))*C(j,i+tnspecies)-...
129 CTp* (1-porep (1)) *Cp(j, i+nspecies)) /dt+...

130 (1-w) *0.5* (CT* (1-poreL (1)) *C(j-1,i+nspecies)-...
131 CTp* (1-porepL (1)) *Cp (j-1, i+nspecies)) /dt;

132 end

133 acc = epsO(iregion) *dcdt*dx/2;

134 end

135 | end

136

137 | NL = flux + gen - acc;

138 | end

139

140

141

142
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function NR = fluxright(j,i,C,Cp,params,pore2R,pore3)
% Calculates the flux exiting the box to the right of point j

ivl = 2; ii2 = 3; iv2 = 4; iNwmem = 6; iNO2 = 7; iNN2 = 8;

iNw = 9; iNH2 = 10; iT = 15; ipg = 16; iNwl = 21; iNF = 22; icF =

% parameters

nregion = params (1) ;

nspecies = params(2);

bound = params (2*nregion+3:3*nregion+3);
nj = bound(6) ;

R = 83.14; % ideal gas constant (cm3 bar/mol K)

F = 96485; % Faraday's constant (C/mol)
iregion = region(2,j,params);

dx = mesh(j,C,iregion,params) ;

epsM = [0.0 0.3 1 0.3 0.0]; % membrane volume fractions

epsO = [0.6 0.3 0 0.3 0.6]; % void fractions for gas transport;

% Flux in the box to the right
if i == iNH2
flux = C(j+1,1);
elseif i == iNw
if j <= bound(3)
flux = C(j+1,1);

else
flux = C(j,1);
end
elseif i == iNwl

if § <= bound(3)
flux = C(j+1,1);

else
flux = C(j,1i);
end
elseif i == iNF
if 7 <= 0.5*% (bound(4) +bound(5))
flux = C(j+1,1);
elseif j > 0.5* (bound (4) +bound (5))
flux = C(j,1);
end
else
flux = C(j,1);
end
w = 0.75;
% Reaction terms
% reaction 1 = HOR
% reaction 2 = ORR
% reaction 3 = water transfer from membrane to gas
% reaction 4 = water transfer from membrane to liquid
% reaction 5 = water transfer from liquid to gas
% reaction 6 = H202 and fluoride generation
st = zeros(23,6);
st (iNO2,:) = [0 -1 0 O O -11;
st (iNwmem, :) = [0 2 -1 -1 0 01];
st (iNH2,:) = [-1 0 0 O O O];
st (iNw,:) = [0 0O 1 0 1 0],
st (ii2,:) = [2*F -4*F 0 0 0 -2*F];
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89
90
91
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100
101
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103
104
105
106
107
108
109
110
111
112
113
114

st (INwl, :) = [
st (iNF, :) = [0
J

rate
if j

else

end
gen

acc
if i

0001 -1071;
0000 1/dx1;

= react(j,C,iregion,pore2R);

== nj

rateR = rate;

rateR react (j+1,C, iregion, pore3);

= st(i,:)*(w*rate+ (1-w) *rateR) *dx/2;

= Q;
sempty (Cp) == % transient
dt = params (3*nregion+19); % time spacing
if 1 == 1ii2
acc = 0;
elseif i == iNwmem
cwaterv = calc_cwater (j,iregion,C,params) ;
cwatervp = calc _cwater(j,iregion,Cp,params) ;
if j < nj
cwatervR = calc cwater(j+1,iregion,C,params) ;
cwatervpR = calc cwater(j+1,iregion,Cp,params) ;
else
cwatervR = cwaterv;
cwatervpR = cwatervp;
end
dcdt = w*0.5* (cwaterv-cwatervp) /dt+...
(1-w) *0.5* (cwatervR-cwatervpR) /dt;
acc = epsM(iregion) *dcdt*dx/2;
elseif i == iNwl
V0 = calc density(j,C);
pore = calc_sat(iregion, j,C,params);
VOp = calc_density(j,Cp);
porep = calc_sat (iregion, j,Cp,params);
if § == nj
VOR = VO;
poreR = pore;
VORp = VOp;
poreRp = porep;
else
VOR = calc density(j+1,C);
poreR = calc_sat (iregion,j+1,C,params) ;
VORp = calc density(j+1,Cp);
poreRp = calc_sat(iregion, j+1,Cp,params) ;
end
dcdt = w*0.5* (pore (1) /VO-porep (1) /V0p) /dt+. ..
(1-w) *0.5* (poreR (1) /VOR-poreRp (1) /VORp) /dt;
acc = eps0(iregion) *dcdt*dx/2;
elseif i == iNF
if jJ == nj
decdt = (C(3j,icF)-Cp(j,icF))/dt;
else
dcdt = w*0.5*(C(j,icF)-Cp(j,icF)) /dt+...
(1-w)*0.5* (C(j+1,icF)-Cp(j+1,icF)) /dt;
end
acc = (l-epsO(iregion)) *dcdt*dx/2;
else
if j == nj
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115 pore = calc_sat(iregion,j,C,params);

116 porep = calc sat(iregion,j,Cp,params);

117 CT = C(3,1ipg)/(C(3,1iT)*R);

118 CTp = Cp(3,ipg)/(Cp(J,1iT) *R);

119 dcdt = (CT* (1-pore(l))*C(j,i+tnspecies)-...

120 (1-porep (1)) *CTp*Cp (j, i+nspecies)) /dt;

121 else

122 pore = calc_sat(iregion,j,C,params);

123 poreR = calc_sat (iregion,j+1,C,params) ;

124 porep = calc_sat (iregion, j,Cp,params);

125 porepR = calc_sat(iregion, j+1,Cp,params);

126 CT = (C(3,1ipg)/C(3,iT)+C(3+1,1ipg) /C(J+1,1iT))/(2*R);
127 CTp = (Cp(J,ipg)/Cp(J,iT)+Cp(J+1,1ipg)/Cp(3+1,1T))/ (2*R);
128 dcdt = w*0.5* (CT* (1-pore(l))*C(j,i+tnspecies)-...
129 CTp* (1-porep (1)) *Cp(j, i+nspecies)) /dt+...

130 (1-w) *0.5* (CT* (1-poreR (1)) *C(j+1, i+nspecies)-...
131 CTp* (1-porepR (1)) *Cp (j+1, i+nspecies)) /dt;

132 end

133 acc = epsO(iregion) *dcdt*dx/2;

134 end

135 | end

136 | NR = flux - gen + acc;

137 | end

138

139

140

141
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function rate = react(j,C,iregion,pore)

Q

% Function for handling homoegenous reactions

rate = [0;0;0;0;0;01;
iT = 15; ipg = 16; ipl = 19;

sat = pore(l);

MW = 18.0152;

R1 = 83.14; % ideal gas constant (cm3 bar/mol K)

pc C(j,ipl)-C(j,ipg); % bar

rho w = 1.1603-5.371e-4*C(j,1iT); % density of water (g/cm3)
% vapor pressure corrected for Kelvin effect
pvap0 = exp(11.6832-3816.44/(C(3,1iT)-46.13));
rkelvin = exp ((pc*MW)/ (rho w*R1*C(j,iT)));
pvap = pvapO*rkelvin;

o)

% variable identifiers
ivl = 2; iv2 = 4; imuw = 5; iy02 = 11; iyw = 13; iyH2 = 14;
iT = 15; ipg = 16; ipl = 19; iplmem = 20;

F = 96485; % Faraday's constant (C/mol)
R = 8.314; % ideal gas constant (J/mol K)
R1 = 83.14; % ideal gas constant (cm3 bar/mol K)

Tref = 303.15;
FRT = F/(R*C(j,iT) ) ;

o\°

reference temperature (K)

kv = 1le5; % vapor water mass transfer coefficient

kL = 1le3; % liquid water mass transfer coefficient

kevap = 100; % prerate constant for liquid to vapor (cm/s)

al2 = 1le5; % electrode specific interfacial area (1/cm)

phimtH2 = 8e3; % thiele mass transfer for hydrogen (bar cm3 s/mol)

phimt02 = 6e3; % thiele mass transfer for oxygen (bar cm3 s/mol)
if iregion ~= 3

if iregion == || iregion == 4

o)

% Hydrogen Oxidation Reaction

alphac = 1;

alphaa = 1;

EAHOR = 9500; % activation energy (J/mol)

i0HOR = le-3*exp ((EAHOR/R) * (1/Tref-1/C(j,1T)));
etaHOR = C(j,1ivl)-C(j,1iv2); % overpotential
kHOR = (i1i0HOR/ (2*F)) * (exp (alphaa*FRT*etaHOR)) ;
PhiHOR = sqgrt (phimtH2*kHOR) ;

ef fHOR (3/ (phiHOR"2)) * (phiHOR/tanh (phiHOR) -1) ;
rate(l) = effHOR* (l-sat)*(al2/ (2*F))*i0HOR*. ..
(C(j,1pg) *C(j,1iyH2) *exp (alphaa*FRT*etaHOR) -...
exp (-alphac*FRT*etaHOR) ) ;

o)

% Oxygen Reduction Reaction

EAORR = 73269; % activation energy (J/mol)

U0 = 4.1868* (70650+8*C(j,1T)*1log(C(j,1iT))-92.84*C(j,1iT))/ (2*F);
i00RR = 1l.le-8%*exp ((EAORR/R)* (1/Tref-1/C(3,1iT)));

etaORR = etaHOR - UO; % overpotential

kORR = (100RR/ (4*F)) * (exp (—alphac*FRT*etaORR) ) ;

PhiORR sqrt (phimtO02*kORR) ;
effORR = (3/ (phiORR"2)) * (phiORR/tanh (phiORR)-1) ;
rate (2) = effORR* (l-sat)* (al2/ (4*F))*...
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end
end

end

o)

100RR* (C(J,1ipg) *C(J,1y02) *. ..
exp (-alphac*FRT*etaORR) —exp (alphaa*FRT*etaORR) ) ;

% water transfer to/from membrane

V0 = MW/rho w; % molar volume of water (cm3/mol)

rate(3) = kV*(C(j,imuw) - 0.1*VO*C(j,ipg) -
R*C(3,1T) *log ((C(3,1iyw) *C(J,1ipg)) /pvap0));

% water transfer from membrane to liquid
if C(j,iplmem) >= 0

rate (4) = kL*(C(Jj,iplmem)-C(Jj,ipl));
end

% Hydrogen Peroxide Formation (ORR 2e-)
% leads to fluoride release rate
U0 e2 = 0.695; % standard potential (V vs. SHE)
etaH202 = C(j,ivl)-C(J,1v2)-U0_e2; % overpotential
i0H202 = 0.007/10000; %$exchange current density (A/cm2)
rH202 = effORR* (1-sat) * (al2/ (2*F))*i0H202*. ..

(C(j,ipg) *C(j,1y02) *exp (-alphac*FRT*etaH202)) ;
kFRR = 4e-1; % rate constant for FRR from H202 (umol/cm2)
rate (6) = kFRR*rH202;

% water generation as gas

rate (5) = -kevap* (C(j,iyw)*C(j,ipg)-pvap)/R1/C(j,1T);
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function stefmax = stefan maxwell (mode,j,i,C,params,porel,pore2)

% Calculates the Stefan-Maxwell equation for species fluxes at a point J
% in the gas phase at steady state for constant T and P.

iNO2 = 7; iNH2 = 10; iy02 = 11; iyH2 = 14; iT = 15; ipg = 16;

nregion = params (l); nspecies = params(2);

R = 83.14; % ideal gas constant (cm3 bar/mol K)
% Knudsen diffusion
% 02 N2 H20 H2

MW = [31.9988; 28.014; 18.0152; 2.0159];
taug = 0.5* (porel (7) +pore2 (7))

epsg = 0.5*% (porel (6) +pore2 (6));

rk = 0.5*% (porel (5)+pore2(5));

diffusion = 0;

if mode ==
iregion = region(l,j,params); dx = mesh(j,C,iregion,params) ;
T = (C(j,iT)+C(j-1,1iT))/2; pg = (C(J,1ipg)+C(3-1,1pg))/2;
CT = (C(3,ipg) /C(3,1iT)+C(3-1,1ipg) /C(3-1,iT))/2/R;
gasmass = ((C(j,iy02:iyH2)+C(Jj-1,1iy02:iyH2))/2) *MW;
drive = (C(j,1)-C(3-1,1i))/dx + ((C(j,1)+C(3-1,1))/2)*...

((C(3,1ipg)-C(Jj-1,1ipg)) /dx)* (1-MW (i-iNH2) /gasmass) /pg;
D = diffcoeff(pg,T);
Deff = D/taug/epsg;
Dk = knudsen (T,MW (i-iNH2) , rk);
Dkeff = Dk/taug/epsg;
for k = iNO2:iNO2+nspecies-1
if k ~= i-nspecies
diffusion = diffusion + (C(j,i)*C(j,k)+C(j-1,1i)*C(J-1,k)...
-C(j, ktnspecies)*C(j,1i-nspecies)-C(j-1, k+nspecies)*...
C(j-1,i-nspecies))/ (2*CT*Deff (k-iNO2+1,1i-1iy02+1));

end
end
dk = -(C(j,i-nspecies))/ (CT*Dkeff) ;
diffusion = diffusion + dk;
elseif mode == 2
iregion = region(2,j,params); dx = mesh(j,C,iregion,params);
T = (C(J,iT)+C(j+1,iT))/2; pg = (C(J,ipg)+C(J+1,1ipg))/2;
CT = (C(3,ipg)/C(3,iT)+C(3+1,1ipg)/C(3+1,iT))/2/R;
gasmass = ((C(j,iy02:1iyH2)+C(j+1,iy02:iyH2))/2)*MW;
drive = (C(j+1,1i)-C(j,1i))/dx + ((C(3+1,1i)+C(F,1i))/2)*...

((C(3+1,ipg)-C(J,ipg)) /dx)* (1-MW (i-iNH2) /gasmass) /pg;
D = diffcoeff(pg,T);
Deff = D/taug/epsg;
Dk = knudsen (T,MW (1i-iNH2), rk);
Dkeff = Dk/taug/epsg;
for k = iNO2:iNO2+nspecies-1
if k ~= i-nspecies
diffusion = diffusion + (C(j,1i)*C(j,k)+C(j+1,1i)*C(j+1,k) ...
-C(j, k+tnspecies)*C(j,1i-nspecies)-C(j+1l, k+nspecies)*...
C(j+1,i-nspecies))/ (2*CT*Deff (k-iNO2+1,1-1y02+1));

end
end
dk = -(C(j,i-nspecies))/ (CT*Dkeff);
diffusion = diffusion + dk;
end
stefmax = drive - diffusion;
end
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B.5 Impedance Model Code for Case Study 1

MATLAB Code for Approach 1

1 n = 4; % number of unknowns at each mesh point
2 nj = 21; % number of mesh points

3 C = zeros(nj,n); % change variable

4

5 % parameters

6 alpha = 0.5;

7 sigma = 7; % S/cm

8 kappa = 7; % S/cm

9 i0 = le-3; % A/cm2

10 a = le5; % 1/cm

11 Cdl = le-7; % F/cm2

12 params = [alpha sigma kappa 10 a Cdl];

13

14 % operating conditions

15 L = 0.001; % cm

16 TO = 353.15; % K

17 Vecell = 0.2; % V

18 op_cond = [L TO Vcell];

19

20 % initial guess

21 C(:,1) = 0:0.5/(nj-1):0.5;

22 C(:,2) = 0.01;

23 C(:,3) = 0.5:-0.5/(nj-1):0;

24 C(:,4) = 0;

25 C ss = steady state(C,n,nj,params,op cond) ;

26

27 %% transient

28 frange = logspace(-3,6,91);

29 for ii = 1l:length(frange)

30 f = frange(ii); % Hz

31 T =1/f; % period (s)

32 omega = 2*pi*f; deltav = 0.001; % V

33 n cycle = 5; tfinal = T*n cycle; dt = 0.0005*T;
34 time(l) = 0; k =1; C = C_ss; Cp = C_ss;
35 Ct(:,:,1) = reshape(C_ss, [nj,n,1]);

36 while time < tfinal

37 k = k+1;

38 time (k) = time (k-1)+dt;

39 op_cond(3) = Vcell+deltaV*cos (omega*time (k));
40 C = transient(C,n,nj,params,op_cond,Cp,dt);
41 Ct(:,:,k) = C;

42 Cp = C;

43 end

44 V = reshape(Ct(1,2,:),1,size(Ct,3));

45 i = reshape(Ct(end,1,:),1,size(Ct,3));

46 Ir(ii) = trapz(i.*cos (omega.*time))/tfinal;
47 Ij(ii) = -trapz(i.*sin(omega.*time))/tfinal;
48 Vr(ii) = trapz(V.*cos (omega.*time))/tfinal;
49 Vj(ii) = -trapz (V.*sin(omega.*time))/tfinal;
50 Z(ii) = (Vr(ii)+13*Vj(ii))/(Ir(ii)+13*I5(ii));
51 clear time V 1 C Cp Ct

52 end
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1 function C = steady state(C,n,nj,params,op_cond)

2 jcount = 0; % current iteration

3 dC = 1le-9*ones(1l,n); % Delta C = small variation in wvalue of C
4

5 rtol = le-6; atol = le-9;

6 kerr = 1; kerrg = 1;

7

8 itmax = 10;

9

10 while (kerr == || kerrg == 1) && jcount < itmax
11 jcount = jcount+l; % update iteration

12 CC = C; % initialize CC

13 C = autoband(n,nj,C,dC,params,op_cond, [],0);
14 kerr = 0; kerrg = 0;

15 for 3 = 1l:nj

16 for i = 1:n

17 if kerr == 0 && kerrg ==

18 if abs(C(j,1)) > rtol*abs(CC(j,i))
19 kerr = 1;

20 end

21 if kerr == 1 && abs(abs(C(j,1))<atol)
22 kerr = 0;

23 end

24 end

25 end

26 for 1 = 1:n

27 C(j,1) :CC(j,i)+C(j,i);

28 end

29 end

30 end

31 end

Function transient is the same as function steady state except for lines 1 & 13:

1 function C = transient(C,n,nj,params,op cond,Cp,dt)

13 C = autoband(n,nj,C,dC,params,op cond,Cp,dt);
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function C = autoband(n,nj,C,dC,params,op cond,Cp,dt)

J = zeros (n*nj);

b = zeros(n*nj,1);

for 3 = 1:nj
A = zeros(n,n); % matrix of dG/dC at j-1
B = zeros(n,n); % matrix of dG/dC at j
D = zeros(n,n); % matrix of dG/dC at j+1

o©°

initialize G (k = 1, dC = 0)
= eqn(j,Jj,1,0,C,nj,params,op_cond, Cp,dt) ;

@

% generate A,B,D matrices
for k = 1:n

eq = ean(3, 3, k,dC(k),C,nj,params, op_cond, Cp,dt) ;

B(:,k) = -(eqg-G)./dC (k) ;

if 3 > 1
eq = eqn(j,j-1,%k,dC(k),C,nj,params,op cond,Cp,dt);
A(:,k) = -(eg-G)./dC(k);

end

if 3 < nj
eq = eqn(j,Jj+1,k,dC(k),C,nj,params,op cond,Cp,dt);
D(:,k) = -(eg-G)./dC(k);

end

[o)

% construct tridiagonal matrix
for m = 1:n

J((m-1)*nj+3j, (k-1)*nj+3j) = B(m,k);
if 3 > 1
J((m-1)*nj+3j, (k-1)*nj+j-1) = A(m, k);
end
if 3 < nj
J((m-1)*nj+3j, (k-1)*nj+j+1) = D(m, k);
end
end
% construct solution vector
b((k-1)*nj+3j) = G(k);
end
end
Js = sparse(J);
U = Js\b;
C = reshape (U,nj,n);
end
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function eq = eqn(j,Jjp,k,dC,C,nj,params,op_ cond, Cp,dt)

end

C(ip,sk) C(Jp, k) +dC;
% unknowns at each point
iil = 1; ivl = 2; ii2 = 3; iv2 = 4;

physical constants
= 8.314; % J/mol K
= 96485; % C/mol

oo

[o)

% parameters

alpha = params(l); sigma = params(2);
kappa = params(3); 10 = params(4);

a = params (5); Cdl = params(6);

% operating conditions
L = op cond(l); T = op_cond(2); Vcell = op cond(3);

dx = L/ (nj-1);
FRT = F/(R*T);

%% Equation 1: Charge Balance

if § ==

eq(iil) = C(3,11i1);
else

eq(iil) = (C(j,1il)-C(3j-1,1iil))/dx+(C(j,1i2)-C(3-1,1i2)) /dx;
end

%% Equation 2: Ohm's Law

if j ==

eq(ivl) = C(j,ivl) - Vcell;
else

eq(ivl) = C(j,iil) + sigma*(C(j,ivl)-C(3-1,ivl)) /dx;
end

%% Equation 3: Flux (no diffusion or convection)
if 3 < nj
eq(ii2) = C(j,1i2) + kappa*(C(j+1,1iv2)-C(j,iv2))/dx;
else
eq(ii2) = C(j,ii2);
end

%% Equation 4: Polarization (kinetics)

if j ==
eq(iv2) = C(3,iv2);
else
if dt == 0
acc = 0;
else
acc = a*Cdl* ((C(j,ivl)-C(3,iv2))-(Cp(J,ivl)-Cp(],1iv2)))/dt;
end

eq(iv2) = (C(j,1ii2)-C(j-1,1ii2))/dx +...
a*i0* (alpha*FRT* (C(j,1ivl)-C(]j,iv2))) +acc;
end
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MATLAB Code for Approach 2

Lines 1-25 the same as for Approach 1.

26 frange = logspace(-3,6,91);

27

28 for ii = 1l:length(frange)

29 f = frange(ii); % frequency (Hz)

30 omega = 2*pi*f; % angular frequency

31 op _cond = [L TO Vcell omega deltaV];

32 Ctilde = complex (C);

33 Ctilde = freq response(Ctilde,n,nj,params,op cond,C_ss);
34 Z(ii) = Ctilde(1,2)/Ctilde(end,1);

35 end

Function freq response is the same as function steady state except for lines 1 & 13.

1 function C = freq response(C,n,nj,params,op_cond,C_ss)

13 C = autoband Z(n,nj,C,dC,params,op cond,C ss);

Function autoband_z is the same as function autoband except for lines 12,16,19,23.

12 G =egn 72(j,J,1,0,C,nj,params,op_cond,C_ss);

16 eq = egqn_7(j,Jj,k,dC(k),C,nj,params,op cond,C_ss);

19 eq = eqn _7(3j,3j-1,%k,dC(k),C,nj,params,op_cond,C_ss);
23 eq = eqn Z(j,Jj+1,k,dC(k),C,nj,params,op cond,C ss);
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function eq = eqn 7 (j,Jjp,k,dC,C,nj,params,op_cond,C_ss)

C(Jjp,k) C(jp,k)+dC;

% unknowns at each point
iil = 1; ivl = 2; ii2 = 3; iv2 = 4;

% physical constants
R = 8.314; % J/mol K F

96485; % C/mol

% parameters
alpha = params(l); sigma = params(2); kappa = params (3);
a

i0 = params(4); = params (5); Cdl = params(6);

% operating conditions

L = op cond(l); T = op _cond(2); Vcell = op_cond(3);
omega = op_cond(4); deltaV = op cond(5);

dx = L/ (nj-1);
FRT = F/(R*T);

%% Equation 1: Charge Balance

eqg(iil) = C(j,1i1);

eq(iil) = (C(j,1i1)-C(j-1,1ii1))/dx+(C(j,112)-C(3-1,112))/dx;

%% Equation 2: Ohm's Law

if j ==

eq(ivl) = C(j,ivl) - deltav;
else

eq(ivl) = C(j,iil) + sigma*(C(j,ivl)-C(3-1,ivl)) /dx;
end

%% Equation 3: Flux (no diffusion or convection)

if 3 < nj

eq(ii2) = C(j,1i2) + kappa*(C(j+1,1iv2)-C(j,iv2))/dx;
else

eq(ii2) = C(3,1i2);
end

%% Equation 4: Polarization (kinetics)

(]
Q
[
<
N
Il

C(J,1iv2);

eq(iv2) = (C(j,1i2)-C(j-1,1i2))/dx +...
a*i0* (alpha*FRT* (C(j,1v1)-C(j,1iv2)))+...
a*Cdl*li*omega* (C(j,1ivl)-C(j,iv2));
end
end

205




MATLAB Code for Approach 3

Lines 1-25 the same as for Approach 1 and Approach 2.

26 frange = logspace(-3,6,91);

27

28 for ii = 1l:length(frange)

29 f = frange(ii); % frequency (Hz)
30 omega = 2*pi*f; % angular frequency
31 op_cond = [L TO Vcell omega deltaV];
32 Ctilde = [C_ss zeros(nj,n)];

33 Ctilde = freq response ReIm(Ctilde,n,nj,params,op _cond,C_ss);
34 CRe = Ctilde(:,1:n);

35 CIm = Ctilde(:,n+1:2*n);

36

37 VRe = CRe(1,2);

38 VIm = CIm(1,2);

39 iRe = CRe(end, 1);

40 iIm = CIm(end, 1) ;

41 Z(1ii) = (VRe+1li*VIm)/ (iRe+1i*iIm);

42 end

Function freq response ReImis the same as function steady state except for lines 1 & 13.

1

13

function C =

C

freq response ReIm(C,n,nj,params,op_cond,C_ ss)

= autoband ReIm(n,nj,C,dC,params,op cond,C ss);

Function autoband ReImis the same as function autoband except for lines 3-4,7-
9,12,16,19,23,44.

3 J = zeros(2*n*nj,2*n*nj); % block tridiagonal matrix

4 b = zeros(2*n*nj,1);

7 A = zeros(2*n,2*n); % matrix of dG/dC at j-1

8 B = zeros(2*n,2*n); % matrix of dG/dC at j

9 D = zeros(2*n,2*n); % matrix of dG/dC at j+1

12 G = egn_ReIm(j,3j,1,0,C,nj,params,op cond,C_ss);

16 eq = egn RelIm(j,]j,k,dC(k),C,nj,params,op cond,C ss);

19 eq = eqn ReIm(j,j-1,k,dC(k),C,nj,params,op cond,C ss);
23 eq = egn ReIm(j,j+1,k,dC(k),C,nj,params,op cond,C_ss);
44 C = reshape(U,nj,2*n);
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function eq = egn ReIm(j,Jjp,k,dC,C,nj,params,op cond,C_ss)
C(ip,k) = C(jp,k)+dC;
% unknowns at each point
i1l = 1; ivl = 2; ii2 = 3; iv2 = 4;
n = 4;
% physical constants
R = 8.314; % J/mol K F = 96485; % C/mol
% parameters
alpha = params(l); sigma = params(2);
kappa = params(3); 10 = params(4);
a = params(5); Cdl = params(6);
% operating conditions
L = op cond(l); T = op cond(2);
Vcell = op _cond(3); omega = op cond(4); deltaV = op cond(5);

dx = L/ (nj-1);
FRT = F/(R*T);

oo

% Equation 1:
Real
if j

oo

eq(iil) =
else

eq(iil) =
end
% Imaginary
if j

eg(iil+n)
else
eg(iil+n)

Charge Balance

C(3,11i1);

(C(j,iil)-C(j-1,1iil))/d=x+(C(],1ii2)-C(j-1,1ii2)) /dx;

= C(j,iil+n);

= (C(j,1iil+n)-C(j-1,1iil+n)) /dx+...

(C(3,1ii24n)-C(j-1,1ii2+n)) /dx;

end

o

% Equation 2:
Real
if j

o

eq(ivl)
else

eq(ivl) =
end
% Imaginary
if § ==
eq(ivl+n)
else

eqg(ivl+n)
end

o

% Equation 3:

Real

if 3 < nj
eq(iiz2) =

else

eq(ii2) =

oe

Ohm's Law

C(j,ivl) - deltav;

C(j,iil) + sigma*(C(j,ivl)-C(j-1,1ivl)) /dx;
= C(j,ivl+n);

= C(j,1il+n) + sigma*(C(j,ivli+n)-C(j-1,ivl+n)) /dx;

Flux (no diffusion or convection)
C(j,ii2) + kappa* (C(j+1,1iv2)-C(3,1iv2)) /dx;
C(j,1i2);
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end

end
% Imaginary
if 3 < nj
eq(ii2+n) = C(j,ii2+n) + kappa* (C(j+1,iv2+n)-C(j,iv2+n)) /dx;
else
eqg(ii2+n) = C(j,ii2+n);
end

o

% Equation 4: Polarization (kinetics)

Real

if 3 ==
eq(iv2) = C(3,iv2);

else

eq(iv2) = (C(3,1i2)-C(j-1,41i2))/dx +...
a*i0* (alpha*FRT* (C(j,1iv1l)-C(j,iv2)))—-...
a*Cdl*omega* (C(j,ivl+n)-C(j,iv2+n));

o

end
% Imaginary
if §j ==
eq(iv2+n) = C(j,1iv2+n);
else
eq(iv2+n) = (C(j,ii2+n)-C(j-1,1ii2+n))/dx +...
a*10* (alpha*FRT* (C(j,ivl+n)-C(j,iv2+n)))+...
a*Cdl*omega* (C(j,ivl)-C(3j,1iv2));
end
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B.6 Impedance Model Code for Case Study 2

MATLAB Code for Calculating Steady State

Function steady state is the same.
Function transient is the same.

Function autoband is the same.
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function [eq,C] = egn(Jj,Jp,k,dC,C,nj,params,op_cond,Cp,dt)

end

C(ip,k) = C(jp,k)+dC;

% unknowns at each point

iil = 1; ivl = 2; ii2 = 3; 1iv2 = 4; iy02 = 5; iNO2 = 6;
% parameters

sigma = params (4); kappa = params(5); D = params(8);

% operating conditions
L = op cond(l); Vcell = op cond(3); CO = op cond(4); dx = L/ (nj-1);

%% Equation 1: Charge Balance

if 3 ==

eq(iil) = C(j,1iil);
else

eq(iil) = (C(j,1il)-C(3-1,1iil))/dx+(C(j,1i2)-C(j-1,1i12)) /dx;
end

%% Equation 2: Ohm's Law

if 7 == nj

eq(ivl) = C(j,ivl) - Vcell;
else

eq(ivl) = C(j,1iil) + sigma*(C(j+1,1ivl)-C(j,ivl)) /dx;
end

%% Equation 2: Flux (no diffusion or convection)

if § < nj
eq(ii2) = C(j,ii2) + kappa*(C(j+1,iv2)-C(j,1iv2))/dx;
else
eq(ii2) = C(3,112);
end

%% Equation 4: Polarization (kinetics)

if § ==
eq(iv2) = C(3,1iv2);
else
eq(iv2) = fluxleft(j,ii2,C,Cp,params,op cond,dt,dx)-...
fluxright(j,ii2,C,Cp, params, op cond,dt,dx);
end

% Equation 5: Concentration Gradient (Fick's Law)

if j ==

eq(iy02) = fluxright(j,iN0O2,C,Cp,params,op_cond,dt,dx) ;
else

R = 83.14; % cm3 bar / mol K

T = op cond(2); p = op _cond(5); CT = p/(T*R);

eq(iy02) = C(3j,iN02) + D*CT* (C(j,iy02)-C(j-1,iy02)) /dx;
end

% Equation 6: Flux (conservation of mass)

if j < nj
eq (iNO2) = fluxleft(j,iNO2,C,Cp,params,op cond,dt,dx)-...
fluxright (j, iNO2, C,Cp,params, op_cond,dt,dx) ;
else
eq (iNO2) = C(j,1iy02) - CO;
end
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function NL = fluxleft(j,i,C,Cp,params,op cond,dt,dx)
% Calculates the flux exiting the box to the left of point j
% Variable Identifiers
iil = 1; ivl = 2; ii2 = 3; 1iv2 = 4; iy02 = 5; iNO2 = 6;
n = params (1) ;

% Flux in the box to the left

if 1 == 1i2
flux = C(j-1,1);
elseif i == 1iNO2
flux = C(j,1);
end

% Reaction terms

F = 96845;
st = zeros(n,1l); st(ii2) = -4*F; st (iNO2) = -1;
rate = react(j,C,params,op cond);
if 3 ~=1
ratelL = react(j-1,C,params,op_cond);
else
ratel = rate;
end
w = 0.5;
gen = st (i)*(w*rate+ (l-w)*ratel)*dx/2;
if dt ==
acc = 0;
else
if 1 == ii2
a = params (6); Cdl = params(7);
if j ==
dvdt = a*Cdl* ((C(3j,ivl)-C(j,iv2))—-...
(Cp(j,ivl)-Cp(j,iv2)))/dt;
else
dvdt = 0.5*%a*Cdl* ((C(j,ivl1)-C(3,1iv2))-...
(Cp(j,1ivl)-Cp(j,1iv2)))/dt+...
0.5%a*Cd1l* ((C(j-1,ivl)-C(j-1,1iv2))~-...
(Cp(3-1,ivl)-Cp(3-1,iv2)))/dt;
end
acc = dvdt*dx/2;
elseif 1 == iNO2
R = 83.14; % cm3 bar / mol K
T = op_cond(2); p = op_cond(5); CT = e/ (T*R);
if 3 ==
decdt = CT*(C(j,1iy02)-Cp(j,iy02))/dt;
else

dcdt = 0.5*CT* ((C(3,1iy02)-Cp(J,1y02))/dt)+...
0.5*CT* ((C(j-1,1iy02)-Cp(j-1,1iy02))/dt);
end
acc = decdt*dx/2;
end
end

NL = flux + gen - acc;
end
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function NR = fluxright(j,1i,C,Cp,params,op cond,dt,dx)
% Calculates the flux exiting the box to the right of point j
% Variable Identifiers

iil = 1; ivl = 2; ii2 = 3; 1iv2 = 4; iy02 = 5; iNO2 = 6;

n = params(l); nj = params(2);

% Flux in the box to the right

if 1 == 1i2
flux = C(J,1);
elseif i == 1iNO2
flux = C(j+1,1i);
end

% Reaction terms
F = 96845; % C/mol

st = zeros(n,1l); st(ii2) = -4*F; st (iNO2) = -1;
rate = react(j,C,params,op cond);
if 3 ~= nj
rateR = react (j+1,C,params,op_cond) ;
else
rateR = rate;
end
w = 0.5;
gen = st (i)*(w*rate+ (l-w)*rateR)*dx/2;
if dt ==
acc = 0;
else
if 1 == ii2
a = params (6); Cdl = params(7);
if 7 == nj

dvdt = a*Cdl* ((C(3j,ivl)-C(j,iv2))—-...
(Cp(j,ivl)-Cp(J,iv2)))/dt;
else
dvdt = 0.5*%a*Cdl* ((C(j,ivl1)-C(3,1iv2))-...
(Cp(3,ivl)-Cp(3,iv2))) /dt+...
0.5%a*Cd1l* ((C(j+1,ivl)-C(j+1,iv2))~-...
(Cp(3+1,ivl)-Cp(Jj+1,1iv2)))/dt;

end
acc = dvdt*dx/2;
elseif i1 == iNO2
R = 83.14; % cm3 bar / mol K
T = op_cond(2); p = op_cond(5); CT = e/ (T*R) ;
if 3 == nj
decdt = CT*(C(j,1iy02)-Cp(j,iy02))/dt;
else

dcdt = 0.5*CT* ((C(3,1iy02)-Cp(J,1y02))/dt)+...
0.5*CT* ((C(j+1,1y02)-Cp(j+1,1iy02))/dt);
end
acc = decdt*dx/2;
end
end

NR = flux - gen + acc;
end
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function rate = react(j,C,params,op_cond)
% Function for handling homoegenous reactions
iil = 1; ivl = 2; ii2 = 3; 1iv2 = 4; iy02 = 5;

T = op_cond(2); p = op_cond(5); Tref = 303.15;

physical constants
= 8.314; % J/mol K
= 96485; % C/mol
FRT = F/(R*T)

o

Moo

’

alpha = params(3); al2 = params(6);
% exchange current density (A/cm2)
i00RR = le-7*exp((73269/R)* (1/Tref-1/T));
U0 = 4.1868* (70650+8*T*10og(T)=-92.84*T)/ (2*F);
rate = (al2/ (4*F)) *1i00RR*p*C(j,1iy02)*...
exp (-alpha*FRT* (C (j,1iv1l)-C(j,1iv2)-U0));

end

iNO2 = 6;

[

% standard potential
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MATLAB Code for Approach 2

20 n=6; % number of unknowns at each mesh point
21 nj = 21; % number of mesh points

22 C = zeros(nj,n); % change variable

23

24 % parameters

25 alpha = 1;

26 sigma = 7; % S/cm

27 kappa = 0.1; % S/cm

28 a = le3; % 1/cm

29 Cdl = 2e-5; % F/cm2

30 D = 0.3; % cm2/s (02 in water)
31 params = [n nj alpha sigma kappa a Cdl D];
32

33 % operating conditions

34 L = 0.001; % cm

35 TO = 353.15; % K

36 Vcell = 1; $ V

37 deltavVv le-5;

38 RH = 0.5;
39 p=1;

40 Pwsat = exp(11.6832-3816.44/(T0-46.13));
41 | CO = 0.21* (1-RH* (Pwsat/p));

42 op _cond = [L TO Vcell CO p];

43

44 load C_ss.mat C_ss

45 C ss = steady state(C_ss,n,nj,params,op_cond);
46

47 frange = logspace(-3,4,71);
48 for ii = 1l:length(frange)

49 f = frange(ii); % frequency (Hz)

50 omega = 2*pi*f; % angular frequency

51 op_cond = [L TO deltaV CO p omega];

52 Ctilde = complex(C_ss);

53 Ctilde = freq response(Ctilde,n,nj,params,op cond,C ss);
54 Z(1ii) = Ctilde(end,2)/(Ctilde(end,1));

55 end

Function freq response is the same.

Function autoband_z is the same.
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function eq =

end

C(ip,k)
iil = 1;

sigma =

o)

%% Equation
£3

-

eq(iil)
else

eq(iil)
end

%% Equation
if 3 == nj
eq(ivl)
else
eq(ivl)
end

%% Equation
f 3 < nj
eq(ii2)
else
eq(ii2)

-

eqg(iv2)
else
eq(iv2)

1:

egn_ 7z (j,Jjp,k,dC,C,nj,params,op_cond,C_ss)
C(jp, k) +dcC;

% unknowns at each point

ivl = 2;
% parameters
params (4) ;
% operating conditions

L = op _cond(1l); deltaVv =

ii2 = 3; iv2 = 4; iy02 = 5; 1iNO2 = 6;

kappa = params(5); D params (8) ;

op_cond(3); dx = L/ (nj-1);
Charge Balance

(C(3,1i1)-C(J-1,1i1)) /dx+(C(J,112)-C(J-1,1i2)) /dx;

Ohm's Law

C(j,ivl) - deltaVv;
C(j,1iil) + sigma*(C(j+1,1ivl)-C(j,ivl))/dx;
Flux (no diffusion or convection)
C(j,ii2) + kappa*(C(j+1,1iv2)-C(3j,1iv2))/dx;
C(j,llZ),
Polarization (kinetics)
C(inV2);

fluxleft z(j,1ii2,C,C_ss,params,op_cond,dx)-...

fluxright 7(j,1i2,C,C_ss,params,op cond, dx);

end

% Equation 5:

Concentration Gradient (Fick's Law)

if j ==
eq (iy02) fluxright 7 (j,iNO2,C,C_ss,params,op_cond,dx) ;
else
R = 83.14; % cm3 bar / mol K
T = op cond(2); p = op _cond(5); CT = p/(T*R);
eq (1y02) C(j,iN0O2) + D*CT*(C(j,iy02)-C(j-1,1iy02)) /dx;
end
% Equation 6: Flux (conservation of mass)
if j < nj
eq (iNO2) = fluxleft 7z (j,iNO2,C,C_ss,params,op_cond,dx)-...
fluxright 7 (j,iNO2,C,C_ss,params,op_cond,dx) ;
else
eq(iN02) = C(j,1iy02);
end
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function NL = fluxleft Z(j,i,C,C_ss,params,op_cond, dx)
% Calculates the flux exiting the box to the left of point j
% Variable Identifiers
iil = 1; ivl = 2; ii2 = 3; 1iv2 = 4; iy02 = 5; iNO2 = 6;
n = params (1) ;

% Flux in the box to the left

if 1 == 1i2
flux = C(j-1,1);
elseif i == 1iNO2
flux = C(j,1);
end

% Reaction terms

F = 96845;
st = zeros(n,1);
st (i1i2) = -4*F; st (iNO2) = -1;
rate = react Z(j,C,params,op _cond,C_ss);
if 3 ~=1
ratelL = react 7 (j-1,C,params,op _cond,C _ss);
else
ratel = rate;
end
w = 0.5;
gen = st(i)* (w*rate+ (l-w)*ratel)*dx/2;

a = params (6); Cdl = params(7); omega = op_cond(6);
if 1 == ii2
if j ==
dvdt = a*Cdl*li*omega* (C(j,ivl)-C(j,1iv2));
else
dvdt = 0.5*a*Cdl*li*omega* (C(j,ivl)-C(j,iv2))+...
0.5*a*Cdl*1li*omega* (C(j-1,1iv1)-C(j-1,1iv2));

’

end
acc = dvdt*dx/2;
elseif 1 == iNO2
R = 83.14; cm3 bar / mol K

T = op_cond(2); p = op_cond(5);
CT = p/(T*R);

if § ==
dcdt = li*omega*CT*C(j,1iy02);
else
dcdt = 0.5*1i*omega*CT*C(j,1iy02)+0.5*1i*omega*CT*C(j-1,1y02) ;
end
acc = dcdt*dx/2;

end

NL = flux + gen - acc;
end
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function NR = fluxright 7 (j,1i,C,C_ss,params,op_cond,dx)
% Calculates the flux exiting the box to the right of point j
% Variable Identifiers

iil = 1; ivl = 2; ii2 = 3; 1iv2 = 4; iy02 = 5; iNO2 = 6;

n = params(l); nj = params(2);

% Flux in the box to the right

if 1 == ii2
flux = C(j,1i2);
elseif i == 1iNO2
flux = C(j+1,1);
end

% Reaction terms
F = 96845; % C/mol

st = zeros(n,1);
st (ii2) = -4*F; st (iNO2) = -1;
rate = react Z(j,C,params,op_cond,C_ss);
if §J ~= nj
rateR = react z(j+1,C,params,op cond,C_ss);
else
rateR = rate;
end
w = 0.5;
gen = st(i)*(w*rate+ (l-w)*rateR)*dx/2;

a = params (6); Cdl = params(7); omega = op_cond(6);
if 1 == 1ii2
if 3 == nj
dvdt = a*Cdl*li*omega* (C(j,ivl)-C(3j,1iv2));
else
dvdt = 0.5*%a*Cdl*li*omega* (C(j,ivl)-C(j,iv2))+...
0.5*a*Cdl*li*omega* (C(j+1,ivl)-C(j+1,1iv2));

’

end
acc = dvdt*dx/2;
elseif i == 1iNO2
R = 83.14; cm3 bar / mol K

T = op_cond(2); p = op_cond(5);
CT = p/(T*R);

if j == nj
dcdt = li*omega*CT*C(j,iy02);
else
dcdt = 0.5*1i*omega*CT*C(j,1iy02)+0.5*1i*omega*CT*C(j+1,1y02);
end
acc = dcdt*dx/2;

end

NR = flux - gen + acc;
end
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function rate = react 7 (j,C,params,op_cond,C_ss)
% Function for handling homoegenous reactions
iil = 1; ivl = 2; ii2 = 3; 1iv2 = 4; iy02 = 5; iNO2 = 6;

T = op_cond(2); p = op_cond(5); Tref = 303.15;
% physical constants

R = 8.314; % J/mol K

F

= 96485; % C/mol
FRT = F/ (R*T)

’

alpha = params(3); al2 = params(6);
% exchange current density (A/cm2)
i00RR = le-T7*exp ((73269/R)* (1/Tref-1/T));
U0 = 4.1868*(70650+8*T*1og(T)-92.84*T)/(2*F); % standard potential
const = (al2/(4*F))*100RR*p;
rate = -const*C_ss(j,1y02) *alpha*FRT*...
exp (-alpha*FRT* (C_ss (j,1ivl)-C ss(j,iv2)-U0))*...
(C(j,ivl)-C(j,iv2))+const*C(J,1y02)*...
exp (-alpha*FRT* (C_ss(j,iv1)-C ss(j,1iv2)-U0));
end

(V)
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MATLAB Code for Approach 3

Lines 1-28 the same as for Approach 2.

21
22
23
24
25
26
27
28
29
30
31
32

for

end

ii
f =

omega = 2*pi*f;

l:length (frange)
frange (ii); % frequency (Hz)
% angular frequency

op cond = [L TO deltaV CO p omegal;

Ctilde = freq response ReIm([C ss zeros(nj,n)],...

CRe =
CIm =

VRe
iRe

n,nj,params,op_cond,C ss);
Ctilde(:,1:n);

Ctilde(:,n+1:2*n);

CRe (end, 2) ; VIm = CIm(end, 2);
= CRe(end, 1) ; iIm = CIm(end,1);

Z(ii) = (VRe+1li*VIm)/ (iRe+1i*ilIm);

Function freq response ReImis the same.

Function autoband ReImis the same.
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function eq =

C(ip,k)

o)

% unknowns at

egn_ReIm(j,Jjp,k,dC,C,nj,params,op cond,C_ss)
C (jp, k) +dC;

each point

iil = 1; ivl = 2; ii2 = 3; 1iv2 = 4; iy02 = 5; iNO2 = 6;

n = params (1)

% parameters
sigma = param

% operating c
= op_cond (1

=

o\

o\°

Real
if 3 ==
eqg(iil) =
else
eq(iil) =
end
% Imaginary
if 3 ==
eq(iil+n)
else
eq(iil+n)
(C(3,
end

o\

oo

Real
if 7 == nj
eq(ivl) =
else
eqg(ivl) =
end
% Imaginary
if 7 == nj
eq(ivl+n)
else
eq(ivl+n)
sigma
end

oe

% Equation 3
Real
if 3 < nj
eq(iiz2) =
else
eq(iiz2) =
end
% Imaginary
if 3 < nj
eq(ii2+n)
kappa

oe

else
eqg(ii2+n)
end

% Equation 1:

% Equation 2:

’

s(4); kappa = params(5); D = params(8);

onditions
) ; deltaV

op_cond(3); dx = L/(nj-1);

Charge Balance
C(3,1i1);

(C(3,1i1)-C(3-1,1iil))/dx+(C(3,112)-C(j-1,112)) /dx;

= C(j,iil+n);
= (C(3,iil+n)-C(j-1,iil+n))/dx+...
ii2+n)-C(3-1,1i2+n))/dx;

Ohm's Law

C(j,ivl) - deltav;

C(j,iil) + sigma* (C(j+1,ivl)-C(3,ivl)) /dx;

C(j,ivli+n);
= C(j,1il+n) +...
*(C(j+1,iv1l+n)-C(j,ivli+n)) /dx;

: Flux (no diffusion or convection)

C(j,ii2) + kappa* (C(j+1,1iv2)-C(3,1iv2))/dx;

C(3,112);

= C(3,ii2+n) +...
*(C(j+1,1iv2+n)-C(j,iv2+n)) /dx;

= C(J,1i2+n);

220




58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108

end

o\°

% Equation 4: Polarization (kinetics)

% Real
if § ==
eq(iv2) = C(j,iv2);
else
eq(iv2) = fluxleft ReIm(j,1ii2,C,C_ss,params,op cond,dx)-...
fluxright ReIm(j,ii2,C,C ss,params,op_ cond,dx) ;
end
% Imaginary
if 3 ==
eqg(iv2+n) = C(j,1iv2+n);
else
eq(iv2+n) = fluxleft ReIm(j,ii2+n,C,C ss,params,op cond,dx)-...
fluxright ReIm(j,ii2+n,C,C_ss,params,op_cond,dx) ;
end

o°

% Equation 5: Concentration Gradient (Fick's Law)

% Real
if 3 == 1

eq(iy02) = fluxright ReIm(j,iNO2,C,C_ss,params,op cond,dx);
else

R = 83.14; cm3 bar / mol K

T = op_cond(2); p = op_cond(5);
CT = p/(T*R);
C(j,1NO2) + D*CT*(C(j,iy02)-C(j-1,1y02))/dx;

eq(iy02) =
end
% Imaginary
if 5 ==

eq(iy02+n) = fluxright ReIm(j,iNO2+n,C,C_ss,params,op_cond,dx);
else

R = 83.14; cm3 bar / mol K

T = op_cond(2); p = op_cond(5);
CT = p/(T*R);

eq(iy02+n) = C(j,iNO2+n) + D*CT*(C(j,iy02+n)-C(j-1,1y02+n)) /dx;
end
%% Equation 6: Flux (conservation of mass)
% Real
if 3 < nj
eq (iNO2) = fluxleft RelIm(j,iNO2,C,C ss,params,op cond,dx)-...
fluxright ReIm(j,iNO02,C,C ss,params,op cond, dx);
else
eq(iN0O2) = C(j,1iy02);
end
% Imaginary
if 3 < nj

eq (iNO2+n)= fluxleft ReIm(j,iNO2+n,C,C_ss,params,op_cond,dx)-...
fluxright ReIm(j,iNO2+n,C,C_ss,params,op_ cond,dx) ;
else
eq (iNO2+n) = C(j,1iy02+n);
end

221




O J o U b Wb

OO OO0 B B E DD DEWWOWWWWWWWWWNRNNNNNNNNNNNRERERERRERRRP BB P O
OO WNHFEFOWO-JOUTE WNRFRFOWOVW®O®JOAUEWNRPOW®O-JAU R WNREOWOW®OJoOU S WN - O

function NL = fluxleft RelIm(j,1i,C,C_ss,params,op_ cond,dx)
% Calculates the flux exiting the box to the left of point j
% Variable Identifiers
iil = 1; ivl = 2; ii2 = 3; 1iv2 = 4; iy02 = 5; iNO2 = 6;
n = params (1) ;

% Flux in the box to the left

if i == 1i2 || 1 == 1ii2+n
flux = C(j-1,1);

elseif 1 == iNO2 || 1 == 1iNO2+n
flux = C(j,1);

end

% Reaction terms

F = 96845;
st = zeros(2*n,2);
st (ii2,:) = [-4*F 0]; st (iNO2,:) = [-1 0];
st (ii2+n,:) = [0 -4*F]; st (iNO2+n,:) = [0 -1];
rate = react RelIm(Jj,C,params,op cond,C ss);
if 3 ~=1
ratelL = react ReIm(j-1,C,params,op cond,C _ss);
else
ratel = rate;
end
w = 0.5;
gen = sum(st(i,:).*(w*rate+ (l-w)*ratel)*dx/2);

a = params (6); Cdl = params(7); omega = op_cond(6);

if 1 == ii2
if § ==
dvdt = -a*Cdl*omega* (C(j,ivl+n)-C(j,iv2+n));
else
dvdt = -0.5*a*Cdl*omega* (C(j,ivli+n)-C(J,iv2+n))—-...
0.5*a*Cdl*omega* (C(j-1,ivl+n)-C(j-1,iv2+n));
end
acc = dvdt*dx/2;
elseif i == 1i2+n
if 3 ==
dvdt = a*Cdl*omega* (C(j,ivl)-C(3j,1iv2));
else

dvdt = 0.5*a*Cdl*omega* (C(j,1ivl)-C(j,iv2))+...
0.5*a*Cdl*omega* (C(j-1,ivl)-C(j-1,1iv2));

’

end
acc = dvdt*dx/2;
elseif i == 1iNO2
R = 83.14; % cm3 bar / mol K
T = op cond(2); p = op _cond(5); CT = p/(T*R);
if j ==
dcdt = -omega*CT*C(j,1y02+n) ;
else
dcdt = -0.5*omega*CT*C (3, 1y02+n)-0.5%*omega*CT*C(j-1,1y02+n) ;
end
acc = dcdt*dx/2;
elseif i == iNO2+n
R = 83.14; cm3 bar / mol K

T = op_cond(2); p = op_cond(5); CT = p/(T*R);
if § ==
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60
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64
65
66

els

end
acc
end

NL = flux + gen - acc;

end

dcdt = omega*CT*C (73, 1y02);

e
decdt

= dcdt*dx/2;

0.5*omega*CT*C (j,1y02)+0.5*omega*CT*C(j-1,1y02);
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function NR = fluxright ReIm(j,i,C,C_ss,params,op cond, dx)
% Calculates the flux exiting the box to the right of point j
% Variable Identifiers

iil = 1; ivl = 2; ii2 = 3; 1iv2 = 4; iy02 = 5; iNO2 = 6;

n = params(l); nj = params(2);

% Flux in the box to the right

if i == 1i2 || 1 == 1ii2+n
flux = C(J,1);

elseif 1 == iNO2 || 1 == 1iNO2+n
flux = C(j+1,1i);

end

% Reaction terms
F = 96845; % C/mol

st = zeros(2*n,2);
st (ii2,:) = [-4*F 0]; st (iNO2,:) = [-1 0];
st (ii2+n,:) = [0 -4*F]; st (iNO2+n,:) = [0 -1];
rate = react RelIm(Jj,C,params,op cond,C ss);
if 3 ~= nj
rateR = react ReIm(j+1,C,params,op cond,C_ss);
else
rateR = rate;
end
w = 0.5;
gen = sum(st(i,:).*(w*rate+ (l-w)*rateR)*dx/2);

a = params (6); Cdl = params(7); omega = op_cond(6);

if 1 == ii2
if 3 == nj
dvdt = -a*Cdl*omega* (C(j,ivl+n)-C(j,iv2+n));
else
dvdt = -0.5*a*Cdl*omega* (C(j,ivli+n)-C(J,iv2+n))—-...
0.5*a*Cdl*omega* (C(j+1,ivl+n)-C(j+1,1iv2+n));
end
acc = dvdt*dx/2;
elseif i == 1i2+n
if 3 == nj
dvdt = a*Cdl*omega* (C(j,ivl)-C(3j,1iv2));
else

dvdt = 0.5*a*Cdl*omega* (C(j,1ivl)-C(j,iv2))+...
0.5*a*Cdl*omega* (C(j+1,ivl)-C(j+1,1iv2));

’

end
acc = dvdt*dx/2;
elseif 1 == iNO2
R = 83.14; % cm3 bar / mol K
T = op cond(2); p = op _cond(5); CT = p/(T*R);
if 3 == nj
dcdt = -omega*CT*C(j,1y02+n) ;
else
dcdt = -0.5*omega*CT*C(j,1y02+n)-0.5*omega*CT*C(j+1,iy02+n) ;
end
acc = dcdt*dx/2;
elseif i1 == iNO2+n
R = 83.14; cm3 bar / mol K

T = op_cond(2); p = op _cond(5); CT = p/(T*R);
if § == nj
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58 dcdt = omega*CT*C (j,iy02);

59 else

60 dcdt = 0.5*omega*CT*C(j,1y02)+0.5%*omega*CT*C(j+1,1y02) ;
6l end

62 acc = dcdt*dx/2;

63 end

04

65 NR = flux - gen + acc;

66 end

1 function rate = react ReIm(j,C,params,op _cond,C_ ss)
2 % Function for handling homoegenous reactions

3 iil = 1; ivl = 2; ii2 = 3; iv2 = 4; iy02 = 5; iNO2 = 6;
4

5 T = op_cond(2); p = op_cond(5); Tref = 303.15;

6

7 % physical constants

3 R = 8.314; % J/mol K

9 F = 96485; % C/mol

10 | FRT = F/(R*T);

11

12 n = params (l); alpha = params(3); al2 = params(6);
13 % exchange current density (A/cm2)

14 i00RR = le-T7*exp((73269/R)* (1/Tref-1/T));

15 U0 = 4.1868* (70650+8*T*10og(T)=-92.84*T)/ (2*F); % standard potential (V)
16 const = (al2/(4*F))*100RR*p;

17 $ real

18 rate(l) = -const*C_ss(j,1y02) *alpha*FRT*...

19 exp (-alpha*FRT* (C_ss(j,iv1)-C ss(j,1iv2)-U0))*...
20 (C(j,1ivl)-C(j,1iv2))+tconst*C(j,1iy02)*...

21 exp (-alpha*FRT* (C_ss(j,iv1)-C ss(j,1iv2)-U0));

22 % imaginary

23 rate(2) = -const*C_ss(j,1y02) *alpha*FRT*...

24 exp (-alpha*FRT* (C_ss(j,iv1)-C ss(j,1iv2)-U0))*...
25 (C(j,ivl+n)-C(j,iv2+n))+const*C(j,iy02+n)*...

26 exp (-alpha*FRT* (C_ss(j,iv1)-C ss(j,1iv2)-U0));

27 end
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