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ABSTRACT

In this article we analyze the interactions among the assembler and two component suppliers in their pro-
curement decisions under a Vendor-Managed Inventory (VMI) contract. Under the VMI contract, the assem-
bler  rst o!ers a unit price for each component and will pay component suppliers only for the amounts
used to meet the actual demand. The two independent component suppliers then decide on the produc-
tion quantities of their individual components before the actual demand is realized. We assume that one
of the component suppliers has uncertainty in the supply process, in which the actual number of compo-
nents available for assembly is equal to a random fraction of the production quantity. Under the assembly
structure, both component suppliers need to take into account the underlying supply uncertainty in decid-
ing their individual production quantities, as both components are required for the assembly of the  nal
product. We  rst analyze the special case under deterministic demand and then extend our analysis to the
general case under stochastic demand. We derive the optimal component prices o!ered by the assembler
and the corresponding equilibrium production quantities of the component suppliers.

1. Introduction

Sourcing components from a complex global supplier network
can lead to a high degree of uncertainty in the supply process.
Various supply chain glitches such as unexpected supply dis-
ruptions, insu�cient supplier capacity, or transportation delays
across borders can cause unexpected shortfalls in the required
components and halt the assembly of the �nal products. At the
same time, long procurement lead times in a global supply net-
work make it di�cult and expensive to deal with such com-
ponent shortfalls using emergency orders. Consequently, �rms
need to e�ectively manage supply uncertainty in their compo-
nent procurement decisions to avoid such potential component
shortfalls. This is especially critical for products with rapidly
changing technology or short life cycle such as electronic prod-
ucts, as it is expensive to keep safety stock of components due to
high obsolescence costs.

In this article we analyze the interactions among the assem-
bler and component suppliers in their procurement decisions
under a Vendor-Managed Inventory (VMI) contract. Specif-
ically, we assume that the assembler needs to procure two
required components from two independent suppliers to assem-
ble the �nal product. Under the VMI contract, the assem-
bler �rst o�ers a unit price for each component and will pay
component suppliers only for the amounts used to meet the
actual demand. Based on the unit component prices o�ered by
the assembler, the two independent component suppliers then
decide on the production quantities of their individual com-
ponents and ship the components to the assembler before the
actual demand is realized. Here, we assume that the production
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and/or transportation lead times are long, so there is no oppor-
tunity for a second shipment after the actual demand is realized.
Excess components, if any, will be salvaged. The VMI contract
allows the assembler to transfer the associated risk of inventory
mismatching to the component suppliers.

We assume that one of the two component suppliers has
uncertainty in the supply process, in which the actual amount of
components available for assembly is equal to a random fraction
of the production quantity. As such, this component supplier
needs to take into account the underlying supply uncertainty in
deciding his production quantity. At the same time, the other
component supplier will also need to consider this supply uncer-
tainty in deciding her production quantity, as both components
are required for the assembly of the �nal product. Thus, sup-
ply uncertainty of one component can a�ect the production and
procurement decisions of all other required components under
the assembly structure.

The objective of this article is to understand how supply
quantity uncertainty (referred to simply as supply uncertainty
hereafter) can a�ect the production/procurement decisions of
the assembler and the component suppliers in a decentralized
assembly system under the VMI contract. We �rst analyze the
case under deterministic demand, so that we can isolate the
impact of supply uncertainty on the interactions among the
assembler and the component suppliers. We derive the optimal
component prices o�ered by the assembler and the correspond-
ing equilibrium production quantities of the component sup-
pliers. We then extend our analysis to the general case under
stochastic demand.

Copyright ©  “IIE”
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For the deterministic demand case, we �rst provide a (deter-
ministic) threshold product price below which it is not opti-
mal for the assembler to assemble the product and show that
this threshold price critically depends on the ratio of the unit
production cost of the two components. We then derive the
optimal component prices o�ered by the assembler in the VMI
contract and the corresponding equilibrium production quanti-
ties of the components. Our result shows that the optimal com-
ponent prices largely depend on the ratio of the unit produc-
tion cost of the two components and the product price. Fur-
thermore, the equilibrium production quantity of the compo-
nent with supply uncertainty depends on the unit component
price o�ered, unit production cost, and supply reliability distri-
bution, whereas the equilibriumproduction of the other compo-
nent, interestingly, is always equal to the deterministic demand
as long as the unit component price o�ered is above a certain
level.

For the stochastic demand case, we characterize an additional
(stochastic) threshold price for the product. When the product
price is below the deterministic threshold price, it is not opti-
mal for the assembler to assemble the product. When the prod-
uct price is between the deterministic and stochastic threshold
prices, it is optimal for the assembler to target the production to
meet only the minimum demand level. In this case, the optimal
component price o�ered by the assembler and the correspond-
ing equilibriumproduction quantities are given by the results for
the deterministic demand case with demand being equal to this
minimum demand level. Only when the product price is above
the stochastic threshold price is it then pro�table for the assem-
bler to target production above the minimum demand level. We
further provide a Lagrangian method to solve for the optimal
component prices o�ered by the assembler and the correspond-
ing equilibrium production quantities of the two components.
We then conduct a set of numerical experiments to illustrate the
impact of supply uncertainty, demand uncertainty, and product
price on the optimal decisions of the assembler and component
suppliers in the system.

One important result from our analysis is the identi�ca-
tion of two threshold prices, for which the optimal procure-
ment decisions critically depend onwhether the product price is
above or below these two threshold prices. Interestingly, we also
show that supply uncertainty greatly a�ects these two threshold
prices, whereas demand uncertainty has no impact on these two
threshold prices. On the other hand, both supply and demand
uncertainty a�ect the equilibrium production quantities of the
suppliers when the product price is above the stochastic thresh-
old price. This behavior is similar to that observed for a central-
ized assembly system studied by Pan and So (2010).

The rest of the article is organized as follows. Section 2 pro-
vides a literature review of relevant research. Section 3 provides
our problem formulation and the basic notation of our model.
In Section 4 we analyze the optimal component pricing by the
assembler and the corresponding equilibrium production deci-
sions by the component suppliers under deterministic demand.
In Section 5 we extend our analysis to the general case under
stochastic demand. We also provide some numerical results to
illustrate our analysis and gain some managerial insights. We
summarize the results of our article in Section 6. All mathemat-
ical proofs are provided in the Appendix.

2. Literature review

Our article is concerned with the optimal procurement strate-
gies under supply uncertainty. Recently, there is increasing inter-
est in this research area, as �rms need to e�ectively manage sup-
ply uncertainty in today’s complex global supply chains; see, for
instance, the recent works of Tomlin (2006), Dada et al. (2007),
Serel (2008), Burke et al. (2009), Federgruen and Yang (2009),
Tang et al. (2014), and Xu and Lu (2013). However, none of the
above papers consider component procurement strategies under
an assembly structure. Under the assembly structure, it is impor-
tant to coordinate the joint component procurement decisions,
as all components need to be available for the �nal assembly.We
refer to Song and Zipkin (2003) for a recent review on research
works that study the coordination of component-ordering deci-
sions and inventory policies in evaluating the performance of
assemble-to-order systems. However, most research papers dis-
cussed in this review do not consider supply uncertainty of
components.

Our article speci�cally deals with supply quantity uncer-
tainty, which is closely related to research works on random
yields; see Yano and Lee (1995) for a comprehensive review
on earlier research papers in this area. Therefore, our article is
closely related to the stream of research that analyzes the com-
ponent inventory policies for assembly systems with random
yields. Yao (1988) examines the inventory decision of compo-
nents in an assembly system with random yields. Singh et al.
(1990) present some models that explicitly take into account
random yield losses of individual components in a semiconduc-
tor manufacturing environment. Gerchak et al. (1994) analyze a
single-period lot sizing decision model for an assembly system
with random yields. Gurnani et al. (2000) study the supplyman-
agement of a two-component assembly system with stochastic
demands and random yields. Pan and So (2010) study a cen-
tralized assemble-to-order system, in which one of the compo-
nents faces supply quantity uncertainty and demand is assumed
to be price-dependent. They analyze how the supply quantity
uncertainty of one component can a�ect the product pricing and
ordering quantities of all components under the assembly struc-
ture. However, none of the above papers considers pricing and
production decisions in a decentralized setting.

Some recent research has studied the coordination of compo-
nent procurement decisions in decentralized assembly systems,
including Wang and Gerchak (2003), Bernstein and DeCroix
(2006), Bernstein et al. (2007), and Fang et al. (2008). How-
ever, none of these papers consider supply uncertainty. To our
knowledge, Gurnani and Gerchak (2007) is the earliest work
that examines the coordination of component production deci-
sions in a decentralized assembly system with supply quantity
uncertainty. They consider the setting where the assembler and
suppliers choose their ordering and production quantities based
on their own cost/reward structures. They analyze the condi-
tions when system coordination can be achieved and derive the
optimal contract parameters. Yan et al. (2010) later extend Gur-
nani and Gerchak’s model to allow for the case of asymmetric
suppliers. Guler and Bilgic (2009) also consider a decentralized
assembly system with uncertain yields and demands and study
the contracting issues in the coordination of the supply chain.
In contrast, our article studies a decentralized system, in which
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the assembler and the component suppliers use a VMI contract
to coordinate their procurement and production decisions.

3. Problem formulation

Consider a contract assembler who is anticipating a one-time
future order for an assemble-to-order customized product at
some �xed price p. The speci�c order quantity, denoted by D,
is uncertain. The assembly of the product requires one unit of
twomajor components. The two components, denoted by 1 and
2, are produced by two independent suppliers, referred to as sup-
plier 1 and supplier 2, respectively. The supply process of com-
ponent 1 is subject to uncertainty, in which the actual available
quantity is equal to ϵQ if Q is the production quantity, where ϵ
represents the supply reliability factor with support [0, 1]. This
supply uncertainty can be due to various potential glitches such
as unexpected supply disruptions, random yield of the produc-
tion process, or spoilage or theft during transportation or at the
assembler’s warehouse. On the other hand, the supply process of
component 2 is assumed to be perfectly reliable.

The assembler uses a VMI contract to coordinate the compo-
nent procurement process of the two suppliers. Under this VMI
contract, the assembler speci�es a unit price wi paid to supplier
i for each sold component i. Based on the assembler’s unit com-
ponent prices o�ered, the two suppliers decide the individual
production quantities of their components and deliver the com-
ponents to the assembler’s warehouse ready for product assem-
bly. The sequence of events are as follows:

1. The assembler speci�es the unit prices (w1, w2) o�ered
to the two component suppliers.

2. The two suppliers choose their individual production
quantities (Q1, Q2).

3. ϵQ1 units of component 1 and Q2 units of component 2
are available for assembly.

4. Demand D is realized.
5. The assembler assembles and delivers min (ϵQ1, Q2, D)

units of the customized product.
6. The assembler pays each individual suppliers based on

the components sold.
We use the following notation throughout this article.

p= unit product price;
ci = unit production cost of component i;
wi = unit component price paid to supplier i for each sold com-

ponent i;
Qi = the production quantity of component i;
ϵ= supply reliability factor of component 1;
g(.)= density function of ϵ;
G(.)= distribution function of ϵ;
µϵ =mean of the supply reliability distribution G(.);
f(.)= density function of demand D; and
F(.)= distribution function of demand D.

We also de�ne Ḡ(.) = 1− G(.) and F̄(.) = 1− F(.). To
simplify our technical exposition, we assume that for 0 � l <

u � 1, the density function g(.) has positive support on [l, u],
with g(x)= 0 for all x< l and x> u. Furthermore, g(x) is di�er-
entiable for x [l, u].

We assume that there is no shortage penalty and no salvage
value for excess components. However, adding such costs in our
model will not change our analysis and insights in any qualita-
tive manner. Also, we assume that both suppliers will choose to
produce the components when their expected pro�ts are equal
to zero. For instance, this happens where the unit component
production cost ci already includes some minimum acceptable
pro�t for supplier i.

We formulate the above decision process as a Stackelberg
gameplayed by the assembler against the two component suppli-
ers. The assembler acts as the Stackelberg leader by �rst choosing
the unit component prices (w1, w2) o�ered to the suppliers. The
two component suppliers act as the followers by simultaneously
choosing their individual component production quantities
(Q1,Q2). For any given pricing scheme chosen by the assembler,
the expected pro�t of each supplier depends on his/her own pro-
duction quantity as well as the production quantity of the other
supplier. Thus, for any given (w1, w2), the decision problem of
the two suppliers constitutes a Nash game. We refer to the Nash
game between the two suppliers as the supplier problem and the
decision problem for the assembler in the Stackelberg game as
the assembler problem. We assume that all parameters and dis-
tribution functions in themodel are known to the assembler and
both suppliers.

4. Deterministic demand

We�rst analyze the situationwhere the one-time future demand
D is deterministic. This allows us to isolate the impact of sup-
ply uncertainty to better understand the interactions among the
assembler and two suppliers.

4.1. The suppliers’ problem

Consider some �xed pricing scheme (w1, w2). Let (Q∗1,Q
∗
2 ) be

any Nash equilibrium production quantities. Since there is no
uncertainty in the supply of component 2, it is never optimal
for supplier 2 to produce more than D units of component 2 or
more than the production quantity of component 1, Q1. Thus,
(Q∗1,Q

∗
2 ) must satisfy the condition that Q∗2 ≤ min(D,Q∗1 ). For

any given Q2 � D, the expected pro�t of supplier 1 for any Q1,
with Q1 ! Q2, is given by

π1(Q1|Q2) = w1E[min(εQ1,Q2,D)]− c1Q1

= w1

[

∫
Q2
Q1

0

tQ1g(t )dt +
∫ 1

Q2
Q1

Q2g(t )dt

]

− c1Q1.

(1)

For any given Q1, the expected pro�t of supplier 2 for any Q2,
with Q2 �min (Q1, D), is given by

π2(Q2|Q1) = w2E[min(εQ1,Q2,D)]− c2Q2

= w2

[

∫
Q2
Q1

0

tQ1g(t )dt +
∫ 1

Q2
Q1

Q2g(t )dt

]

− c2Q2.

(2)
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Observe that one can interpret c1/µϵ as the expected produc-
tion cost for having one unit of component 1 available for assem-
bly. For any �xed w1 ! c1/µϵ, de�ne k as

∫ k

0

tg(t )dt = c1

w1
, (3)

and de�ne

ŵ2 =
c2

1− (
∫ k

0 G(t )dt )/k
. (4)

Observe that 0< k� 1. Intuitively, supplier 2 needs to in ate her
e�ective unit component cost to take into account the possibility
that supplier 1 does not produce su�cient number of matching
components due to supply uncertainty. In particular, supplier 2
will multiply her unit component cost c2 by an in ation factor
that depends on the distribution function of the supply reliabil-
ity factor ϵ as given in Equation (4). We can prove the following
result.

Proposition 1.

(i) If w1 < c1/µϵ, then (Q∗1,Q
∗
2 ) = (0, 0).

(ii) If w1 ! c1/µϵ and w2 ≥ ŵ2, then (Q∗1,Q
∗
2 ) = (D/k,D),

where k is de ned in Equation (3). Otherwise, (Q∗1,Q
∗
2 ) =

(0, 0).

Proposition 1(i) proves the intuitive result that the assembler
must o�er at least a unit price of c1/µϵ to suppler 1 to produce
component 1. Proposition 1(ii) further provides the minimum
prices (w1,w2) that the assembler needs to o�er to the two com-
ponent suppliers below which the suppliers will not produce
any component. We refer to these two minimum prices as the
threshold component prices. The threshold component price for
supplier 1 is equal to c1/µϵ, which is simply the e�ective cost of
producing one unit of component 1 available for assembly. On
the other hand, the threshold component price for supplier 2 is
equal to ŵ2 as de�ned in Equation (4), which depends on c1, c2,
w1, and the supplier reliability distribution G(.).

Proposition 1(ii) further shows that the equilibrium produc-
tion quantity Q∗1 = D/k depends on c1, w1, and the supplier
reliability distributionG(.), whereas the equilibrium production
quantity Q∗2 = D is independent of any other parameters in our
model. This is a rather interesting result, which suggests that
supplier 2 manages the risk due to supply uncertainty by adding
a price premium to her component rather than by adjusting her
production quantity. In particular, the assembler needs to o�er
a higher unit price ŵ2 than his unit production cost c2 for sup-
plier 2 to produce her components. Each unit of component now
earns an expected pro�t of (ŵ2 − c2) for supplier 2 to o�set the
potential loss due to insu�cient amount of (matching) compo-
nent 1, resulting in the expected pro�t of supplier 2 being zero.
Also, as long as it is pro�table for supplier 2 to produce, supplier
2 will produce up to the deterministic demand D.

4.2. The assembler’s problem

The assembler, as the Stackelberg leader, chooses the optimal
unit component prices (w∗1 , w

∗
2 ) o�ered to the suppliers tomax-

imize his own expected pro�t. Observe from Proposition 1 that
the equilibrium production quantity Q∗2 is always equal to D as
long as w2 ≥ ŵ2. Therefore, it is clear that the assembler will

simply select w∗2 = ŵ2. For any �xed w1 ! c1/µϵ and w2 =
ŵ2, Proposition 1 shows that Q∗1 = D/k and Q∗2 = D, and the
expected pro�t of the assembler can be expressed as

πa(w1) = (p− w1 − ŵ2)E[min(εQ∗1,Q
∗
2,D)]

= (p− w1 − ŵ2)D

[

1−
∫ k

0 G(t )dt

k

]

, (5)

where both ŵ2 and k depend onw1 as given in Equation (4) and
Equation (3), respectively.

Observe that (p− w1 − ŵ2) represents the unit pro�t mar-
gin for the assembler. De�ne

p̂ = min

{

w1 + ŵ2 : w1 ≥
c1

µε

, πa(w1) ≥ 0

}

. (6)

We refer to p̂ as the deterministic threshold price, such that p̂
represents the minimum product price below which it is not
pro�table for the assembler to assemble the product. Clearly, p̂ ≥
(c1/µε )+ c2 since ŵ2 ≥ c2. We illustrate our results in Fig. 1. In
particular, the optimal (w∗1 , w

∗
2 ) can be found along the line ŵ2

when p > p̂.
We next analyze how the di�erent model parameters a�ect

the deterministic threshold price p̂. In order to derive some
useful analytical results that allow us to better understand the
impact of supply uncertainty, we require some speci�c proper-
ties on the distribution function for the supply reliability factor
ϵ. In particular, we de�ne the following technical assumption.

Assumption 1: [xg′(x)+ 3g(x)]
∫ x

0 tg(t )dt − 3x2g(x)2 < 0 for
all x [l, u].

Proposition 2. Suppose that Assumption 1 holds:
(i) If c2/c1 � ug(u)/µϵ, then p̂ = (c1/µε )+ (c2u/µε ).
(ii) If (c2/c1) > ug(u)/µϵ, then

p̂ = c1
∫ k∗
0 tg(t )dt

+ c2

1−(
∫ k∗
0 G(t )dt )/k∗

, where k∗ is given by

k∗g(k∗)(k∗−
∫ k∗
0 G(t )dt )2

(
∫ k∗
0 tg(t )dt )3

= c2
c1

.

Proposition 2(i) shows that when the ratio between the two
unit component costs, c2/c1, is low, the deterministic threshold
price p̂ is given by (c1/µϵ)+ (c2/µϵ/u) at which c1/µϵ is the unit

Figure . Summary for the deterministic demand case.
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component price o�ered to supplier 1 and c2/(µϵ/u) is the unit
component price o�ered to supplier 2. In this case, no price pre-
mium above the e�ective unit production cost of component 1
is needed for supplier 1, whereas a price premium above the
unit production cost of component 2, c2, is required to induce
supplier 2 to produce the component. Proposition 2(ii) further
shows that when the ratio c2/c1 is high, a price premium above
the corresponding e�ective unit production cost is required to
induce both suppliers to produce the components. In this case,
k∗ < u, so w1 > c1/µϵ and ŵ2 < c2/(µε/u). In other words, the
assembler nowneeds to o�er a price premiumabove the e�ective
unit cost c1/µϵ for supplier 1, while lowering the price premium
for supplier 2.

Proposition 2 shows that the deterministic threshold price
depends critically on the ratio c2/c1. We can explain this result
as follows. There are two ways to induce supplier 2 to produce
the components: (i) by inducing supplier 1 to produce more
units or (ii) by o�ering a higher unit price for component 2.
When the ratio c2/c1 is low, the assembler can simply o�er a
higher unit component price to supplier 2. However, when com-
ponent 2 becomes more expensive relative to component 1, it
is cheaper for the assembler to induce supplier 1 to produce a
larger amount of component 1 by o�ering supplier 1 a price pre-
mium. By doing so, the assembler can reduce the price premium
o�ered to supplier 2 accordingly.

Let p̂− ((c1/µε )+ c2) be the price premium above the com-
bined e�ective unit cost of the two components for the assem-
bler to assemble the product. We refer to this quantity as the
assembler’s price premium. It is clear from Proposition 2(i) that
the assembler’s price premium is increasing in c2 but is indepen-
dent of c1 when c2/c1 � ug(u)/µϵ. Also, it is straightforward to
derive from Proposition 2(ii) and the Envelope Theorem that
the assembler’s price premium is strictly increasing in c1 and c2
when c2/c1 > ug(u)/µϵ.

Assume that the product price p is above the deterministic
threshold price p̂ given in Proposition 2 so that the assembler
would o�er su�ciently high unit component prices to the sup-
pliers to produce the two components.We now analyze the opti-
mal contract parameters (w∗1 , w

∗
2 ) to maximize the assembler’s

expected pro�t. Using Equation (4), we can rewrite the assem-
bler’s expected pro�t function given in Equation (5) as

πa(w1) = (p− w1)

(

1−
∫ k

0 G(t )dt

k

)

D− c2D. (7)

Note that k depends onw1 as given in Equation (3). Di�erentiate
πa(w1) in Equation (7) with respect to w1 and obtain

π ′a(w1) = −
(

1−
∫ k

0 G(t )dt

k

)

D+ (p− w1)
c1
∫ k

0 tg(t )dt

w2
1k

3g(k)
D,

which, using Equation (3), can be rewritten as

π ′a(w1) = −
(

1−
∫ k

0 G(t )dt

k

)

D+ (p− w1)
(
∫ k

0 tg(t )dt )
3

c1k3g(k)
D.

(8)

We can establish the following result.

Proposition 3. Suppose that Assumption 1 holds and p > p̂ as
given in Proposition 2:

(i) If c2/c1 � ug(u)/µϵ and p ≤ (c1/µε )+ (c1u
2g(u)/µ2

ε ),
then w∗1 = c1/µε and w∗2 = c2u/µε .

(ii) If c2/c1 >ug(u)/µϵ or p > (c1/µε )+ (c1u
2g(u)/µ2

ε ), then
w∗1 is uniquely solved by π ′a(w

∗
1 ) = 0 and w∗2 = ŵ2 as

de ned in Equation (4) accordingly.

Observe that the optimal prices (w∗1 , w
∗
2 ) given in Proposi-

tion 3(ii) have the property that w∗1 > c1/µε and w∗2 < c2u/µε .
Proposition 3(i) shows that when the ratio between the two unit
component costs, c2/c1, is low and the product price p is low, the
assembler should simply o�er the threshold component price
c1/µϵ to supplier 1 but o�er a unit component price of c2u/µϵ
to supplier 2 to o�set the risk for supplier 2 to produce the com-
ponent 2 due to the supply uncertainty of component 1. How-
ever, when either the ratio c2/c1 is high or the product price p is
high, the assembler needs to o�er a higher price than the thresh-
old component price so that supplier 1 would produce a larger
amount of component 1. When the ratio c2/c1 is high, it would
be cheaper for the assembler to entice supplier 1 to produce a
larger amount of component 1 by o�ering a higher unit com-
ponent price to supplier 1. When the product price p is high, it
would also be bene�cial for the assembler to entice supplier 1 to
produce a larger amount of component 1 due to the higher pro�t
margin. In either case, the risk of having an insu�cient amount
of component 1 is reduced with a higher production quantity of
component 1 and thus the assembler can reduce the unit com-
ponent price o�ered to supplier 2 accordingly.

The results in Propositions 2 and 3 require that Assumption
1 holds. It could be di�cult to verify Assumption 1 directly for
speci�c supply reliability distributions. However, we can show
that the following generalized uniform distributions and trun-
cated exponential distributions satisfy Assumption 1.

Proposition 4.

(i) Suppose that the distribution function of ϵ is given by

G(t ) =







0, t ≤ l

( t−l
u−l )

y, l < t < u,

1, t ≥ u

(9)

where 0 � l < u � 1 and y > 0. For l = 0 or y ≥
(3
√
5− 5)/10 ≈ 0.17, Assumption 1 holds.

(ii) Suppose that the supply reliability distribution of ϵ is given
by

G(t ) =







0, t ≤ l
1−e−λ(t−l)

1−e−λ(u−l) , l < t < u

1, t ≥ u,

(10)

where λ > 0 and 0� l< u� 1. Then, Assumption 1 holds.

It is straightforward to verify that the distribution function
G(t) as de�ned in Equation (9) is concave in t for 0 < y < 1 and
is convex in t for y > 1. Thus, this class of generalized uniform
distributions is useful as an approximation formore general sup-
ply reliability distribution functions by choosing the appropriate
parameter values of l, u, and y.

When the supply reliability density function g(.) fails to sat-
isfy Assumption 1, we can use a numerical search to �nd the
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deterministic threshold price p̂ given in Equation (6). In this
case, we can also conduct a numerical search to determine the
optimal w∗1 by �nding all solutions to the �rst-order condition
given in Equation (8). If there exists no solution to π ′a(w1) = 0
for w1 > c1/µϵ, thenw∗1 = c1/µε andw∗2 = c2u/µε . Otherwise,
we can evaluate the pro�t function πa(w1) given in Equation (7)
at all of those solution points together with the boundary solu-
tion w1 = c1/µϵ to determine the optimal w∗1 . Then, w

∗
2 = ŵ2

as de�ned in Equation (4) accordingly. We conducted a set of
numerical experiments in which g(t) follows a beta distribution,
which does not satisfy Assumption 1. We found that the results
given in Propositions 2 and 3 remain valid in all of our numer-
ical experiments. Therefore, the results in Propositions 2 and 3
are robust with respect to di�erent distributional assumptions.

4.3. Comparisonwith the centralized system

We next compare the results here with those for the centralized
system in which the assembler decides the order quantity and
purchases the components from the two suppliers at unit costs
c1 and c2 as studied in Pan and So (2010). Let Q̄

∗
1 and Q̄

∗
2 repre-

sent the optimal order quantities in the centralized system. Also,
let p̄ denote the threshold price in the centralized system, below
which it is not pro�table for the assembler to purchase the com-
ponents and assemble the product in the centralized system.We
have the following results:

Proposition 5.

(i) Q∗1 < Q̄∗1 and Q
∗
2 = Q̄∗2 = D.

(ii) p̂ ≥ p̄.

Proposition 5(i) shows that the equilibrium production
quantity of the supplierwith supply uncertainty in the decentral-
ized system is less than that of the corresponding optimal order
quantity by the assembler in the centralized system, whereas the
equilibrium production quantity of the supplier with no supply
uncertainty in the decentralized system remains the same as the
corresponding optimal order quantity by the assembler in the
centralized system. Proposition 5(ii) also shows that the deter-
ministic threshold price in the decentralized system is always
larger than the corresponding threshold price in the centralized
system. This result seems intuitive, as a higher price premium is
required to induce both suppliers to produce the components in
the decentralized system.

5. Stochastic demand

We now consider the general case where demandD is stochastic
with density function f(.) and distribution function F(.). Assume
that f(.) is continuous and di�erentiable. Also, let L ! 0 denote
the minimum demand such that F(x) = 0 for any x < L and
F(x) > 0 for any x! L.

5.1. The suppliers’ problem

Consider some �xed pricing scheme (w1, w2). For any givenQ2,
the expected pro�t of supplier 1 for any Q1 is given by

π1(Q1|Q2) = w1E[min(εQ1,Q2, x)]− c1Q1, (11)

where

E[min(εQ1,Q2, x)]

= w1

[

∫
Q2
Q1

0

∫ tQ1

0

x f (x)dxg(t )dt +
∫

Q2
Q1

0

∫ ∞

tQ1

tQ1 f (x)dxg(t )dt

+
∫ 1

Q2
Q1

∫ Q2

0

x f (x)dxg(t )dt +
∫ 1

Q2
Q1

∫ ∞

Q2

Q2 f (x)dxg(t )dt

]

forQ1!Q2, and E[min (ϵQ1,Q2, x)]= E[min (ϵQ1, x)] forQ1 <

Q2 as ϵQ1 � Q1. Similarly, for any given Q1, the expected pro�t
of supplier 2 for any Q2 is given by

π2(Q2|Q1) = w2E[min(εQ1,Q2, x)]− c2Q2.

It is clear that π2(Q2|Q1) < π2(Q1|Q1) for any Q2 > Q1; i.e., it
is never optimal for supplier 2 to produce more than the pro-
duction quantity of component 1. Thus, for any Nash equilib-
rium production quantities (Q∗1,Q

∗
2 ), if they exist, we must have

Q∗2 ≤ Q∗1 .
For Q2 � Q1, we can di�erentiate the above expected pro�t

function of the two suppliers with respect to Q1 and Q2 and
obtain the following two �rst-order conditions:

∂π1(Q1|Q2)

∂Q1
= w1

∫
Q2
Q1

0

[1− F(tQ1)]tg(t )dt − c1 (12)

and

∂π2(Q2|Q1)

∂Q2
= w2

[

1− G

(

Q2

Q1

)]

[1− F(Q2)]− c2. (13)

Then, we can easily obtain the analogous result of Proposition
1 that the threshold component price for supplier 1 is equal to
c1/µϵ, which is the same as in the deterministic demand case.

Proposition 6. If w1 < c1/µϵ, then (Q∗1,Q
∗
2 ) = (0, 0).

For any  xed w1 ! c1/µϵ, de ne

w̃2 =
c2

1− G(k)
, (14)

where k is given in Equation (3). (Note that w̃2 ≡ ∞ if w1 =
c1/µϵ.) Let (Q∗1,Q

∗
2 ) denote the Nash equilibrium production

quantities. The next result provides two threshold component
prices for supplier 2 and characterizes (Q∗1,Q

∗
2 ).

Proposition 7. Suppose that w1 ! c1/µϵ.
(i) If w2 < ŵ2, then (Q∗1,Q

∗
2 ) = (0, 0).

(ii) If ŵ2 ≤ w2 ≤ w̃2, then (Q∗1,Q
∗
2 ) = (L/k, L).

(iii) If w2 > w̃2, then (Q∗1,Q
∗
2 ) is solved by the two  rst-

order conditions ∂π1(Q
∗
1|Q∗2 )/∂Q1 = 0 and ∂π1

(Q∗2|Q∗1 )/∂Q2 = 0 as given in Equations (12) and (13).

Proposition 7 provides two threshold component prices
for supplier 2. First, both suppliers will not produce any com-
ponent if the unit price w2 is below the threshold ŵ2, which
is the same threshold as in the deterministic demand case.
When w2 is between ŵ2 and w̃2, the two suppliers will only
produce to meet the guaranteed minimum demand level L,
with Q∗1 = L/k and Q∗2 = L. Only when w2 > w̃2 are both
suppliers willing to produce additional components above
the minimum demand level L, where the equilibrium pro-
duction quantity (Q∗1,Q

∗
2 ) can be uniquely determined by
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the two �rst-order conditions ∂π1(Q
∗
1|Q∗2 )/∂Q1 = 0 and

∂π1(Q
∗
2|Q∗1 )/∂Q2 = 0 as given in Equation (12) and Equation

(13). Using the Implicit Function Theorem, it is straightforward
to show that Q∗1 and Q

∗
2 are strictly increasing in w1 and w2.

We can consider ŵ2 as theminimum threshold price for com-
ponent 2 below which supplier 2 will not produce any compo-
nent and w̃2 as the risk-taking threshold price for component 2
above which supplier 2 is willing to produce components above
theminimumdemand level L. Thus, we can interpret (w̃2 − ŵ2)

as the risk premium for supplier 2 for taking production risk due
to the underlying demand uncertainty. Interestingly, this risk
premium depends only on the supply uncertainty function but
is independent of the underlying demand distribution. In other
words, our result shows that demand uncertainty has no impact
on the threshold component price for both suppliers or the risk
premium for supplier 2.

5.2. The assembler’s problem

For any given (w1, w2), the equilibrium production quan-
tity (Q∗1,Q

∗
2 ) is given by Proposition 7 and the corresponding

expected pro�t of the assembler is given by

πa(w1, w2) = (p− w1 − w2)E[min(εQ∗1,Q
∗
2,D)]

= (p− w1 − w2)





∫

Q∗2
Q∗1

0

∫ tQ∗1

0

x f (x)dxg(t )dt

+
∫

Q∗2
Q∗1

0

∫ ∞

tQ∗1

tQ∗1 f (x)dxg(t )dt

+
∫ 1

Q∗2
Q∗1

∫ Q∗2

0

x f (x)dxg(t )dt

+
∫ 1

Q∗2
Q∗1

∫ ∞

Q∗2

Q∗2 f (x)dxg(t )dt

]

. (15)

The objective of the assembler’s problem is to determine the
optimal unit component prices (w∗1 , w

∗
2 ) to be o�ered to the two

suppliers to maximize the expected pro�t πa(w1, w2) given in
Equation (15).

In view of the results in Proposition 7, we de�ne an additional
(stochastic) threshold price:

p̃ = min

{

w1 + w̃2 : w1 ≥
c1

µε

, πa(w1, w̃2) ≥ 0

}

. (16)

This stochastic threshold price p̃ represents theminimum prod-
uct price below which it is not pro�table for the assembler to
o�er anyVMI contract to the two suppliers to assemble products
above the minimum demand quantity L. The next result shows
how to determine the value of p̃ for a general class of supply reli-
ability function that satis�es the following technical assumption:

Assumption 2: xḠ(x)2/[
∫ x

0 tg(t )dt]
2 is strictly decreasing in x

for all x [l, u].

Proposition 8. Suppose that Assumption 2 holds. Then

p̃ = c1
∫ k∗

0 tg(t )dt
+ c2

1− G(k∗)
, (17)

where k∗ given by k∗Ḡ(k∗)
2
/[
∫ k∗

0 tg(t )dt]2 = c2/c1. Further-
more, p̃ > p̂.

We note that when the supply reliability density function g(.)
fails to satisfy Assumption 2, there could exist multiple k∗ that

satisfy k∗Ḡ(k∗)
2
/[
∫ k∗

0 tg(t )dt]2 = c2/c1. In this case, we need to
evaluate the value of p̃ as given in Equation (17) for each of these
k∗ to determine the minimum p̃. In general, it could be di�cult
to verify Assumption 2 directly for speci�c supply reliability dis-
tributions. However, we can show the following result.

Proposition 9. The class of generalized uniform distributions
given in Equation (9) and the truncated exponential distributions
given in Equation (10) satisfy Assumption 2.

We can summarize our results as follows, which is illustrated
in Fig. 2. The optimal component prices o�ered by the assem-
bler and the corresponding equilibriumproduction quantities of
the components depend on the product price p. First, when the
product price is below the deterministic threshold price (p < p̂),
the assembler will not o�er any VMI contract to the component
suppliers and, consequently, no product will be assembled. As
discussed earlier, this deterministic threshold price p̂ depends
on the unit costs of the components ci and the supply reliability
function G(.) but is independent of the underlying demand dis-
tribution. In other words, supply uncertainty a�ects the deter-
ministic threshold price, but demand uncertainty has no impact.

Second, when the product price is between the determinis-
tic and stochastic threshold prices ( p̂ ≤ p ≤ p̃), the assembler
will only be willing to assemble products to meet the minimum
demand quantity L and to o�er a VMI contract to the two com-
ponent suppliers accordingly. The optimal component prices
will be given by the results for the deterministic case with D =
L (i.e., Proposition 3) and the corresponding equilibrium pro-
duction quantities (Q∗1,Q

∗
2 ) are given by (L/k, L) (i.e., Proposi-

tion 1). Again, the stochastic threshold price p̃ depends on the
unit costs of the components ci and the supply reliability func-
tion G(.) but is independent of the underlying demand distri-
bution. In this case, supply uncertainty a�ects the deterministic
and stochastic threshold prices, the optimal component prices,

Figure . Summary for the stochastic demand case.
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and equilibrium production quantities. On the other hand, the
speci�c demand distribution has no impact on the threshold
prices, and the equilibrium production quantities depend only
on the minimum demand quantity L.

Finally, when the product price is above the stochastic thresh-
old price (p > p̃), it is pro�table for the assembler to assemble
products above the minimum demand quantity L and to o�er a
VMI contract to the two component suppliers accordingly. To
solve the assembler problem in this case, we need to consider
two possible scenarios: (i) the assembler targets only the min-
imal demand level L and (ii) the assembler targets to produce
above level L. The optimal solution is then given by the scenario
that provides the higher expected pro�t for the assembler.

For scenario (i), we can solve the assembler’s problem using
the results for the deterministic case with D = L as before.
For scenario (ii), we provide the following procedure to solve
the assembler’s problem where the optimal component prices
o�ered by the assembler and the corresponding production
quantities of the two component suppliers will be a�ected by
both the underlying supply and demand uncertainties. Specif-
ically, we determine the optimal component prices (w∗1 , w

∗
2 )

that maximize the assembler’s pro�t function πa(w1, w2) given
in Equation (15), while the corresponding equilibrium produc-
tion quantities of the two component suppliers (Q∗1,Q

∗
2 ) are

given by the two �rst-order conditions ∂π1(Q
∗
1|Q∗2 )/∂Q1 = 0

and ∂π1(Q
∗
2|Q∗1 )/∂Q2 = 0 as given in Equation (12) and Equa-

tion (13) with w1 = w∗1 and w2 = w∗2 .
The next result shows that we can solve the assembler’s prob-

lem for scenario (ii) by the solution to the �rst-order conditions
of the following Lagrangian function:

L(Q1,Q2, w1, w2, u1, u2) = (p− w1 − w2)
[∫

Q2
Q1

0

∫ tQ1

0

x f (x)dxg(t )dt +
∫

Q2
Q1

0

∫ ∞

tQ1

tQ1 f (x)dxg(t )dt

+
∫ 1

Q2
Q1

∫ Q2

0

x f (x)dxg(t )dt +
∫ 1

Q2
Q1

∫ ∞

Q2

Q2 f (x)dxg(t )dt

]

−λ1

[

w1

∫ Q2
Q1

0

F̄(tQ1)tg(t )dt − c1

]

−λ2

[

w2F̄(Q2)Ḡ(
Q2

Q1
)− c2

]

, (18)

whereλ1 andλ2 represent the Lagrangianmultipliers for the two
�rst-order conditions given in Equation (12) and Equation (13).

Proposition 10. The optimal component prices (w∗1 , w
∗
2 ) are

given by the solution to the following set of  rst-order conditions:

(p− w∗1 − w∗2 )

∫ Q2
Q1

0

F̄(tQ1)tg(t )dt + λ1w
∗
1

×
[

Q2
2

Q3
1

F̄(Q2)g

(

Q2

Q1

)

+
∫

Q2
Q1

0

f (tQ1)t
2g(t )dt

]

− λ2w
∗
2

Q2

Q2
1

g

(

Q2

Q1

)

F̄(Q2) = 0, (19)

(p− w∗1 − w∗2 )F̄(Q2)Ḡ

(

Q2

Q1

)

− λ1w
∗
1

Q2

Q2
1

F̄(Q2)g

(

Q2

Q1

)

+ λ2w
∗
2

[

Ḡ

(

Q2

Q1

)

f (Q2)+ g

(

Q2

Q1

)

F̄(Q2)

Q1

]

= 0, (20)

−
[

∫
Q2
Q1

0

∫ tQ1

0

x f (x)dxg(t )dt

+
∫

Q2
Q1

0

∫ ∞

tQ1

tQ1 f (x)dxg(t )dt +
∫ 1

Q2
Q1

∫ Q2

0

x f (x)dxg(t )dt

+
∫ 1

Q2
Q1

∫ ∞

Q2

Q2 f (x)dxg(t )dt

]

− λ1

∫ Q2
Q1

0

F̄(tQ1)tg(t )dt = 0,

(21)

−
[

∫
Q2
Q1

0

∫ tQ1

0

x f (x)dxg(t )dt +
∫

Q2
Q1

0

∫ ∞

tQ1

tQ1 f (x)dxg(t )dt

+
∫ 1

Q2
Q1

∫ Q2

0

x f (x)dxg(t )dt +
∫ 1

Q2
Q1

∫ ∞

Q2

Q2 f (x)dxg(t )dt

]

− λ2F̄(Q2)Ḡ

(

Q2

Q1

)

= 0, (22)

w∗1

∫ Q2
Q1

0

F̄(tQ1)tg(t )dt − c1 = 0, (23)

w∗2 F̄(Q2)Ḡ

(

Q2

Q1

)

− c2 = 0. (24)

Proposition 10 provides an e�cient approach to solve for
the optimal solution of the assembler problem for scenario (ii).
Using the analytical results derived in this section, we conducted
a comprehensive set of numerical experiments to gain additional
insights as how supply uncertainty, demand uncertainty, and
product price can a�ect the optimal component prices o�ered
by the assembler in the VMI contract as well as the correspond-
ing equilibrium production quantities of the two suppliers.

5.3. Numerical study

We performed a set of numerical experiments to generate addi-
tional insights from our analysis. We used both the uniform and
beta distributions for the supply reliability distributionG(.). For
our base cases, we assume ϵ to be uniformly distributed on [0.75
− b, 0.75 + b], where 0� b� 0.25. We note that the mean and
variance of the beta distributions, B(α, β), are given by α/(α +
β) and αβ/((α + β)2(α + β + 1)), respectively. For the base
cases where ϵ follows a beta distribution, we set α = 3β such
that E(ϵ) = 0.75 and varied the values of β for di�erent degrees
of supply variability.

We also used both the uniform and beta distributions for the
demand distribution F(.). In particular, we ran a set of numerical
experiments whereD is assumed to be uniformly distributed on
[100− a, 100+ a], where 0� a� 100, such that the minimum
demand L = a with E(D) = 100. We then ran a parallel set of
experiments with D = a + 2(100 − a)X where 0 � a � 100
and X follows a beta distribution B(2, 2) such that L = a with
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Table . Impact of supply uncertainty—Example .

Parameters: p= , c

= c


= , ϵ= Beta(β , β), D= × Beta(, )

β w∗1 w∗2 Q∗1 Q∗2 π∗1 π∗2 π∗
a

 . . . . . . .
 . . . . . . .
 . . . . . . .
 . . . . . . .
 . . . . . . .
 . . . . . . .

E(D) = 100. In our numerical experiments, we set c1 = c2 = 1
and varied the values of p.

We next present a sample of our numerical results that
demonstrate the analytical results derived in earlier sections and
illustrate some basic insights gained from our numerical experi-
ments. These insights are valid in all our numerical experiments
and thus appear to be robust with respect to the speci�c distri-
butional assumptions on the supply reliability factor ϵ and the
stochastic demand D.

... Impact of supply uncertainty

We provide three numerical examples to illustrate the impact
of supply uncertainty, and the speci�c parameter values used
in each example are included in Tables 1 to 3. In particular, we
assume that the supply reliability factor ϵ follows a beta distri-
bution, B(α, β), and we varied the value of the shape parameter
β in each example. Therefore, a lower value of β corresponds to
a higher degree of supply uncertainty in all three examples.

First, observe from Tables 1 to 3 that the optimal unit com-
ponent price o�ered to supplier 1 (w∗1 ) always increases as sup-
ply uncertainty increases (i.e., as β decreases). However, the
change in the optimal unit component price o�ered to supplier
2 (w∗2 ) is not monotone. For example, Table 2 shows thatw∗2 �rst
increases and then decreases as supply uncertainty increases.
We can explain this behavior as follows. As supply uncer-
tainty increases, the assembler needs to entice both suppliers to
produce su�cient amount of components by o�ering higher
component prices to either supplier 1 and/or supplier 2. Since
supplier 1 faces supply uncertainty, the magnitude of compo-
nent price increase for supplier 1 needs to be more signi�-
cant than that for supplier 2. Consequently, we observe that w∗1
always increases as supply uncertainty increases. In Example 2,
the resulting increase in the production quantityQ∗1 is su�cient
to entice supplier 2 to increase her production quantity Q∗2 . In
fact, the assembler can actually reduce the unit component price
o�ered to supplier 2 in this case.

Table . Impact of supply uncertainty - Example .

Parameters: p= , c

= c


= , ϵ= Beta(β , β), D= × Beta(, )

β w∗1 w∗2 Q∗1 Q∗2 π∗1 π∗2 π∗
a

 . . . . . . 
 . . . . . . 
 . . . . . . 
 . . . . . . 
 . . . . . . 
 . . . . . . 

Table . Impact of supply uncertainty—Example .

Parameters: p= , c

= c


= , ϵ= Beta(β , β), D= × Beta(, )

β w∗1 w∗2 Q∗1 Q∗2 π∗1 π∗2 π∗
a

 . . . . . . .
 . . . . . . .
 . . . . . . .
 . . . . . . .
 . . . . . . .
 . . . . . . .

Second, observe from Tables 1 to 3 that the changes in the
equilibrium production quantities, Q∗1 and Q∗2 , can increase or
decrease as supply uncertainty increases. There are two fac-
tors that a�ect these equilibrium production quantities. On one
hand, the equilibrium production quantities would decrease
as supply uncertainty increases, as both suppliers would be
less willing to produce components due to the increased sup-
ply risk. On the other hand, as discussed above, the assem-
bler would always increase the unit component price o�ered to
supplier 1 as supply uncertainty increases to entice supplier 1
to produce more components, which, in turn, could indirectly
entice supplier 2 to increase her production quantity. These two
factors counteract each other and thus the e�ect of supply uncer-
tainty on the equilibrium production quantities is not necessar-
ily monotone.

Furthermore, observe that as the supply uncertainty
increases, the expected pro�t of supplier 1 can either increase
or decrease. In Example 1 given in Table 1, the increase in
component price o�ered to supplier 1 is not su�cient to o�set
the increased risk due to a higher supply uncertainty. As a
result, the production quantity and expect pro�t of supplier 1
both decrease. In Example 2 given in Table 2 where the product
price is much higher, the assembler is now willing to o�er a
much higher component price to supplier 1 to counter a higher
supply uncertainty. Consequently, the production quantity and
expected pro�t of supplier 1 both increase in this case. Table 3
further provides an example where the expected pro�t of either
supplier 1 or 2 is not even monotone. However, the expected
pro�t of the assembler always decreases as supply uncertainty
increases, as he needs to o�er higher component prices to either
supplier 1 and/or supplier 2.

Finally, we note that the equilibrium production quantities
would always satisfy the following relationship: Q∗1 = Q∗2/µε

when there is no supply uncertainty in the system, which implies
that Q∗1 and Q

∗
2 (and thus the expected pro�t π

∗
1 and π∗2 ) would

always behave in the samemanner when there is a change in any
of the model parameters. However, these relationships become
much more complicated in the presence of supply uncertainty.
For instance, Q∗2 increases while Q

∗
1 is not monotone, as supply

uncertainty increases for Example 3 given in Table 3. Similarly,
π∗1 increases while π∗2 decreases, as supply uncertainty increases
for Example 2 given in Table 2.

... Impact of demand uncertainty

We provide two numerical examples to illustrate the impact of
demand uncertainty, and the speci�c parameter values used in
each example are included in Tables 4 and 5. In particular, we
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Table . Impact of demand uncertainty—Example .

Parameters: p= , c

= c


= , ϵ= Beta(, ), D= a+ (− a)× Beta(, )

a w∗1 w∗2 Q∗1 Q∗2 π∗1 π∗2 π∗
a

 . . .  .  .
 . . .  .  .
 . . .  .  .
 . . . . . . .
 . . . . . . .
 . . . . . . .
 . . . . . . .

assume that the supply reliability factor ϵ follows a beta distri-
bution B(3, 1), and the demandD= a+ 2(100− a)Xwhere 0�
a� 100 and X follows a beta distribution B(2, 2) such that L= a
with E(D)= 100 in both examples. Therefore, a smaller value of
a corresponds to a higher degree of demand uncertainty in both
examples.

Table 4 shows that the optimal unit component price o�ered
to the two suppliers remain the same when 48 � a � 100. In
this case, both suppliers are only willing to produce to meet the
minimal demand level L = a. This corresponds to the situation
as depicted in Proposition 7(ii), whereas the optimalw∗1 andw∗2
are given by the results of Proposition 3(ii) with deterministic
demand D= a. Accordingly, the equilibrium production quan-
tities (Q∗1,Q

∗
2 ) are equal to (L/k, L). Also, observe from Table 4

that the expected pro�ts of supplier 1 and the assembler both
decrease as the value of a decreases for 48 � a � 100. This is
due to the fact that the minimal demand level (L= a) decreases
as a decreases, hurting the expected pro�ts of supplier 1 and the
assembler. However, the expected pro�t of supplier 2 is always
equal to zero.

It is interesting to note that in this case (48 � a � 100), the
assembler needs to o�er a high component price to supplier 1
(w∗1 = 1.67) such that the expected pro�t of supplier 1 is now
positive. For the case without supply uncertainty; i.e., ϵ = 0.75,
it is straightforward to show that the corresponding component
pricew∗1 = 1/0.75 = 1.333, in which the expected pro�t of sup-
plier 1 would be equal to zero. Therefore, the presence of sup-
ply uncertainty increases the expected pro�t of supplier 1 at the
expense of the assembler’s expected pro�t. However, the pres-
ence of supply uncertainty has no impact on the equilibrium
production quantity or the expected pro�t of supplier 2; i.e.,
Q∗2 = L and π∗2 = 0, respectively.

When a < 48, the assembler will o�er su�ciently high com-
ponent prices to the two suppliers such that they are willing
to produce components above the minimal demand level L.

Table . Impact of demand uncertainty—Example .

Parameters: p= , c

= c


= , ϵ= Beta(, ), D= a+ (− a)× Beta(, )

a w∗1 w∗2 Q∗1 Q∗2 π∗1 π∗2 π∗
a

 . . .  .  .
 . . .  .  .
 . . . . . . .
 . . . . . . .
 . . . . . . .
 . . . . . . .
 . . . . . . .
 . . . . . . .

This corresponds to the situation depicted in Proposition 7(iii).
Table 4 shows that the optimal component prices, w∗1 and w∗2 ,
increase as a decreases in this case, illustrating the fact that the
assembler will o�er a higher component price to entice both
suppliers to produce the components as demand uncertainty
increases (i.e., as a decreases).

Table 5 further shows that the corresponding equilibrium
production quantities, Q∗1 and Q∗2 , are not necessarily mono-
tone as demand uncertainty increases. Again, there are two
factors that a�ect the equilibrium production quantities. On
one hand, the production quantities would decrease as the
demand uncertainty increases, as both suppliers would be less
willing to produce components due to the increased demand
risk. On the other hand, the production quantities increase as
the unit component prices increase. These two factors counter-
act each other and thus the e�ect of demand uncertainty on
the equilibrium production quantities is not monotone. As a
result, the expected pro�t of both suppliers can either increase
or decrease as demand uncertainty increases. This shows that
both component suppliers can sometimes bene�t from higher
demand uncertainty. However, the expected pro�t of the assem-
bler always decreases as a decreases, showing that an increase in
demand uncertainty will always hurt the expected pro�t of the
assembler.

... Impact of product price

Table 6 provides a sample set of numerical experiments that
illustrate the impact of product price p. For this set of numerical
experiments, it follows from Propositions 2 and 8 that p̂ = 2.67
and p̃ = 5.14, respectively. Table 6 shows di�erent values of p
with p! 2.67, as it is not pro�table for the assembler to produce
any product for p < 2.67.

For 2.67 � p � 5.14, the optimal w∗1 and w∗2 are given by
the results of Proposition 3(i), with the corresponding equi-
librium production quantities (Q∗1,Q

∗
2 ) = (40, 40). For 5.14 �

p � 9.0, the expected pro�t of the assembler given in sce-
nario (i) is higher than that in scenario (ii). Thus, the assem-
bler will only target the minimum demand level L = 40; i.e.,
the situation depicted by Proposition 7(ii) holds. The optimal
w∗1 and w∗2 are then given by the results of Proposition 3(i) and
Proposition 3(ii) for 5.14� p< 6.67 and 6.67� p� 9.0, respec-
tively, with the corresponding equilibrium production quanti-
ties (Q∗1,Q

∗
2 ) = (40/k, 40), where k is given in Equation (3).

When p > 9.0, the expected pro�t of the assembler given in
scenario (ii) is now higher than that in scenario (i), and the
assembler now targets production above L= 40. Intuitively, the

Table . Impact of product price.

Parameters: c

= c


= , ϵ= Beta(, ), D= + × Beta(, )

p w∗1 w∗2 Q∗1 Q∗2 π∗1 π∗2 π∗
a

 . .     
 . .     
 . .     
 . . .  .  .
 . . .  .  .
. . . . . . . .
 . . . . . . .
 . . . . . . .
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product price is now high enough for the assembler to o�er
su�ciently high component prices to the two suppliers such
that they are willing to produce components above the minimal
demand level of 40. This corresponds to the situation depicted
in Proposition 7(iii).

Finally, we observe from Table 6 that the equilibrium pro-
duction quantities and the expected pro�ts of all three play-
ers always increase as the product price p increases. This is
intuitive, as all three players can bene�t from a higher prod-
uct price (and thus higher pro�t margin), and the assembler
is willing to o�er higher component prices to entice the sup-
pliers to produce more quantities to capture the higher pro�t
margin.

6. Concluding remarks

We develop an analytical model to understand how supply
uncertainty can a�ect the pricing and production decisions
between an assembler and two component suppliers under a
VMI contract. We �rst derive the optimal component prices
o�ered by the assembler in the VMI contract and the cor-
responding equilibrium production quantities of the compo-
nents under deterministic demand. We then extend our anal-
ysis for the stochastic demand case. We also conducted a set of
numerical experiments to further illustrate the impact of supply
uncertainty, demand uncertainty, and product price on the opti-
mal decisions of the assembler and component suppliers in the
system. One important result from our analysis is the identi�-
cation of two threshold prices for which the optimal procure-
ment decisions depend critically on whether the product price
is above or below these two threshold prices. Most interesting,
we show that supply uncertainty greatly a�ects these two thresh-
old prices, whereas demand uncertainty has no impact on these
two threshold prices.

Our model can be easily extended to the assembly of a prod-
uct consisting of more than two components, in which only one
of the components is subject to supply uncertainty. In this case,
it is clear that the equilibrium production quantities of all com-
ponents without supply uncertainty are the same. Our analysis
and results can be extended in a straightforward manner.

We currently assume that all information used in themodel is
available to the assembler and the two component suppliers. In
practice, it is likely that some of the model information, includ-
ing the unit production cost or supply uncertainty distribution,
is private. In this case, it would be interesting to extend our
analysis to such an operation environment with asymmetrical
information. Also, it would be useful to extend our model and
analysis to the case where both components are subject to sup-
ply uncertainty. However, analytical results for such case appear
to be very limited, as the corresponding cost functions become
very complex and di�cult to analyze; see Gerchak et al. (1994)
and Gurnani et al. (2000).
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Appendix

Proof of Proposition 1.

(i) Consider any  xed Q2 � D. For any Q1  Q2, we di!er-
entiate Equation (1) with respect to Q1 and get

∂π1(Q1|Q2)

∂Q1
= w1

∫
Q2
Q1

0

tg(t )dt − c1. (A1)

If w1 < c1/µϵ, we have !π1(Q1|Q2)/!Q1 � w1µϵ − c1 <

0. This shows that π1(Q2|Q2) > π1(Q1|Q2) for all Q1 >

Q2.
For 0� Q1 � Q2, we have

π1(Q1|Q2) = w1E[min(εQ1,Q2)]− c1Q1 = [w1E(ε)− c1]

Q1 = [w1µε − c1]Q1 ≤ 0,

when w1 < c1/µϵ. Therefore, Q1 = 0 maximizes
π1(Q1|Q2) for any given Q2. Clearly, Q2 = 0 maximizes
π2(Q2|Q1) when Q1 = 0. Thus, (Q∗1,Q

∗
2 ) = (0, 0).

(ii) The result follows directly from (i) ifw1 < c1/µϵ. Assume
that w1  c1/µϵ. For any Q2 > 0, !π1((Q2/k)|Q2)/!Q1

= 0 from Equation (A1) and the de nition of k given in
Equation (3). Furthermore,

∂2π1(Q1|Q2)

∂2Q1
= −w1

Q2
2

Q3
1

g

(

Q2

Q1

)

< 0.

Thus, Q1 = Q2/kmaximizes π1(Q1|Q2) for any given Q2

> 0. Also, for Q1 = Q2/k, we can express supplier 2’s
expected pro t given in Equation (2), for Q2 � D, as

π(Q2|Q1) = w2

[

∫ k

0

Q2

k
tg(t )dt +

∫ 1

k

Q2g(t )dt

]

− c2Q2

=
{

w2

[

1−
∫ k

0 G(t )dt

k

]

− c2

}

Q2. (A2)

For w2 > ŵ2, it is clear from Equation (A2) that the pro t
function π2(Q2|Q1) is strictly increasing in Q2 for Q2 � D.
For Q2 > D, supplier 2’s expected pro t is clearly decreas-
ing as the deterministic demand is equal to D. Thus, Q2 = D
maximizes π2(Q2|Q1), and (Q∗1,Q

∗
2 ) = (D/k,D) are the Nash

equilibrium production quantities. For w2 = ŵ2, (i/k, i) max-
imizes π2(Q2|Q1) with π2(Q2|Q1) = 0 for any i between [0,
D]. As we assume that both suppliers will choose to pro-
duce the components when their expected pro ts are equal to
zero, (Q∗1,Q

∗
2 ) = (D/k,D) are theNash equilibriumproduction

quantities. �

Proof of Proposition 2.

(i) Using Equations (3) and (4), we can express w1 + ŵ2 as

H(x) = w1 + ŵ2 =
c1

∫ x

0 tg(t )dt
+ c2

1− (
∫ x

0 G(t )dt/x)
,

such that p̂ = minx H(x). We take derivative of H(x)
with respect to x and obtain

H ′(x) = − c1xg(x)

(
∫ x

0 tg(t )dt )
2
+

c2
∫ x

0 tg(t )dt

(x−
∫ x

0 G(t )dt )2

=
c1
∫ x

0 tg(t )dt

(x−
∫ x

0 G(t )dt )2

[

c2

c1
− A(x)

]

, (A3)

where A(x) = xg(x)(x−
∫ x

0 G(t )dt )2/(
∫ x

0 tg(t )dt )
3. We

take derivative of A(x) with respect to x and obtain

A′(x)

= 1

(
∫ x

0 tg(t )dt )
6

{

(xg′(x)+ g(x))

(

x−
∫ x

0

G(t )dt

)2

×
(∫ x

0

tg(t )dt

)3

+ 2xg(x)Ḡ(x)

(

x−
∫ x

0

G(t )dt

)

×
(∫ x

0

tg(t )dt

)3

− 3x2g(x)2
(

x−
∫ x

0

G(t )dt

)2

×
(∫ x

0

tg(t )dt

)2
}

<
1

(
∫ x

0 tg(t )dt )
6

×
{

(

xg′(x)+ g(x)
)

(

x−
∫ x

0

G(t )dt

)2 (∫ x

0

tg(t )dt

)3

+ 2g(x)

(

x−
∫ x

0

G(t )dt

)2 (∫ x

0

tg(t )dt

)3

− 3x2g(x)2
(

x−
∫ x

0

G(t )dt

)2 (∫ x

0

tg(t )dt

)2
}

=
(
∫ x

0 tg(t )dt )
2(x−

∫ x

0 G(t )dt )2

(
∫ x

0 tg(t )dt )
6

×
[

(xg′(x)+ 3g(x))

∫ x

0

tg(t )dt − 3x2g(x)2
]

≤ 0,(A4)

where the  rst inequality follows from the fact that
xḠ(x) = x− xG(x) < x−

∫ x

0 G(t )dt , and the second
inequality is due to Assumption 1. Therefore, A′(x) < 0
for l< x� u. This implies thatA(x) is minimized when x
= u with A(u)= ug(u)/µϵ. Since c2/c1 � ug(u)/µϵ, it fol-
lows thatH′(x)� 0 for all l< x� u. This implies that p̂ =
H(u) with w1 = c1/µϵ and ŵ2 = c2u/µε . This proves (i).

(ii) Suppose that c2/c1 > ug(u)/µϵ. It follows from Equa-
tion (A3) that H′(u) > 0. Since A(x) is strictly decreas-
ing in x and limk→ lA(x) = ", there exists a unique
k∗, with l < k∗ < u, such that H′(k∗) = 0, H′(x) < 0
for l < x < k∗, and H′(x) > 0 for k∗ < x � u. There-

fore, p̂ = H(k∗) with w1 = c1/
∫ k∗

0 tg(t )dt and ŵ2 =
c2/(1− (

∫ k∗

0 G(t )dt )/k∗), where k∗ is given by A(k∗) =
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c2/c1, or equivalently,

k∗g(k∗)(k∗ −
∫ k∗

0 G(t )dt )2

(
∫ k∗

0 tg(t )dt )3
= c2

c1
.

�

Proof of Proposition 3.

(i) We  rst show that π ′a(w1) is strictly decreasing in w1.
Note that

d

dx

(

(
∫ x
0 tg(t )dt )

3

x3g(x)

)

=
3(

∫ x
0 tg(t )dt )

2x4g(x)2 − (
∫ x
0 tg(t )dt )

3
[3x2g(x)+ x3g′(x)]

x6g(x)3

= −
(
∫ x
0 tg(t )dt )

2

c1x4g(x)3

{

[xg′(x)+ 3g(x)]

∫ x

0
tg(t )dt − 3x2g(x)2

}

> 0,

(A5)

in view of Assumption 1. Thus, (
∫ x

0 tg(t )dt )
3/x3g(x)

is strictly increasing in x. Using Equation (3),
(
∫ x

0 tg(t )dt )
3/x3g(x) is strictly decreasing in w1. Also,

it is straightforward to show that (1− (
∫ x

0 G(t )dt/x))
is strictly decreasing in x, which implies from Equation
(3) again that (1− (

∫ x

0 G(t )dt/x)) is strictly increasing
in w1. It then follows from Equation (8) that π ′a(w1) is
strictly decreasing in w1.
Note that x= u when w1 = c1/µϵ. It is straightforward to
show that π ′a(c1/µε ) = 0 when

p = c1

µε

+ c1u
2g(u)

µ2
ε

.

Also, it is clear that π ′a(w1) is strictly increasing in p for
any  xed w1. Therefore,

π ′a

(

c1

µε

)

< 0 for p <
c1

µε

+ c1u
2g(u)

µ2
ε

,

and

π ′a

(

c1

µε

)

> 0 for p >
c1

µε

+ c1u
2g(u)

µ2
ε

.

Suppose that c2/c1 � ug(u)/µϵ. Proposition 2(i) shows
that

p̂ = c1

µε

+ c2u

µε

≤ c1

µε

+ c1u
2g(u)

µ2
ε

.

For

p̂ < p ≤ c1

µε

+ c1u
2g(u)

µ2
ε

,

we have π ′a(w1) ≤ 0 for allw1 c1/µϵ due to the fact that
π ′a(c1/µε ) < 0 for

p <
c1

µε

+ c1u
2g(u)

µ2
ε

and π ′a(w1) is strictly decreasing in w1. Therefore, w
∗
1 =

c1/µε and w∗2 = c2u/µε .
(ii) Suppose that c2/c1 � ug(u)/µϵ and

p >
c1

µε

+ c1u
2g(u)

µ2
ε

.

In this case, we have π ′a(c1/µε ) > 0. Since π ′a(w1) is
strictly decreasing in w1 and π ′a(p) < 0, there exists a
uniquew∗1 such thatπ

′
a(w

∗
1 ) = 0 as given in Equation (8).

Suppose that c2/c1 >ug(u)/µϵ.We can apply the Envelope
Theorem to show that the deterministic threshold price p̂
given in Proposition 2(ii) is strictly increasing in c2. Also,
it is straightforward to show that

p̂ = c1

µε

+ c1u
2g(u)

µ2
ε

when c2 = c1ug(u)/µϵ. Since

c1

µε

+ c1u
2g(u)

µ2
ε

is independent of c2,

p̂ >
c1

µε

+ c1u
2g(u)

µ2
ε

when c2 >
c1ug(u)

µε

.

Thus, p > p̂ implies that

p >
c1

µε

+ c1u
2g(u)

µ2
ε

.

In this case, we have π ′a(c1/µε ) > 0. Since π ′a(w1) is
strictly decreasing in w1 and π ′a(p) < 0, there exists a
uniquew∗1 such thatπ

′
a(w

∗
1 ) = 0 as given in Equation (8).

This completes the proof. �

Proof of Proposition 4.

(i) It is straightforward to obtain

∫ x

0

tg(t )dt = y

(u− l)y

[

(x− l)y+1

y+ 1
+ l(x− l)y

y

]

,

and

g′(x) = y(y− 1)(x− l)y−2

(u− l)y
.

Thus,

[

xg′(x)+ 3g(x)
]

∫ x

0

tg(t )dt − 3x2g(x)2

=
[

x
y(y− 1)(x− l)y−2

(u− l)y
+ 3

y(x− l)y−1

(u− l)y

]

y

(u− l)y

×
[

(x− l)y+1

y+ 1
+ l(x− l)y

y

]

− 3x2
[

y2(x− l)2y−2

(u− l)2y

]

= y2(x− l)2y−2

(u− l)2y

[

(yx+ 2x− 3l)(yx+ l)

y(y+ 1)
− 3x2

]

= y(x− l)2y−2

(y+ 1)(u− l)2y
[−2y2x2 − 2(y− 1)xl − yx2 − 3l2].

Clearly, Assumption 1 holds for y  1 or l = 0. Also, we
can rewrite [− 2y2x2 − 2(y− 1)xl− yx2 − 3l2] as

−(2y2 + y)

{

[

x+ (y− 1)l

2y2 + y

]2

+ l2

(2y2 + y)2
[5y2 + 5y− 1]

}

.

It is then straightforward to show that 5y2 + 5y − 1 > 0
when y > 3

√
5− 5/10 ≈ 0.17.
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(ii) For G(t) given in (10), we have

g(t ) = λe−λ(t−l)

1− e−λ(u−l) and g
′(t ) = −λ2e−λ(t−l)

1− e−λ(u−l) .

Then,
∫ x

0

tg(t )dt = (1+ λl)− (1+ λx)e−λ(x−l)

λ(1− e−λ(u−l))
, (A6)

and

B(x) = (xg′(x)+ 3g(x))

∫ x

0

tg(t )dt − 3x2g(x)2

= 1

(1− e−λ(u−l))2
{[

−xλ2e−λ(x−l) + 3λe−λ(x−l)]

×
[

(1+ λl)− (1+ λx)e−λ(x−l)

λ

]

− 3x2(λe−λ(x−l))2
}

= e−λ(x−l)eλl

(1− e−λ(u−l))2
{

[3− λx]
[

(1+ λl)e−λl

− (1+ λx)e−λx
]

− 3λ2x2e−λx
}

.

To prove the result, it su"ces to show that R(x) < 0
where

R(x) = [3− λx][(1+ λl)e−λl − (1+ λx)e−λx]

− 3λ2x2e−λx. (A7)

First, it is straightforward to show that (1 + α)e−α is
strictly decreasing in α for α > 0. Therefore, [(1+
λl)e−λl − (1+ λx)e−λx] is greater than zero and is
strictly decreasing in l for l< x. If [3− λx] ≤ 0, it is clear
from Equation (A7) that R(x) < 0.
Suppose that [3− λx] > 0. Since [(1+ λl)e−λl − (1+
λx)e−λx] is greater than zero and is strictly decreasing in
l for l < x, it su"ces to show that R(x) < 0 for l= 0. For l
= 0 and let α = λx, we can express R(x) as

R(α) = [3− α][1− (1+ α)e−α]− 3α2e−α

= −e−α[eα(α − 3)+ 3+ 2α + 2α2].

We next show that S(α) = eα(α − 3) + 3 + 2α + 2α2 >

0 for all α > 0, which implies that R(x) < 0 for all l < x.
Direct di!erentiation of S(α) gives S′(α)= eα(α − 2)+ 2
+ 4α, S′′(α) = eα(α − 1) + 4, and S′′′(α) = αeα > 0 for
all α > 0. Since S

′′
(0)= 3 and S′′′(α)> 0 for all α > 0, this

implies that S′′(α) > 0 for all α > 0. Since S′(0) = 0 and
S′′(α) > 0 for all α > 0, this implies that S′(α) > 0 for all
α > 0. Finally, since S(0) = 0 and S′(α) > 0 for all α >

0, this implies that S(α) > 0 for all α > 0. This completes
the proof. �

Proof of Proposition 5.

(i) It was shown in Pan and So (2010) that for deterministic
demand, Q̄∗1 = D/δ∗ and Q̄∗2 = D, where δ∗ is solved by
∫ δ∗

0 tg(t )dt = c1/p, when it is pro table to assemble the
product. Under the decentralized system, it was shown in
Proposition 1 that when it is pro table for the two sup-
pliers to produce the components, the equilibrium pro-
duction quantities are given by Q∗1 = D/k∗ and Q∗2 = D,

where k∗ is solved by
∫ k∗

0 tg(t )dt = c1/w
∗
1 as given in

Equation (3). Clearly, w∗1 < p, as the assembler would
never o!er supplier 1 a unit component price higher than

the product price. Thus, k∗ > δ∗, which implies thatQ∗1 <

Q̄∗1 and Q
∗
2 = Q̄∗2 = D.

(ii) Suppose that p̂ < p̄. Then, for any given p with
p̂ < p < p̄:

pE[min(εQ1,Q2),D]− c1Q1 − c2Q2 < 0, (A8)

from the de nition of the threshold price p̄; i.e., it is not
pro table for assembler to purchase the components and
assemble the product. On the other hand, since p̂ < p,
it follows from the de nition of p̂ that we can  nd some
(w′1, w

′
2), with p = w′1 + w′2, such that

w′1E[min(εQ1,Q2),D]− c1Q1 ≥ 0, (A9)

w′2E[min(εQ1,Q2),D]− c2Q2 ≥ 0. (A10)

We add Equation (A9) with Equation (A10) and get

(w′1 + w′2)E[min(εQ1,Q2),D]− c1Q1 − c2Q2

= pE[min(εQ1,Q2),D]− c1Q1 − c2Q2 ≥ 0,

which contradicts Equation (A8). This proves that
p̂ ≥ p̄. �

Proof of Proposition 6. Consider any  xed Q2. For any Q1  

Q2, it follows from Equation (12) that if w1 < c1/µϵ;

∂π1(Q1|Q2)

∂Q1

= w1

∫
Q2
Q1

0

[1− F(tQ1)]tg(t )dt − c1 < w1µε − c1 < 0.

Therefore, π1(Q2|Q2) > π1(Q1|Q2) for all Q1 > Q2.
For 0� Q1 � Q2, we have

π1(Q1|Q2) = w1E[min(εQ1, x)]− c1Q1 ≤ w1E[(εQ1)]− c1Q1

= [w1µε − c1]Q1 ≤ 0,

when w1 < c1/µϵ. Therefore, Q1 = 0 maximizes π1(Q1|Q2) for
any givenQ2. Clearly,Q2 = 0 maximizes π2(Q2|Q1) whenQ1 =
0. Thus, (Q∗1,Q

∗
2 ) = (0, 0). �

Proof of Proposition 7. Let us denote Q2/Q1 = a. Consider
Q1 Q2 > L and rewrite the two  rst-order conditions in Equa-
tion (12) and Equation (13) as

π ′1(a,Q2) =
∂π1(Q1|Q2)

∂Q1

= w1

∫ a

0

[

1− F

(

t
Q2

a

)]

tg(t )dt − c1,

π ′2(a,Q2) =
∂π2(Q2|Q1)

∂Q2
= w2[1− G(a)][1− F(Q2)]− c2.

Clearly, π ′1(1,Q2) is strictly decreasing in Q2. Also,
π ′1(1,Q2) → w1µε − c1 > 0 as Q2 → L and π1(1, Q2) →
−c1 < 0 as Q2 →". It follows that there must exist some Q2,
denoted by q2, such that π

′
1(1, q2) = 0.

For any given L< Q2 � q2, π ′1(a,Q2) is strictly increas-

ing in a. Since π ′1(1,Q2) = w1

∫ 1
0 [1− F(tQ2)]tg(t )dt − c1 ≥

0 and π ′1(a,Q2) →−c1 < 0 as a → 0, there exists some a,
denoted by a(Q2), such thatπ

′
1(a(Q2),Q2) = 0. Sinceπ ′1(a,Q2)

is strictly decreasing in Q2, a(Q2) is strictly increasing in Q2.
Also, it is clear that π ′2(a,Q2) is strictly decreasing in a

and Q2. Therefore, π ′2(a(Q2),Q2) is strictly decreasing in Q2.
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Since a(q2) = 1, we have π ′2(a(q2), q2) = −c2 < 0. Also, a(Q2)
→ k as Q2 → L, where k is given in Equation (3), and thus
π ′2(a(Q2),Q2) → w2[1− G(k)]− c2 as Q2→ L.

Suppose that w2 > w̃2. Then

π ′2(a(Q2),Q2) >
c2

1− G(k)
[1− G(k)]− c2 = 0 as Q2 → L.

This implies that there exists some uniqueQ∗2 , withL < Q∗2 , such
that π ′2(a(Q

∗
2 ),Q

∗
2 ) = 0, which shows that there exists some

unique (Q∗1,Q
∗
2 ), with L < Q∗2 ≤ Q∗1 , that satis es the two  rst-

order equations ∂π1(Q
∗
1|Q∗2 )/∂Q1 = 0 and ∂π1(Q

∗
2|Q∗1 )/∂Q2 =

0 given in Equation (12) and Equation (13). This proves (iii).
Suppose that w2 ≤ w̃2. The above argument shows that

there does not exist any Nash equilibrium production quantities
(Q∗1,Q

∗
2 ), with L < Q∗2 ≤ Q∗1 , that would satisfy the two  rst-

order equations ∂π1(Q
∗
1|Q∗2 )/∂Q1 = 0 and ∂π1(Q

∗
2|Q∗1 )/∂Q2 =

0. Consider 0� Q2 � L. Since the random demand D is always
greater than L, min (D, Q2)= Q2. Thus, the analysis is the same
as the deterministic case. Using the result in Proposition 1, we
have (Q∗1,Q

∗
2 ) = (L/k, L), where k is de ned in Equation (3), if

w2 ≥ ŵ2 and (Q∗1,Q
∗
2 ) = (0, 0) if w2 < ŵ2. This completes the

proof. �

Proof of Proposition 8. FromEquations (14) and (3), we express
w1 + w̃2 as

T (x) = w1 + w̃2 =
c1

∫ x

0 tg(t )dt
+ c2

1− G(x)
.

We di!erentiate T(x) with respect to x and get

T ′(x) = − c1xg(x)

(
∫ x

0 tg(t )dt )
2
+ c2g(x)

[1− G(x)]2

= c1g(x)

Ḡ(x)
2

[

c2

c1
−U (x)

]

, (A11)

whereU (k) = xḠ(x)
2
/(

∫ x

0 tg(t )dt )
2. By Assumption 2, U(x) is

strictly decreasing in x for l� x� u. Thus, for any given c1 and
c2, U(u)= 0 and

limk→lU (x) = Ḡ(x)
2 − 2xḠ(x)g(x)

2xg(x)
∫ x

0 tg(t )dt
= ∞.

Therefore, there exists some unique k∗, with l< k∗< u, such that
U(k∗) = c2/c1 or, equivalently, T

′(k∗) = 0 in view of Equation
(A11). Furthermore, T′(x)< 0 when x< k∗ and T′(x)> 0 when
x > k∗. It directly follows that k∗ is the unique global minimum
point for T(x).

To prove p̃ > p̂, we express

H(x) = w1 + ŵ2 =
c1

∫ x

0 tg(t )dt
+ c2

1− (
∫ x

0 G(t )dt/x)
.

Clearly, T(x) > H(x) for all 0 � x � 1 since
∫ x

0 G(t )dt/x <

G(x) for all 0 � x � 1. Also, p̃ = minw1≥c1/µε
(w1 +

w̃2) = min0≤x≤1 T (x), and p̂ = minw1≥c1/µε
(w1 + ŵ2) =

min0≤x≤1H(x). The result follows immediately. �

Proof of Proposition 9.

(i) Suppose that the distribution function of ϵ is given by
Equation (9). De neU (x) = xḠ(x)2/[

∫ x

0 tg(t )dt]
2. Dif-

ferentiate U(x) with respect to x and get

U ′(x) = Ḡ(x)

(
∫ x

0 tg(t )dt )
3

[

Ḡ(x)

∫ x

0

tg(t )dt − 2Ḡ(x)x2g(x)

− 2xg(x)

∫ x

0

tg(t )dt

]

.

Using the supply reliability function given by Equation
(9), we have

∫ x

0

tg(t )dt − x2g(x)

= y

(u− l)y

[

(x− l)y+1

y+ 1
+ l(x− l)y

y

]

− x2y

(

x− l

u− l

)y−1 ( 1

u− l

)

= y(x− l)y−1

(u− l)y

[

(x− l)2

y+ 1
+ l(x− l)

y
− x2

]

= (x− l)y−1

(y+ 1)(u− l)y
[y(x− l)2 + (y+ 1)l(x− l)

− y(y+ 1)x2]

= (x− l)y−1

(y+ 1)(u− l)y
[−y2x2 − (y− 1)xl − l2].

Therefore,
∫ x

0 tg(t )dt − x2g(x) < 0 for any x> l 0 and
y > 0, which implies that U′(x) < 0 for all x > l  0 and
y > 0. Thus, Assumption 2 holds.

(ii) ForG(t) given by Equation (10), it follows from Equation
(A6) that

U (x) = xḠ(x)2

(
∫ x

0 tg(t )dt )
2
= λ2x[e−λ(x−l) − e−λ(u−l)]2

[(1+ λl)− (1+ λx)e−λ(x−l)]2

= λ2x[e−λx − e−λu]2

[(1+ λl)e−λl − (1+ λx)e−λx]2
.

Directly di!erentiating U(x) above and after simpli ca-
tion, we obtain

U ′(x) = λ2(e−λx − e−λu)

[(1+ λl)e−λl − (1+ λx)e−λx)]3

×
{[

(1+ λl)e−λl − (1+ λx)e−λx
]

× [e−λx − e−λu − 2λxe−λx]

− 2λ2x2e−λx(e−λx − e−λu)
}

.

To prove that U′(x) < 0 for all l < x, it su"ces to show
that R(x) < 0 for all l < x, where

R(x) =
[

(1+ λl)e−λl − (1+ λx)e−λx
]

×
[

e−λx − e−λu − 2λxe−λx
]

− 2λ2x2e−λx(e−λx − e−λu). (A12)

As shown in the proof of Proposition 4(ii),
[

(1+
λl)e−λl − (1+ λx)e−λx

]

is greater than zero and is
strictly decreasing in l for l < x. If

[

e−λx − e−λu −
2λxe−λx

]

≤ 0, it is clear from Equation (A12) that R(x)
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< 0. Suppose that
[

e−λx − e−λu − 2λxe−λx
]

> 0. Since
[

(1+ λl)e−λl − (1+ λx)e−λx
]

is greater than zero and is
strictly decreasing in l for l < x, it su"ces to show that
R(x)< 0 for l= 0. For l= 0 and let α= λx, we can express
R(x) given in Equation (A12) as

R(α) = [1− (1+ α)e−α][e−α − e−λu − 2αe−α]

− 2α2e−α(e−α − e−λu)

= e−λu{(1+ α + 2α2)e−α − 1} + e−2α{eα(1− 2α)

+ (α − 1)}. (A13)

Suppose that (1+ α + 2α2)e−α − 1 0. Clearly, e−λu �

e−λx = e−α for all x � u. Then, it follows from Equation
(A13) that

R(α) ≤ e−α{(1+ α + 2α2)e−α − 1} + e−2α{eα(1− 2α)

+ (α − 1)} = 2αe−2α(1+ α − e−α ).

It is straightforward to show that (1 + α − eα) < 0 for α

> 0. Thus, R(α) < 0 for all α > 0.
Suppose that (1+ α + 2α2)e−α − 1 < 0. Then, it follows
from Equation (A13) that

R(α) < e−2α{eα(1− 2α)+ (α − 1)}.

Let S(α) = eα(1 − 2α) + (α − 1). Direct di!erentiation
of S(α) gives S′(α) = eα(− 1 − 2α) + 1 and S′′(α) = eα(
− 3− 2α) < 0 for all α > 0. Since S′(0)= 0 and S′′(α) <

0 for all α > 0, we have S′(α)< 0 for all α > 0. Since S(0)
= 0 and S′(α) < 0 for all α > 0, we have S(α) < 0 for all
α > 0. Thus, R(α) < 0 for all α > 0 in this case also. This
completes the proof.

�

Proof of Proposition 10. We de ne

h1(Q1,Q2, w1, w2) = w1

∫ Q2
Q1

0

F̄(tQ1)tg(t )dt − c1,

and

h2(Q1,Q2, w1, w2) = w2F̄(Q2)Ḡ

(

Q2

Q1

)

− c2

to denote the two  rst-order conditions ∂π1(Q
∗
1|Q∗2 )/∂Q1 = 0

and ∂π1(Q
∗
2|Q∗1 )/∂Q2 = 0 as given in Equation (12) and Equa-

tion (13). Then, the Jacobian matrix of the two constraint func-
tions h1(Q1, Q2, w1, w2) and h2(Q1, Q2, w1, w2) is given by

δh(Q1,Q2, w1, w2) =











∂h1

∂Q1

∂h1

∂Q2

∂h1

∂w1

∂h1

∂w2

∂h2

∂Q1

∂h2

∂Q2

∂h2

∂w1

∂h2

∂w2











,

where

∂h1

∂Q1
= −w1

[

Q2
2

Q3
1

F̄(Q2)g

(

Q2

Q1

)

+
∫

Q2
Q1

0

f (tQ1)t
2g(t )dt

]

,

∂h1

∂Q2
= w1

Q2

Q2
1

F̄(Q2)g

(

Q2

Q1

)

,

∂h1

∂w1
=

∫ Q2
Q1

0

F̄(tQ1)tg(t )dt,

∂h1

∂w2
= 0,

∂h2

∂Q1
= w2

Q2

Q2
1

g

(

Q2

Q1

)

F̄(Q2),

∂h2

∂Q2
= −w2

[

Ḡ

(

Q2

Q1

)

f (Q2)+ g

(

Q2

Q1

)

1

Q1
F̄(Q2)

]

,

∂h2

∂w1
= 0,

∂h2

∂w2
= F̄(Q2)Ḡ

(

Q2

Q1

)

.

Since Q2 = 0 violates the constraint h1(Q1, Q2, w1, w2) = 0,
and Q2/Q1 = 1 with Q2→" violates the constraint h2(Q1, Q2,
w1, w2) = 0, the rank of the above Jacobian matrix δh(Q1, Q2,
w1, w2) is equal to two. As the rank of the Jacobian matrix is
equal to the number of constraints, all points in the constraint set
must satisfy non-degenerate constraint quali cation. Therefore,
we can  nd the optimal solution to the assembler’s problem by
solving the corresponding unconstrained Lagrangian function
L(Q1, Q2, w1, w2, u1, u2) given in Equation (18).

Di!erentiating L(Q1, Q2, w1, w2, u1, u2) with respect to Q1,
Q2, w1, w2, u1, and u2 gives the set of  rst-order conditions as
provided in Equations (19) to (24), and we can  nd the optimal
values of (w∗1 , w

∗
2 ) by solving Equations (19) to (24). �
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