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Abstract

Electronic and magnetic structures in low dimensional systems

by

Kasra Hejazi

Studying the physics of low dimensional systems has been a fruitful branch of con-

densed matter physics. A high level of control in experiments and the existence of

numerous powerful analytical and numerical techniques for investigating these sys-

tems have made experimental and theoretical study of this subject accessible and

rich.

A large portion of this thesis is devoted to the theoretical study of a class of two

dimensional systems, the so-called moiré structures: these are structures made by

stacking incommensurate layered materials, where e.g. a twist or a lattice mismatch

between layers results in the formation of a large scale spatial pattern called the moiré

pattern.

Different aspects of moiré systems are discussed; starting with the case of twisted

bilayer graphene (TBG), first, the effects of an external magnetic field on TBG are

studied. Hofstadter spectra and semiclassical analyses are carried out and it is shown

that the rich band structure of TBG near its magic angle results in a nontrivial

Landau level structure even at the noninteracting level that is different from naive

ix



expectations. Next, the quantized anomalous Hall effect (QAHE) that is observed

experimentally in TBG is considered; through extensive Hartree-Fock computations,

the regimes in which the QAHE is expected are obtained.

Another moiré platform which is considered in this thesis is moiré structures

made of intrinsic Van der Waals magnets. A general methodology for studying them

theoretically is introduced and it is utilized to analyze various cases of such moiré

magnets; first, twisted bilayers of antiferromagnets and ferromagnets are considered

and it is shown that a rich phase diagram exists for such systems when different

parameters in the system are tuned. Considering next the case of heterobilayer moiré

magnets made of ferromagnetic and antiferromagnetic layers, we show that more

interesting magnetic textures such as skyrmion lattices could potentially be realized.

The last topic that is covered in this thesis is numerical computation in low di-

mensional many body systems. It has been known that many body computational

methods in the continuum experience difficulty compared to lattice models. Having

this in mind, we propose a method using the wavelet basis for many body compu-

tations in the continuum; in order to tackle the difficulty mentioned above, a fine

graining procedure is introduced which is general and can be used in combination

with classical or quantum variational approaches; ultimately, we use tensor network

computations to exhibit the usefulness of this procedure.

x
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1.2.2 Heterobilayer moiré magnets . . . . . . . . . . . . . . . . . . . 16

1.3 Efficient many body physics in the continuum . . . . . . . . . . . . . 18

2 Landau levels in twisted bilayer graphene and semiclassical orbits 21
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 The model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3 Numerical solution and semiclassical analysis . . . . . . . . . . . . . . 28
2.4 Discussion and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 35

3 HybridWannier Chern bands in magic angle twisted bilayer graphene
and the quantized anomalous Hall effect 40
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Hybrid Wannier functions . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3 Quantized anomalous Hall effect in twisted bilayer graphene . . . . . 52

3.3.1 First study . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3.2 Second study . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4 Noncollinear phases in moiré magnets 68
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Chapter 1

Introduction

The physics of low dimensional many body systems has been an interesting subject

of study for a long time. It has been a very rich topic of research for several reasons:

on the experimental front, many remarkable phenomena such as the Luttinger liquid

behavior in one dimension and the quantum Hall effect in two dimensions have been

realized in practice in such systems. On the theory front, although studying many

body system in general is a formidable task, a wealth of different analytical and nu-

merical techniques in lower dimensions has made progress in theoretical understand-

ing of lower dimensional phenomena possible. Often elegant theories developed for

understanding these phenomena opened new paths to exciting new fields of research.

A particularly interesting recent addition to the array of low dimensional systems

was the realization of single and multilayer Van der Waals (VdW) materials; these are

systems that allow a high level of tunability and control which enables the observation
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of many interesting phenomena. Single layer VdW materials exhibit a variety of dif-

ferent behaviors such as insulating, semi-metallic (as in graphene), metallic, intrinsic

magnetic, topological insulating, etc. Even the more exotic spin liquid behavior is

believed to occur in a material like α-RuCl3 [62].

Adding different VdW layers each having an interesting intrinsic behavior on

its own and studying the resulting interplay has been very fruitful. Of the most

interesting platforms in this family are moiré multilayer systems, where a large scale

pattern called the moiré pattern is formed due to e.g. a lattice constant mismatch

between layers or a twist in the layers with respect to each other. A variety of different

moiré systems are realized wherein remarkable phenomena were observed by taking

advantage of the vast range of possibilities for such structures.

A paradigmatic instance of moiré systems is the twisted bilayer graphene (TBG),

which consists of two layers of graphene stacked with a twist. At the so-called magic

twist angle between the two graphene layers, i.e. 1.1◦, it is expected that the effect

of electron-electron interactions are enhanced [15]. Indeed, experimental findings re-

vealed that a plethora of interesting phenomena in this system emerge at the magic

angle that were unprecedented in graphene-based systems, such as correlated insulat-

ing behavior[25], superconducting states [26, 137, 79] and the quantized anomalous

Hall effect (QAHE) [110, 111].

Various aspects of moiré systems are discussed in this thesis; starting with the

TBG system, the effect of an external magnetic field on the system is studied in
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chapter 2 and then an extensive theoretical investigation of the QAHE in TBG is

presented in chapter 3. Another direction that is discussed next is moiré structures

made out of intrinsic VdW magnets; a general methodology is introduced and is

applied to several cases of twisted homobilayer of VdW magnets in chapter 4. The

case of heterobilayer moiré magnets is furthermore analyzed in chapter 5. More

information about all of these studies can be found later in the present chapter.

One of the main goals in moiré systems is to use the high level of tunability

and engineer novel behaviors, which as mentioned above has been a very successful

endeavor. The above chapters on the physics of moiré systems lie within this program

where either an effect observed in moiré systems is studied (chapters 2 and 3) or some

predictions for potentially interesting phenomena (chapters 4 and 5) are made.

Another topic that is covered in this thesis is computational many body physics

in low dimensional systems; it is well known that a variety of different computational

methods exist for low dimensional systems, most prominent of which are tensor net-

work algorithms. Most of these computational methods are usually used with lattice

models; however, for many applications (including the physics of moiré systems) a

continuum description can be favorable. In cahpter 6, we introduce and study a com-

putational method that provides an efficient means to analyze many body physics

in the continuum. The method can be used along with different types of variational

approaches, in particular tensor network methods and quantum algorithms. We give

further introductory details on this study also later in the present chapter.
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1.1 Moiré graphene systems

The study of moiré graphene systems has been very fruitful both experimentally and

theoretically. On the experimental side, the existence of multiple tuning mechanisms

for such systems and also a variety of different measurement techniques such as trans-

port measurements has led to discovery of plenty of remarkable phenomena.

Historically, one of the most important discoveries that led to many of the coming

progress was the formulation of a continuum model for TBG. In a seminal work

[15], Bistritzer and MacDonald came up with a low energy continuum model which

effectively describes the system in terms of an emergent periodic problem. This model

works best for small twist angles, where the two graphene layers are almost aligned

locally at every point. However, as is shown in Fig. 1.1, a closer look at local patches

reveals that the bilayer locally resembles different types of stacking orders; the local

stacking order is determined based on the position and as can be seen in Fig. 1.1,

it modulates periodically in real space forming an effective periodic pattern called

the moiré pattern. For small angles, the periodicity of the pattern becomes large, in

fact, it scales as ∼ 1
θ
for small angles. This local stacking order determines the local

tunneling between the two graphene layers and as a result the tunneling between the

two layers follows the same periodicity as that of the moiré pattern. This means that

an effective periodic Hamiltonian is capable of describing the TBG system.

Having this periodic Hamiltonian for the system at hand, Bistritzer and MacDon-

ald went on to find the corresponding Bloch bands. As the periodicity is much larger

4
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Figure 1.1: Twisted bilayer graphene with a twist angle of 5.1◦. Different stacking orders are
realized locally in different regions of the bilayer. The unit cell corresponding to the emergent
periodicity is also shown.

than the graphene unit cell length, the effective moiré Brillouin zone is much smaller

than that of the monolayer graphene. As a result, the moiré bands are called mini-

bands. Interestingly, Bistritzer and MacDonald found out that at the magic angle

1.1◦, two bands (per each spin and valley flavor) close to charge neutrality show ex-

ceptional flatness. They anticipated that provided samples with twist angles around

the magic value are created, since the bands are very flat, the electronic coulomb in-

teractions will be relatively enhanced and potentially interesting correlation induced

behavior could be seen.

The corresponding experimental research on TBG followed. A first milestone was

realizing moiré “band insulators” in experiments; it was shown experimentally that

for a sample with the twist angle of 1.8◦ (which is away from the magic angle), band

5



insulating states could be obtained as a result of full filling the mini-bands discussed

above [24]. More precisely, we note that there is one mini-band above and one mini-

band below the charge neutrality point for each spin and valley species, and thus

there is in total 4 = 2 × 2 spin-valley flavors for each mini-band (we call these eight

mini-bands the active bands); as a result of this, one needs addition or depletion of

4 electrons per moiré unit cell to completely fill or empty these bands and have a

band insulator as a result; this was indeed in great agreement with the experimental

findings of [24], validating the continuum model of TBG. Note that in the above

experiment, electron addition/depletion was done simply by applying a gate voltage;

because the moiré length scale is large, the required change in density to reach the

band insulating states is small and in fact achievable by an applied gate voltage.

Before we continue, we introduce a notation, showing the number of electrons

added or depleted per moiré unit cell from the charge neutrality point by the filling

factor ν. For example in the above experiments, band insulators were observed for

ν = ±4.

With enhancement of fabrication techniques, later experiments were able to reduce

the twist angle of the samples to smaller values, in particular samples with twist

angles close to the magic angle were fabricated. With the magic angle samples at

hand, experiments focused on partial fillings of the active bands, i.e. −4 < ν < +4

resulting in remarkable findings: in particular, it was found by several different groups

that for different integer values of ν between −4 and +4 the TBG system exhibits

6



an insulating behavior [25, 137, 79]. Since for such fillings, active bands are partially

filled in a noninteracting picture, the origin of the insulating behavior should be

electron-electron interactions. Furthermore, probing the system at multiple different

ranges of ν close to integers revealed that the system becomes superconducting in

those ranges [26, 137, 79]. The mechanism for this superconductivity is still a matter

of debate [? ].

Another remarkable discovery was the observation of QAHE in TBG at ν = +3

[110, 111]. Interestingly, a single sample has shown a Hall conductivity close to %99

of the quantized value under suitable conditions without any applied magnetic field.

More details on this discovery will be presented in subsection 1.1.2.

Below, we focus on two interesting observations in TBG systems whose theoretical

study is presented in later chapters of this thesis.

1.1.1 Landau fan diagram

One useful experimental probe of electronic degrees of freedom of a two-dimensional

system is to observe its quantum oscillations in an applied magnetic field. The ex-

periment goes as follows: the longitudinal and the Hall conductivities of a sample are

measured when the external perpendicular magnetic field and total density of elec-

trons are varied from a reference point. The density in the case of graphene systems,

for example, is varied by an applied gate voltage. Considering a two dimensional

color map of either the Hall conductivity or the longitudinal conductivity whose ver-
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tical axis shows the applied B field and its horizontal axis shows the density n, the

Hall and the longitudinal conductivities show maxima and minima respectively along

certain straight lines. Usually classes of such lines can be found that emanate from a

common point in the diagram as shown in Fig. 1.2; due to the special structure and

shape of these lines, the plot is called a Landau fan diagram. Note that the common

point of the Landau fan lines, which lies on the B = 0 axis corresponds e.g. to an

edge of a band where an insulating or semimetallic behavior in the system occurs.

B

n
Figure 1.2: A schematic Landau fan diagram. In a color map with the magnetic field and density
as axes, the Hall and the longitudinal conductivities show maxima and minima respectively along
certain straight lines shown schematically above.

Interestingly, the straight lines along which the Hall (longitudinal) conductivity

shows maxima (minima) correspond to having filled Landau levels; as a result, the

inverses of the slopes of such lines have a definite relation given by:

Ne
e

h
=

n

B
, (1.1)

Ne denotes the the multiplicity number of filled Landau levels, and it depends cru-

cially on the number of species of electrons. Note that along each of these lines the

Hall conductivity is given by σH = Ne
e2

h
.
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As an example the Landau Fan diagram for monolayer graphene around the charge

neutrality point can be derived where the sequence of possible values of Ne in the

above relation reads ±2,±6,±10, . . . [93]. The reason for the above sequence is that

monolayer graphene near its charge neutrality can be well described as consisting

of a Dirac point per spin and valley flavor of its electrons. Dirac electrons unlike

electrons with a quadratic dispersion have a zero Landau level, and in fact, at charge

neutrality under external magnetic fields partially fill a Landau level; this results in

a Hall conductivity sequence of ±1
2
,±3

2
,±5

2
, . . . for a single Dirac point. When a

total number of 4 flavors taking spin and valley into account are considered the above

sequence of ±2,±6,±10, . . . is reproduced; this is also in agreement with experiments

on monolayer graphene (see Fig. 1.3).

Figure 1.3: Hall conductivity and longitudinal resistivity of graphene that are experimentally
found. The results agree very well with the picture of Landau levels of a total of four Dirac points.
The plot is taken from [93].
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In TBG systems, on the other hand, since the number of layers is 2, one naively

expects a Landau fan slope sequence (or equivalently a Hall conductivity sequence)

of 2 × 2 × 2 × (±1
2
,±3

2
,±5

2
, . . .) at charge neutrality, which results in the sequence

±4,±12,±20, . . .. This is indeed in agreement with the sequences found in TBG for

twist angles that are considerably larger than the magic anlge, like for example 1.8◦

[24]. However, samples at the magic angle showed a differing sequence at charge

neutrality i.e. ±4,±8,±12, . . . [26, 137]. Some authors have argued that this happens

due to interactions or some kind of symmetry breaking [102].

In Chapter 2, we study the TBG system under an external magnetic field at a

noninteracting level; we obtain Hofstadter butterfly plots and carry out semiclassical

analysis (that match with each other when expected). We show that the noninteract-

ing physics is rich enough so that the above naive sequence is not achieved around the

magic angle even at the noninteracting level. In other words and using a semiclassical

reasoning, it is shown that the TBG band structure around the magic angle shows

plenty of details and as a result the naive expectation of Dirac-like Landau levels does

not hold.

The reader can see further details of this study in chapter 2.

1.1.2 Quantized anomalous Hall effect

Another interesting observation in magic angle TBG is the QAHE [110, 111], in which

the system exhibits a quantized Hall conductivity and zero longitudinal conductivity
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without an external magnetic field. The system also shows a magnetization, mainly

due to orbital effects. The QAHE happens at the filling factor of ν = +3 and is an

electronic interaction induced effect; as a consequence of a time reversal symmetry

breaking, a valley polarization occurs leading to the orbital magnetization and the

QAHE.

In order to study the effect theoretically, we take the following points into account:

close to the magic angle, the set of the eight active bands show small bandwidth and

are well separated from other bands. As a result, an active-bands-only model could

be a minimal model into which the electronic interactions can be introduced. Since

the electronic interactions are not long range due to several screening effects and in

fact are local, it is best to come up with a local representation of the active bands

subspace. This is usually done through a Wannier transformation of a set of bands;

in such an approach, one ends up with a set of localized Wannier functions instead of

the original extended Bloch functions.

However, it is well known that there are obstructions to forming symmetric Wan-

nier functions in TBG; in particular, it is not possible to form maximally localized

Wannier functions out of the active bands of each valley-spin flavor provided that

a crucial symmetry of the system, i.e. a composition of time reversal and inversion

C2T , is manifestly preserved [2, 102].

In chapter 3, a way out of this problem is considered which amounts to making

a compromise in locality and working with hybrid Wannier functions (HWF), that
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Figure 1.4: The set of eight active bands in the basis of maximally localized HWF states. There
are a total of four bands with Chern number +1 and a total of four bands with Chern number −1.

are basically two-dimensional functions that are obtained by performing a Wannier

transformation only in one dimension on the sets of Bloch functions; in other words,

HWFs are localizedWannier-like in one direction and extended Bloch-like in the other.

The one dimensional Wannier transform is performed separately for each valley-spin

flavor of electrons and thus for each spin and valley flavor, we end up with two separate

HWF bands, note that this results in a total of eight bands which is consistent; we

choose to work with maximally localized HWF states within each spin-valley flavor.

As is argued in detail in chapter 3, the maximally localized HWF bands when formed

have nontrivial Chern number, i.e. ±1 values.

In this construction, one ends up with a total of four Chern +1 and four Chern

−1 bands. Their composition is shown in Fig. 1.4. Within this basis, an extensive

Hartree-Fock calculation is done for the fillings ν = ±3, and different regimes where

a QAHE is possible are characterized. Interestingly, for these two fillings, the QAHE

is manifested as a fully filled spin-valley polarized HWF band of holes for ν = +3 or

of electrons for ν = −3. Note that the state manifestly harbors QAHE as the HWF

bands carry a Chern number.
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The reader can see further details of this study in chapter 3.

1.2 Moiré magnets

A class of VdW materials showing very interesting behaviors are the VdW intrin-

sic magnets. Diverse magnetic orders have been observed in these materials such as

honeycomb lattice antiferromagnetic (e.g. in MnPS3 and MnPSe3), zig-zag antiferro-

magnetic (e.g. in FePS3 and NiPS3), ferromagnetic (e.g. in CrI3 and CrCl3), etc.

In chapter 4, a new platform for moiré physics, i.e. moiré structures made out of

VdW intrinsic magnets is introduced. A general methodology for considering these

systems is also presented there, which relies on the existence of a large moiré length

in a similar fashion to the continuum model of TBG [15].

A natural case to consider is a twisted bilayer of such 2D magnets. Here we con-

sider a twisted bilayer of honeycomb antiferromagnets to demonstrate our approach.

Such a construction is shown schematically in Fig. 1.5. Red and blue lattice points on

the two layers show the two sublattices of the honeycomb lattices. This means that

in a single antiferromagnetic layer, a spin on a red site has opposite orientation to a

spin lying on a blue site. The behavior of the interlayer coupling in such a structure

plays a crucial role in the study; to exhibit its effects we consider different regions

in the system separately; first, considering the center of the figure, we see that if we

take a blue site on the top layer in this region, its nearest site in the bottom layer

is also a blue site. The same holds for a red site in this region as well. This means
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Figure 1.5: A twisted bilayer of antiferromagnets. The two sublattices on both of the layers are
shown by blue and red colored sites.

that like sublattices of the two layers are interlayer nearest neighbors in this region.

There are more regions with the same property that are also shown by black circles

in Fig. 1.5.

However, there are also regions where opposite sublattices on the two layers are

interlayer nearest neighbors; some of these regions are shown with yellow circles in

Fig. 1.5. This means that assuming a Heisenberg interlayer coupling (Heisenberg

interaction between spins of the two layers), the two layers cannot be both in their

ground states and satisfy the interlayer coupling everywhere; in such a setting, the

nearest neighbor interlayer bonds will be dissatisfied either in black regions or in

14



yellow regions of Fig. 1.5. As a result, one expects that for strong enough interlayer

coupling, the system will prefer to realize a noncollinear phase in which each layer

is not in its ground state but the interlayer bonds are satisfied everywhere, in both

black and yellow regions in particular. Indeed, the methodology used in chapter

4 shows that this is true when the interlayer coupling is strong enough, or as we

will see equivalently when the moiré length is large enough; rich phase diagrams with

noncollinear phases are obtianed for twisted bilayers where the two layers have simple

antiferromagnetic order or zig-zag order.

1.2.1 Twisted bilayers of ferromagnets

With the above perspective, twisted bilayer of ferromagnets seem to be boring as

naively all the spins in both of the layer will be aligned or anti-aligned based on the

interlayer coupling and the fact that the two sublattices for a ferromagnetic honey-

comb lattice do not have opposite spins. However, the situation is more interesting

as for example in the material CrI3, and cosidering a non-twisted bilayer, it has

been shown that the interlayer coupling depends on the stacking order of the bilayer

[83, 113, 124, 55, 112, 115, 58]. In particular, it has been shown that even the sign of

the interlayer coupling can change based on the stacking order.

Since in a twisted bilayer all possible local stacking orders are realized, one can

argue that if both of the layers are in their ground states, i.e. a collinear configura-

tion, there will again be regions where the interlayer coupling is dissatisfied. This
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frustration, if large enough, can render noncollinear configurations energetically fa-

vorable similar to the antiferromagnetic case. In chapter 4, it is shown that such

configurations again occur for large enough interlayer coupling or large enough moiré

length.

Interestingly, this prediction has also been observed in experiments. In a recent

experiment [135], twisted bilayers of the ferromagnetic material CrI3 were fabricated.

The experiments showed, by e.g. measuring the magnetization as a function of the

magnetic field, that noncollinear phases occur for a twist angle of 1.2◦. This is in

agreement with the predictions and results presented in chapter 4.

1.2.2 Heterobilayer moiré magnets

Another interesting setup of moiré magnets considered in this thesis is heterobilayer

moiré magnets. In such structures, the moiré pattern is formed due to a lattice

mismatch between the two layers which are different materials and have different

lattice constants.

In chapter 5, a structure in this class is considered, i.e. a bilayer consisting of a

honeycomb ferromagnetic layer and a honeycomb antiferromagnetic layer. A moiré

pattern is formed due to the lattice mismatch between the two layers. In Fig. 1.6 a

schematic figure of such a structure is drawn, where the two sublattices of the antofer-

romagnetic layer are shown with red and blue colors and the ferromagnetic layer sites

are shown by green. A closer look reveals that the spins in the ferromagnetic layer
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Figure 1.6: A hetrobilayer consisting of a ferromagnetic layer and an antiferromagnetic layer.
The blue and red sites show the two sublattices of the antiferromagnetic layer and the green sites
correspond to the sites on the ferromagnetic layer.

experience different environments based on their positions; in areas that are shaded

red (or blue), the closest sites of the antiferromagnetic layer to the ferromagnetic

sites belong to the red (or blue) sublattice. This means that if one supposes that

the antiferromagnetic layer is in its ground state, the ferromagnetic layer experiences

opposite effective external fields in the blue and red shaded regions. This, in other

word, implies that a moiré scale external field is sensed by the ferromagnetic layer.

Such a possibility is considered in chapter 5, where also a dzyaloshinskii-moriya

(DM) interaction is introduced into the ferromagnetic layer. The presence of the DM
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interaction is known to result in topologically nontrivial magnetic textures in mate-

rials, in particular skyrmion lattices in ferromagnetic materials. However, there is

usually a need for an external magnetic field to stabilize a skyrmion lattice in the sys-

tem. The DM interaction and skyrmion lattices have been observed in VdW materials

[123, 101, 33] which makes considering a ferromagnetic layer with DM interaction in

a moiré structure justifiable.

It is shown in chapter 5 that in a heterobilayer structure as detailed above different

phases with the moiré periodicity can be stable, among which there is a skyrmion

lattice phase; interestingly for this phase, there is no need for an external magnetic

field. The reader can see further details of this study in chapter 5.

1.3 Efficient many body physics in the continuum

Studying many body physics computationally in the continuum has been challenging

for several reasons. One of the main reasons is the following fact: supposing one uses

a lattice discretization of the continuum and perform computations on the resulting

effective lattice; if a very fine discretization is used, one ends up with a high number of

sites in the effective lattice describing the system. However, when a particle number

preserving Hamiltonian is at hand, one needs to find solutions with fixed total numbers

of particles. With a very fine lattice which results in a high number of sites, and

given some total number of particles, the effective model becomes that of a very

dilute lattice system; it is known that variational many body approaches such as the
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density matrix renormalization group (DMRG) experience difficulties in dilute lattice

systems [35]; this is due to the fact that a local variational approach, such as DMRG,

optimizes solutions locally and as a result it is more difficult in dilute systems to

obtain the large scale structures. This is not specific to DMRG though and it is

expected that other variational approaches including quantum variational algorithms

experience such difficulty in continuum many body systems.

In chapter 6, a solution to this difficulty is discussed which will be briefly reviewed

in the following: instead of the usual way of lattice discretizing the continuum, in

chapter 6, the wavelet basis is used for the discretization.

The wavelet basis is an orthonormal basis for real square integrable functions on

the real axis, that consists of basis elements which we show as χn(x) that are wave

packets localized in both real and momentum space. An interesting property of the

wavelets is their multiresolution property: each wavelet basis element χn(x) can be

associated with a given spatial scale. This means that expanding a real function in

the wavelet basis, i.e. an expansion such as f(x) =
!

n cnχn(x), can decompose it into

different scales: the structure at each scale can be determined based on the expansion

coefficients cn for the basis elements corresponding to that scale.

This multiresolution property of the basis allows one to modify a variational many

body algorithm of choice, and supplement it with a fine graining procedure, so that the

solution is found in a step by step fashion: first, the variational algorithm is employed

at a coarse scale where the resulting effective lattice model has a low number of total
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sites and as a result the effective system is not dilute; as a result, the solution which

describes large scale structures, is found simply. The second step consists of finding

the solution at a little bit finer scale; to this end it is desirable to use the first step

solution as a seed for the second step variational computation. However, the Hilbert

space bases for these two steps are different, and as a result an exact fine graining

transformation is employed to translate the solution of the first step from the first step

basis into that of the second step. This transformation is performed as a quantum

circuit which only involves two-qubit unitaries acting on nearest neighbors. The steps

are continued until convergence is achieved.

The above fine graining procedure and the fine graining quantum circuit is a

general approach that can be used in combination with classical variational algorithms

such as tensor networks or quantum variational algorithms such as the variational

quantum eigensolver to speed up the computation.

Furthermore, the above fine graining procedure is used in chapter 6 along with the

DMRG algorithm and it is shown that finding the solution in a step by step fashion

as discussed above leads to considerable speedup over a computation at the finest

scale from the beginning.

20



Chapter 2

Landau levels in twisted bilayer

graphene and semiclassical orbits

Twisted bilayer graphene has been argued theoretically to host exceptionally flat

bands when the angle between the two layers falls within a magic range near 1.1◦.

This is now strongly supported by experiment, which furthermore reveals dramatic

correlation effects in the magic range due to the relative dominance of interactions

when the bandwidth is suppressed. Experimentally, quantum oscillations exhibit

different Landau level degeneracies when the angles fall in or outside the magic range;

these observations can contain crucial information about the low energy physics. In

this chapter, we report a thorough theoretical study of the Landau level structure

of the non-interacting continuum model for twisted bilayer graphene as the magnetic

field and the twist angle are tuned. We first show that a discernible difference exists in
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the butterfly spectra when twist angle falls in and outside the magic range. Next, we

carry out semiclassical analysis in detail, which quantitatively determines the origin

of the low energy Landau levels from the zero field band structure. We find that

the Landau level degeneracy predicted in the above analyses is capable of partially

explaining features of the quantum oscillation experiments in a natural way. Finally,

topological aspects, validity, and other subtle points of the model are discussed.

This chapter is based on Ref. [51].

2.1 Introduction

Twisted bilayer graphene (TBG) has attracted immense attention from physicists, fol-

lowing the observation of superconductivity and correlation-induced insulators when

the layers are twisted relative to one another close to the “magic” angle (∼ 1.1◦)[25,

26]. These results have since been confirmed and extended by many independent

groups[137, 111, 79, 103, 27, 78, 30]. While there are now many experiments and

some results are limited to specific samples at specific angles and densities, so far

all indications of correlated behavior have been limited to the density range corre-

sponding to partial fillings of the two low energy bands closest to charge neutrality

point (CNP); these two active bands are theoretically predicted to show exceptional

flatness when the twist angle is tuned to lie within the magic range [15].

At the present stage, there is no consensus on the explanation of these effects,

despite the many theoretical efforts[134, 60, 65, 102, 139, 34, 133, 71, 132, 57, 20].
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A key issue is that the same physics which leads to anomalous narrowing of the low

energy bands near the magic angle also makes those bands very sensitive to small

details of the model in this regime. It would be desirable to put direct constraints on

the theoretical model from experiment.

An effective way to obtain an understanding of the low energy degrees of freedom

in a two-dimensional system is to probe it with perpendicular magnetic field and study

the quantum oscillations; local minima of longitudinal resistivity form straight lines in

the plane of carrier density and magnetic field, a fact that can be seen in Landau fan

diagrams. Previous experimental results[24] at the angle 1.8◦ exhibited Landau level

(LL) filling factors ν = ±4,±12,±20, . . . at the CNP (we define ν = nΦ0/Φ, where n

is the 2d density measured from charge neutrality, Φ0 = h/e is the flux quantum, and

Φ = BA is the flux per unit cell of the moiré pattern, with unit cell area A); note

that these numbers double those of monolayer graphene. This can be understood

by noting that there are two renormalized Dirac points in the moiré Brillouin Zone

(BZ) where the two active bands touch as predicted by the continuum model [15, 37]

(CM) of TBG, and that furthermore one needs to consider 4 = 2 × 2 copies of the

model due to spin and valley degrees of freedom of the electrons. However, study of

quantum oscillations in the magic range [137, 26] revealed a different sequence near

CNP, namely ν = ±4,±8,±12, . . .. Some authors have argued that this happens due

to interactions or some kind of symmetry breaking[102].

While certainly the interaction effects are of primary interest, without a firm
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foundation for the free electron moiré physics it is impossible to disambiguate subtle

band effects from correlation ones. Here, inspired by the above observation, we study

the effect of perpendicular magnetic field without interactions. We start with the CM,

and incorporate the magnetic field into it; to this end, we use the method introduced

in Ref. [14] with some modifications. In particular, we have considered the effects

of lattice corrugation phenomenologically by differentiating between the tunneling

amplitude at AA and AB/BA regions of the moiré superlattice [65].

We start by first studying angles larger than the magic value, and then restrict our

attention to the magic range. We indeed observe that at larger angles, the same se-

quence mentioned above, 4×(±1,±3,±5, . . .), can be seen; however, as the twist angle

is reduced into the magic range, we first observe a sequence of 4× (±1,±2,±3, . . .),

and then a sequence of 4 × (±1,±4, . . .) upon further decrease of the angle. The

former happens close to the twist angle where the Γ point (the highest symmetry

point) of the BZ becomes gapless in a quadratic band touching and the nonmagnetic

active bands become most flat, while the latter happens upon the formation of three-

fold local minima (maxima) in the upper (lower) active band. Finally we present a

semiclassical study at small enough magnetic fields that associates the above results

to certain regions in the BZ.

The rest of the chapter is organized as follows. In Sec. 3.2, we introduce the

magnetic model used here; the details of the model are presented in App. A.1. Then

in Sec. 2.3 the numerical solution of the magnetic model is presented and discussed
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(a) (b) (c)

Figure 2.1: Magnetic energy levels as a function of flux per moiré cell (the butterfly plot) for (a)
α = 0.35 (θ ≈ 1.82◦), (b) α = 0.5754 (θ ≈ 1.11◦), and (c) α = 0.595 (θ ≈ 1.07◦). The first α lies
outside of and the other two lie within the magic range. The nonmagnetic bands in each case are
also plotted on the far left with solid grey lines. The insets in (b) and (c) show magnified versions
of the magnetic energy levels for the two active bands.

outside and within the magic range; in particular, relatively small field regime and LL

filling factors therein are studied. Furthermore, comparison with results derived from

a semiclassical analysis is presented. Finally, in Sec. 2.4 these discussions are summa-

rized and also some further results regarding the intermediate and large field regimes,

inclusion of particle-hole symmetry breaking terms, etc. are discussed. Further details

of these discussions are presented in the Appendix.

2.2 The model

We start with the following model Hamiltonian for zero magnetic field [52]:

H(x) = −i
"
∇− iτ z

q0

2
+ iqh

#
· (Sθ σ)

+ α τ+
$
η β0(x) + β1(x)σ

+ + β2(x)σ
−%+ h.c.,

(2.1)
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where x and the Hamiltonian are made dimensionless by dividing by the moiré

length scale 1
kθ

= 3
√
3a

4π θ
and the energy scale !vFkθ. The Pauli matrices τ z, σz are

used to address the layer and sublattice degrees of freedom, and their ±1 eigenvalues

denote top/bottom layer and A/B sublattice respectively. The constant vectors qh =

"√
3
2
, 0
#
, and q0 = (0,−1) define the center of BZ and the tunneling term is defined

using the functions βn(x) =
!2

j=0 e
−iQj ·xζnj, with ζ = e2πi/3. Also, Q0 = 0 and

Q1 =
√
3
"
−1

2
,
√
3
2

#
and Q2 =

√
3
"

1
2
,
√
3
2

#
are the reciprocal moiré lattice vectors.

The model has two parameters, one is α = w
vFkθ

∼ w
θ
, which shows the combined effect

of interlayer hopping and the twist angle and the other is η which is responsible for

incorporating the effect of corrugation [65]. This model concentrates on a single valley

of graphene and a single spin, and so in order to take the complete physical system

into account, four copies of H should be introduced. The sublattice matrices of the

two layers are rotated in opposite directions, this is reflected in the use of the rotation

matrix Sθ = P̂+R+θ/2 + P̂−R−θ/2 above, where P̂± is the projector onto top/bottom

layer. Upon neglecting the rotation of σ matrices above, the effects of which are small

for small θ, one recovers a particle-hole symmetry as defined in Ref. [52]. We will use

this approximation unless otherwise stated.

Interestingly, there are two Dirac points (DPs) for all values of α at the K and

K′ points of the BZ. At the Γ point, on the other hand, the top and bottom active

bands reach their maximum and minimum respectively, except for a range of α around

α1 = 0.57544 (for η ≈ 0.82); at α1, the Γ point becomes gapless with a quadratic band
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touching, and the bands show exceptional flatness. This transition happenning at α1

is one of the series of topological transitions happening in the magic range (θ ≈ 1.1◦).

We then incorporate the magnetic field in the same way as is done in Ref. [14] (see

App. A.1 for a self-contained derivation), i.e. we start by working in a basis of bare

LLs of the two graphene sheets and take the effect of the tunneling term into account

by finding its matrix elements in this basis. To solve the model, one is required to

impose a commensurability condition for the magnetic flux and the moiré lattice,

which validates the notion of a magnetic Brillouin zone (MBZ):

Φ

Φ0

=
BA
Φ0

=
1

2

q

p
, (2.2)

where A = 8π2

3
√
3k2θ

is the moiré pattern unit cell area, and p and q are co-prime

integers. 1 This results in the relation B(T) ≈ 12(θ◦)2

p/q
≈ 1

α2
4.7
p/q

between the magnetic

field and the integers p and q. Also, the Zeeman energy is neglected here (we will

comment on the possible effect of Zeeman energy in Sec. 2.4). We only consider one

of the valleys, and therefore considering the spin degeneracy also, the physical filling

factor is 4 times that of the magnetic model introduced above. We will report the

model filling factor unless otherwise stated.

1Note that the commensurability condition chosen here is different from the one in Ref. [14],
because of the difference in the convention for the moiré potential (see App. A.1).
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2.3 Numerical solution and semiclassical analysis

In order to carry out numerical calculations, we need a cutoff for the number of

LLs of the monolayer graphene sheets; we choose this cutoff by the criterion that

the energies and the gaps found in the energy range of interest (|E| ! 100meV)

remain approximately constant with further increase of the cutoff. To achieve this

condition, we find that the cutoff needs to be taken about ten times larger than the

one introduced in Ref. [14]. Generically, larger cutoffs are needed for smaller magnetic

fields.

We work with η ≈ 0.82 after Ref. [65], and carry out the analysis for different

values of α. As α increases (i.e. θ decreases) we find three regimes, the energy

spectrum of each one differs from the other two in a sense that will be discussed

below; the comparative study of the three regimes is the main goal of this section.

Below we start at larger angles than those in the magic range and discuss the results

in depth, then using the same methods we specialize to the two regimes in the magic

range.

The large angle regime. The first α value we consider is α = 0.35, which corre-

sponds to θ = 1.8◦. The energy spectrum as a function of the magnetic flux per unit

cell (we will refer to such plots as butterfly plots) is shown in Fig. 2.1a. Note that

the magnetic energies change continuously and form magnetic bands as the magnetic

Bloch momentum is varied within MBZ. Each magnetic band when full corresponds

to a density of electrons equal to 1
A

1
2p
, we call this quantity the weight[125] of that
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magnetic band (see App. A.1).

One first observation from the above plot is as follows: for small enough magnetic

fields, there are magnetic energy levels within the range of nonmagnetic active bands

and nonmagnetic remote bands, but there is no magnetic energy level in the gap

between them. This can be seen in Fig. 2.1a, by noting that the nonmagnetic energy

bands are shown on the far left of the plot. The observation holds true for all α values

where there is a gap in the nonmagnetic band structure, a range starting around

α = 0.25 and continuing up to around α = 0.65. When this observation holds, by

inspection in several cases, the total number of magnetic bands in this active range of

energy turns out to be 4p; thus the corresponding total weight is equal to exactly two

states per moiré supercell, which coincides with the density given by the active bands

when full. In other words, for small enough magnetic field the energy levels shown in

blue in Fig. 2.1 are confined within the range of energy given by the two active bands;

their total weight is equal to the total weight of two nonmagnetic active bands. We

will be mostly studying the magnetic bands within this active energy range.

There are in principle gaps between each two adjacent magnetic bands, however,

there are wider gaps between certain groups of multiple bands. Such groups of bands

can clearly be seen in the middle and at the edges of the active range of energy for

small enough magnetic fields. The energy levels in the middle of the active range

correspond to being close to CNP, and the ones at its edge are located close to

the superlattice induced gaps. By inspection of the data shown in Fig. 2.1a (see

29



(a) (b) (c)

Figure 2.2: Wannier plots for (a) α = 0.35, (b) α = 0.5754, and (c) α = 0.595 (see
App. A.3 for more information regarding these plots). The vertical axes show the
carrier density in the unit of one per moiré cell. The colors correspond to rescaled
density of states ρ/ρmax. The dark straight lines correspond to gaps and thus full
LLs; the LL filling factors can be deduced using the slopes of these lines. A filling
factor of 2 for the zero energy LLs can be inferred by noting that at CNP there are
dark lines with slopes ±1 in all of the plots, but no lines with slope 0. Furthermore,
the filling factors of 2, 1 and 3 can be seen at CNP above the zero energy LL in the
three plots respectively.

Figs. A.1 and A.2 in App. A.2 for a better illustration), the groups of bands at the

edges comprise q bands each for a given p/q, while the groups of bands in the middle

comprise 2q bands. Using the prescription above, it can be inferred that each of the

former groups of bands carries a density of 1
A

q
2p

= B
Φ0

which is exactly the density of

a full LL; likewise, the latter groups carry the total density of two LLs. Note that the

wide gaps addressed here should correspond to experimentally seen gaps; they persist

over a finite range of p/q and the weights above and below are continuous functions

of the magnetic field.
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Another way to visualize the weights discussed above is using a Wannier plot[125];

a Wannier plot records the density of states ρ as a function of carrier density n and

magnetic field B. In order to calculate density of states we consider widening of each

energy level found numerically by associating a Lorentzian density of states with it;

its width parameter γ is chosen to ensure maximal resolution (see App. A.3). Such

a plot for α = 0.35 is presented in Fig. 2.2a. The energy gaps, corresponding to the

minima in ρ, form straight lines; the LL filling factor can be inferred from the slopes

of these lines. Consistent with the above, filling factors of 2 in the middle and 1 at

the edges can be deduced from this plot. Following all the above observations, the

filling factor seen in Landau fan diagrams at larger angles [24], can be understood

by taking the above weights at CNP, resulting in the sequence 4 × (±1,±3,±5, . . .)

at the CNP (spin/valley degeneracy considered). Note that this coincides with the

sequence found in Ref. [24].

The formation of groups of bands and their weights for sufficiently small B can be

understood with a semiclassical analysis as well. In this method, in order to find the

magnetic energy levels, one finds orbits of constant energy in k-space for a given band

structure. Then one imposes the Bohr-Sommerfeld quantization condition[6, 29],

which ultimately results in a quantization condition for the area in k-space enclosed by

the orbits, denoted by Ak; the energy of such an orbit is obtained from the dispersion

landscape. Concretely, quantized orbits formed around quadratic band edges satisfy

the condition Ak = 2π 1
ℓ2B

&
N + 1

2

'
= ΩBZ

Φ
Φ0

&
N + 1

2

'
, and orbits enclosing a DP
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satisfy Ak = 2π 1
ℓ2B

(N + 1) = ΩBZ
Φ
Φ0

(N + 1), where ℓB is the magnetic length, and

ΩBZ = 3
√
3

2
k2
θ is the total BZ area. The difference between the above two cases is due

to the π Berry phase accumulated when an orbit encloses a DP.

A plot of the nonmagnetic dispersion at α = 0.35 in the top active band is pre-

sented in Fig. 2.3a; the two classes of groups of magnetic bands that are formed in

the active range i.e. q-band groups at the edge and 2q-band groups in the middle

can be associated with the semiclassical orbits formed in this dispersion surface; each

group in the former class can be identified as an orbit around the Γ point and each

group in the latter class as the collection of two orbits each around one of the moiré

Dirac cones (points K and K′). There is very good quantitative agreement between

the energies found this way and the energies found in the butterfly plots for small

enough fields (see App. A.4).

The magic regime I. We then specialize to the discussion of the magnetic bands

in the magic range, i.e. where the active energy range becomes very narrow. The

above scenario for the weights of groups of bands in the middle and the edges of

the active range remains valid upon increasing α until α gets close to α1 where the

nonmagnetic active bands touch at the Γ point and show exceptional flatness. Noting

that α1 = 0.57544, we present results at the close value of α = 0.5754, but as discussed

later there is in fact a range of α where this applies. A butterfly plot for α = 0.5754

(θ ≈ 1.1◦) is presented in Fig. 2.1b. Still there are 2p bands in total in the active

range that are shown in blue, corresponding to two electrons per moiré cell.
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As before, groups of bands with wide gaps between them can be seen at the edges

and in the middle of the active range. This time however, their group weights are

different; each of the groups formed in the middle consists of q bands and each of the

ones at the edges contains 3q bands. Since a q-band group corresponds to the weight

of a LL, each of the middle groups carry the density of one LL and each of the edge

groups carry the density of three LLs. The two zero energy LLs still have the same

behavior. These weights are also exhibited in the Wannier plot shown in Fig. 2.2b; as

a result, one expects a sequence 4× (±1,±2,±3, . . .) at CNP taking spin and valley

degeneracy into account.

A dispersion plot of the top active band is shown in Fig. 2.3b for α = 0.5754;

note that there is a quadratic low energy dispersion at the Γ point. Remarkably, a

semiclassical analysis shows that each of the middle groups of bands corresponds to a

semiclassical orbit around the Γ point. Also, semiclassical analysis relates the groups

with weights of three LLs at the edges to the orbits around the three inequivalent

points M1,M2,M3 (which are C3 related), where the highest (lowest) energy of the

top (bottom) nonmagnetic band is reached with a quadratic dispersion (see App. A.4

for details). This set of LL filling factors can be seen in the α range 0.575–0.585,

where there can be several DPs in the nonmagnetic active bands; we also observe

several level crossings as the magnetic field is varied for small fields, but the sequence

is unchanged away from the band crossing points.

The magic regime II. Finally, for slightly larger values of α, yet another different
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pattern for LL degeneracies emerges, as can be seen in Fig. 2.1c which shows results

for α = 0.595 (θ ≈ 1.1◦): a group of bands with a weight equal to three LLs appears

in the middle of the active range, and groups of weight equal to a single LL appear at

the edge. A semiclassical study (Fig. 2.3c) shows that the group of three LLs in the

middle can be identified as the collection of the orbits that take place in the three low

energy quadratic dispersions centered on high symmetry lines. On the other hand, the

edge groups can be identified as the orbits enclosing the Γ point. The former results

in the sequence 4× (±1,±4, . . .) at CNP (Fig. 2.2c). This set of LL filling factors can

be observed starting around α = 0.59 up to α ≈ 0.64, where the nonmagnetic gap is

closed and even beyond that.

It appears from the above results, and in particular the semiclassical analysis, that

in the magic range, the low energy magnetic levels around CNP are not related to

the dispersion around the two moiré DPs; in fact, one can get further insight using

semiclassical analysis: one can identify the only contour in BZ that intersects itself

as the saddle contour, which can play the role of separating different classes of orbits

based on the orbit centers (shown as solid black contours in Fig. 2.3). In all the

above cases, the saddle contours enclose the DPs and therefore limit the total area

available to the orbits forming around K and K′; it is indeed the case at α = 0.5754

and α = 0.595 that the total area available around each DP is sufficient for an orbit to

form only for very small magnetic fields, while orbits within other quadratic dispersion

areas of the BZ begin to form at much larger fields. Concretely, the first orbits around
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(a) (b) (c)

Figure 2.3: The nonmagnetic band structure in the BZ for three values of α. The BZ is shown
as a white hexagon; there are two DPs located at its vertices K and K′ points and the Γ point is
located at its center. It can be seen that in the magic range there are low energy regions in the BZ
other than the vicinities of DPs (the two cases on the right). Some semiclassical orbits closest to
CNP are shown in the three cases with dotted grey lines; the orbits are found at Φ/Φ0 = 1

10 for
α = 0.35, and α = 0.5754, at Φ/Φ0 = 1

25 for α = 0.595.

the DPs only form at Φ
Φ0

≈ 1
25

(B ≈ 1T) in the first case and at Φ
Φ0

≈ 1
30

in the second

case.

2.4 Discussion and Conclusion

We have considered the non-interacting continuum model of twisted bilayer graphene

at twist angles above and within the magic range (≈ 1◦) when subject to a perpen-

dicular magnetic field. The magnetic energy levels are found by imposing magnetic

commensurabilty with the moiré superlattice, resulting in butterfly plots. By careful

inspection we have derived three different sequences for the LL filling fractions at

CNP as the twist angle is changed, i.e. ν = ±4,±12,±20, . . ., for angles larger than

the magic angle, and ν = ±4,±8,±12, . . . and ν = ±4,±16, . . . within the magic

range with spin and valley degeneracies considered; we have presented these results
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concretely at the three α values of 0.35, 0.5754, and 0.595 respectively. We note that

the second of these sequences seems to correspond to that which is observed experi-

mentally by several groups. However, in the present model this sequence occurs only

for a narrow range of α parameter. It is possible that the range in which this behavior

occurs is enhanced by interaction effects, not included here, for example self-energy

corrections. It is also possible that the observed sequence has an entirely different

origin. We do not resolve this here but believe our results provide useful input to the

issue.

We explained the above results by a semiclassical analysis of the energies at small

magnetic fields. We found that in the magic angle range there is not enough area

for even the first semiclassical orbit to form around the moiré DPs (the K and K′

points at the BZ corners), unless the magnetic field is very small (! 1T). This shows

that in the magic range other areas of the BZ are responsible for the low energy LLs

around CNP; as discussed above, the Γ point for α = 0.5754 and three local minima

appearing on high symmetry lines for α = 0.595 play this role.

We have neglected the effect of Zeeman energy in this work; this approximation

is indeed justified by an experimental result in Ref. [137] where it is argued, by a

comparison between observed landau fan diagrams with a perpendicular field and a

titled field, that the main sequence seen in Landau fan diagrams is not caused by spin

splitting. However, taking the Zeeman effect into account will be also interesting.

Although we have been mostly concerned with relatively small magnetic fields in
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this work, the formalism also works for large fields. In particular, we have studied how

the transition from the previously discussed small B regime to large B regime happens

when there is a gap between active and remote nonmagnetic bands (see App. A.2).

Deep in the small field limit, as discussed above we see a total density equal to two

electrons per moiré cell confined within the active range of energy; the two gaps

above and below this range evolve continuously as the magnetic flux is increased. In

the large field limit on the other hand, one expects to recover the bare LLs of the

monolayer graphene sheets, each widened due to the effect of the moiré lattice. The

interpolation between the above two limits happens at intermediate field range; at

a generic η (we have been using η = 0.82 as an example) one can see two different

behaviors as α is varied: either i) the zeroth LLs of the two moiré DPs (small B) are

adiabatically connected to the bare zeroth LLs of monolayer sheets (large B), which

happens for smaller gaps, or ii) the total weight of two nonmagnetic bands (active

range) at small B is adiabatically continued into the large B limit also, which occurs

when the gap becomes larger (see Figs. A.1 and A.2 in App. A.2 for these cases).

This observation is consistent with the results presented in Ref. [72], especially those

where there is a gap2.

As stated above, one expects to recover bare LLs of monolayer graphene sheets

in the infinite magnetic field limit; the two bare zeroth LLs are infinitely far apart

2 The result was reported differently in an earlier version of Ref. [72]: it was stated that the small
field gap between the magnetic bands confined within the active range and higher bands is always
closed with a sharp transition around Φ/Φ0 = 1, for all α values. This was attributed to the “fragile
topology” of the active bands in TBG.
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in energy from other LLs, and so in this limit a low energy description of the model

can be obtained through projection onto these two LLs. Remarkably, by looking at

the detailed structure of the projected Hamiltonian, we find a duality between the

description of these zeroth LLs at infinite magnetic flux limit, and a tight binding

honeycomb model (i.e. the honeycomb Hofstadter butterfly[104]) at small magnetic

flux limit (see App. A.6 for detail), with the layer index for the two zeroth LLs

s = 1, 2 in the former theory playing the rule of honeycomb sublattice index in the

latter. Sharing the same band structure and density of states, the latter theory which

has been studied extensively can shed some light on the expected properties of former

(see Appendices A.6 and A.7 for details).

It is worthwhile to discuss also the particle-hole symmetry we have considered here;

restoring the sublattice pseudospin rotation in both the magnetic and nonmagnetic

Hamiltonians will result in breaking of the particle-hole symmetry of both spectra.

In the magnetic model, we have checked that (see App. A.5 for details) the relatively

small field results and in particular the filling factors do not change except when

one is close to α1, where some level crossings can occur at small magnetic fields in

the middle of the active range (see Fig. A.5 in App. A.5). These level crossings can

be understood by noting that there are α values at which both of the non-magnetic

active bands have a minimum (or a maximum) at the Γ point; as a result, an orbit

forming around the Γ point in the top layer can have an energy smaller than that of

the zeroth LLs of the DPs for small magnetic fields (see Fig. A.4 in App. A.5).
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It is natural to expect that the LL degeneracy of 3 (not taking spin/valley degen-

eracy into account) that is seen at the edge of the active range at α = 0.5754 and

in particular at CNP at α = 0.595 can be lifted when other effects are taken into

account to make the study more realistic. The following three are the most obvious

effects to consider: i) the effect of symmetry breaking terms at the level of noninter-

acting physics which can be induced by the effects of the environment, such as the

hBN substrate; ii) the effect of disorder, which is not taken into account here and can

have very nontrivial impact on Dirac dispersions[94, 9]; iii) and finally the effect of

electron-phonon and electron-electron interactions which are neglected here. It would

be an interesting further step to explore how taking these effects into account can

affect the results presented here.
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Chapter 3

Hybrid Wannier Chern bands in

magic angle twisted bilayer

graphene and the quantized

anomalous Hall effect

In this chapter, we propose a method for studying the strong interaction regimes in

twisted bilayer graphene using hybrid Wannier functions, that are Wannier-like in one

direction and Bloch-like in the other. We focus on the active bands as given by the

continuum model proposed by Bistritzer and MacDonald, and discuss the properties

of corresponding hybrid Wannier functions. We then employ the method for a study

of the fillings of ±3 electrons per moiré cell using the Hartree-Fock method. We
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discuss at length different regimes under which a quantized anomalous Hall effect is

seen in these two fillings.

This chapter is based on Ref. [50].

3.1 Introduction

Heterostructures containing moiré patterns due to incommensurations in multilay-

ers containing graphene and other two dimensional crystals have proven to be very

tunable and promising platforms for observing interesting phases that are unprece-

dented in commensurate graphene systems[25, 26, 137, 79, 111, 110]. Twisted bilayer

graphene (TBG) as the most prominent member has attracted much attention and

also has given rise to numerous theoretical studies; however, still many of the differ-

ent correlation induced phenomena in this system have eluded satisfactory theoretical

understanding.

The most important theoretical discovery, probably, was the realization that a

low energy theory, a continuum model (CM), could be effectively employed to study

the single particle electronic properties of TBG at small twist angles [15]; in fact,

an analysis based on this CM resulted in the prediction of the possibility of strong

correlation physics at the magic angle in the first place. Specifically in this CM, the

smallness of the twist angle leads to an emergent periodicity in the system – the so

called moiré lattice, which has a unit cell length growing like ∼ 1
θ
; such large pe-

riodicity in turn leads to formation of Bloch minibands. Interestingly, around the
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magic angle, the bands closest to the charge neutrality point (CNP) show exceptional

flatness and are well separated from other bands. Further including spin and valley

degrees of freedom results in eight such bands in total. Since these bands are flat,

the correlation between them can play an important role and give rise to interesting

correlated phases and thus should be taken into account properly. A possible theo-

retical approach to this end, is to consider an interacting model consisting of these

active bands only, treating the remote bands as inert; we will be taking this route in

this work and introduce a basis for the study of strong interactions.

Experimental observations of correlation induced insulating states have been re-

ported in commensurate fillings of these active bands, along with superconducting

behavior for fillings close to these commensurate values[25, 26, 137, 79, 111, 110, 108,

116]. Motivated by these experimental observations, here we pursue a theoretical

model consisting of the subspace of the active bands only, in which electronic inter-

actions are also projected onto this subspace; these interactions are local and thus

working with local representations of the subspace spanned by active bands is desir-

able. However, as is well known, a faithful representation preserving manifest sym-

metries of the active bands using fully localized Wannier functions is difficult[2, 102].

Having this in mind, in this work, we work with Hybrid Wannier Functions (HWFs)

which are Bloch-like in one direction and localized and Wannier-like in the other.

Using this basis is a compromise between locality and symmetry/topology, noting

that the wave functions are only localized in one direction, however, as is elaborated
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later, this ensures that important symmetries like valley and C2T (the intravalley

symmetry that protects the moiré Dirac points) remain manifest (when not broken

at the non-interacting level). Furthermore, one ends up with a quasi-one-dimensional

model, with local interactions in one direction, which can be suitable for numerical

methods like DMRG[61].

As we show later, remarkably, full bands of these HWFs when maximally localized

automatically exhibit a nonzero Chern number; this means that indeed a suitable

collection of full bands of such states can display quantized anomalous Hall effect

(QAHE), a phenomenon that has been reported in TBG[111, 110] at the filling factor

of ν = +3 (we define the filling factor ν to show the number of electrons per moiré cell

measured from CNP). This makes the present maximally localized HWFs a natural

basis for a corresponding theoretical study. To analyze the effect of the interaction,

which is evidently required for stabilizing a full band polarization in the HWF basis,

we employ the self-consistent Hartree-Fock (HF) method at the two fillings ν = ±3;

these are the fillings where single fully occupied HWF bands of holes or electrons can

be candidate many body states respectively.

We perform two separate studies of the effect of electron-electron interaction; first,

we examine how the locality (in one direction only) of the HWFs makes full HWF

bands advantageous for the interaction energy penalty when compared with other

many body states at the same filling. Specifically, we check if full HWF bands turn

out to be solutions of the HF equations when interaction is considered; this ensures
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that such HWF band polarized states have (at least local) minimal interaction energy

compared with other candidate many body states. Second, we study the stability of

similar many body states in a model obtained by projection of the full Hamiltonian

onto the active bands. We present numerical results on the stability of QAHE in

these two settings in a wide range of parameter choices of the models.

There have been other HF studies of the continuum model at various integer

filling factors, with the analysis carried out completely using the basis of original

Bloch states[77, 75, 133, 21]; in a subset of these works the remote bands are also

kept in the analysis. The present study has the advantage of working directly with a

faithful semi-localized representation of the active bands, while providing a continuous

description of the QAHE with and without the C2T symmetry of TBG. Moreover,

in the present analysis, the QAHE appears naturally as polarized bands in the HWF

basis and this could provide some more insight into the nature of the Chern bands

responsible for this effect. A comparison between these prior HF studies and our

results is presented in Appendix B.5.

The chapter is organized as follows: first, in Sec. 3.2, we demonstrate how the

maximally localized HWFs are constructed and derive their topological properties.

Then, in Sec. 3.3, we present the HF study of the interacting model at the fillings ±3,

and the stability of QAHE by varying various parameters is examined. We conclude

our results in Sec. 3.4.
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3.2 Hybrid Wannier functions

We will be working with the continuum model introduced in Ref. [15]. To take into

account the two valleys, two parallel copies of the CM are considered; in each copy,

we will focus on the two active bands, closest to CNP. Details of the non-interacting

Hamiltonian are presented in Appendix B.1. The CM has two free parameters in

it: i) α ∼ 1
θ
wAB, which accounts for the collective effect of interlayer hopping wAB

and the twist angle θ, and ii) η = wAA

wAB
, the ratio of the interlayer tunneling strength

in AA and AB regions of the moiré lattice, which encodes how much corrugation is

present in the system. We will also consider adding a sublattice symmetry breaking

term ∆ σz to the non-interacting Hamiltonian, where the Pauli matrix σz is used

to address sublattice degrees of freedom; this could account for the effect of aligned

hexagonal Boron Nitride (hBN) substrates on the two sides of the TBG sample. 1 We

will also be using an approximation[52, 114] which renders a particle-hole symmetry

to the CM; this approximation becomes better at small angles, see Appendix B.1 for

details.

Equipped with the full non-interacting content of the model, one can find the

Bloch states lying in the middle two active bands for each valley. We take the active

bands to be well separated from the remote bands, and thus develop an active-bands-

only model. Following the notation and methods introduced in Refs. [82, 81] we will

Wannier transform properly chosen Bloch states in only one direction to obtain the

1More relevant to experiments is a setup with different subalttice potentials on the two layers,
but here for simplicity we take the potential to be identical on both layers.
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Figure 3.1: (a) The moiré lattice in real space and the corresponding BZ. A rectangular BZ is

chosen −
√
3
4 < kx <

√
3
4 , − 3

2 < ky < 3
2 ; note that this is contrary to the usual hexagonal choice so

that the top and bottom of the BZ are identified, note that this is crucial for the usual properties
of the one-dimensional Wannier transform in the y direction to hold. The equations governing the
translational properties of the HWFs are also presented. (b) WCC positions (solid black lines) and
single band Berry phases in the original Bloch bases (dashed red lines) of the two active bands. The
top plot corresponds to the chiral limit, i.e. η = 0 and the bottom one corresponds to the physical
value of η = 0.8. A small sublattice potential is added, ∆ = 0.19meV. The configuration of the
dashed lines and the solid lines mean that the two bands carry +1 and −1 Chern numbers in the
original Bloch representation and the parallel transport representation respectively. This is a robust
feature present in a wide range of parameter choices. Note that kx is rescaled and instead of plotting
the interval [−0.5, 0.5), equivalently [0, 1) is drawn.

maximally localized HWF basis as follows:

|kx; yc,m, ξ〉 = 1

Ny

(

ky

e−ikyyc
)))ψ̃k;m,ξ

*
,

)))ψ̃k;m,ξ

*
=

(

yc

eikyyc |kx; yc,m, ξ〉 ,
(3.1)

where |kx; yc,m, ξ〉 stands for a Hybrid Wannier state, with the indices yc,m, ξ de-

noting the real space position in the localized direction, the band (orbital), and the

valley respectively. The states on the right hand side are linear combinations of the
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Bloch eigenstates of the non-interacting Hamiltonian at each k:

)))ψ̃k;m,ξ

*
=

(

n

|ψk;n,ξ〉Uk,ξ
nm. (3.2)

The unitary (in the band basis) matrices U are chosen at each k to ensure that

maximal localization is achieved in the y direction ultimately and the procedure is

detailed below. Here, a rectangular BZ is chosen as shown in Fig. 3.1a so that the ky

sum needed for a one dimensional Wannier transform in (3.1) is performed at each

kx. The spin index trivially doubles all manipulations here and thus is suppressed.

With the above convention, the allowed values of yc form a one dimensional lattice

with lattice spacing equal to half a moiré length (1
2
aM = a1,y), i.e. yc = j aM

2
where

j is an integer. Note that we take this lattice to be identical for different values of

kx, and so the above yc values are different from but close to the actual locations of

Wannier charge centers (WCC) of HWF states (see below for more information). The

transformation of the HWFs under moiré lattice translations is depicted in Fig. 3.1a.

In order to obtain maximal localization, one needs to choose the matrices U in

(3.2) properly: to this end, we will use the procedure discussed in Ref. [82] to form

the parallel transport basis for the Bloch functions, an approach that is suitable for

maximal localization of one dimensional Wannier functions, and in the present study

should be carried out for each strip with a definite kx separately. We will use a

discretization which will lead to a Bloch momenta lattice with lattice spacings bx, by,

and with Nx, Ny total points along the two directions. According to this prescription,
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at each k, the overlap matrices

Mkx,ky ,ξ
mn =

+
ukx,ky ;m,ξ

))ukx,ky+by ;n,ξ

,
, (3.3)

are calculated, where as usual |uk;n,ξ〉 shows the unit cell periodic part of an original

Bloch function; notice that there is a small displacement in the ky direction in the

ket state. Next, redefinitions of Bloch functions are made as shown in (3.2), with U

matrices chosen in a way that the updated M matrix for all kx, ky, ξ attains a form as

Kkx,ky ,ξ γkx,ξ, where K is Hermitian and γ is diagonal, unitary and independent of ky.

This, as discussed in Appendix B.2, ensures maximal localization in the y direction.

The path ordered product of all M matrices along a strip with a given kx defines

its Wilson loop, whose eigenvalues are invariant under a k dependent basis change

such as the one in (3.2). One can show that the K matrices as defined above are

equal to the identity matrix to first order in by and thus, the eigenvalues of each γkx,ξ

matrix above are directly related to the Wannier charge center positions, i.e. Wilson

loop eigenvalues, in the strip given by kx. Using this fact, WCCs of HWFs as functions

of kx could be found with examples drawn in Fig. 3.1b. It could be seen by inspection

that, regardless of the set of parameters chosen, there is a +1 winding and a −1

winding of the WCCs for the two HWF bands as kx traverses the BZ.[76, 114] Noting,

based on the above observations, that in the parallel transport basis, the single band

Berry phases along each strip with a given kx are equal to the WCC values, leads us

to an important implication for the parallel transport basis: given how WCCs behave

as functions of kx shown in Fig. 3.1b, the two Bloch bands in the parallel transport
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basis have Chern numbers +1 and −1. This, in other words, means that a fully filled

band of maximally localized HWFs exhibits a quantized Hall response. As a result,

when addressing the maximally localized HWFs, the terms band, orbital and Chern

number could be used interchangeably.

In some special cases, the parallel transport basis can be found explicitly. For

instance, when ∆ = 0, there is a C2T = σxK symmetry of the Hamiltonian, where

K is the complex conjugation operator; as shown in Appendix B.2, the combinations

e
±iφk,ξ√

2
(|ψk;1,ξ〉± i |ψk;2,ξ〉), with the phases φk,ξ appropriately chosen, form the par-

allel transport Bloch basis at k, where states |ψk;m,ξ〉 show C2T symmetric Bloch

eigenstates. In particular, if one now sets η = 0 to obtain the chiral limit, since the

two C2T symmetric bands are related[117] by |ψk;1,ξ〉 = iσz |ψk;2,ξ〉, the parallel trans-

port basis consists of sublattice polarized states; remarkably, even with ∆ ∕= 0 while

keeping η = 0 this result holds, i.e. the parallel transport basis consists of sublattice

polarized states. By numerical inspection, one can show that each of the two bands

in the parallel transport basis is more concentrated on one of the sublattices to a high

degree in a one-to-one fashion, even away from the chiral limit. It is worthwhile to

mention that the U(4)×U(4) symmetry discussed in Ref. [21] (which states that the

interaction term of the Hamiltonian is invariant under rotations of the bands with

equal Chern numbers into each other) could be seen readily in the above construction

of the parallel transport basis. This along with other symmetries of the CM as seen

in the HWF basis are discussed in length in Appendix B.3.
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The HWF basis naturally defines the problem in the geometry of a cylinder. The

HWFs form ring shaped wires around the cylinder, since these wave functions are

localized in one direction and extended in the other. Each wire is identified with

a yc, and is composed of states with different values for their kx, band number,

valley number and spin (see Eq. (3.1)). At the non-interacting level, hopping occurs

between states in separate wires if they have identical kx, valley number and spin

(See Appendix B.3 for details). This hopping decays as the distance between wires

along the cylinder is increased. Based on this HWF construction, in the next section

we will present a HF study of a model consisting of active bands only with a total

Hamiltonian of the form:

H = Hkin +Hint +HMF,0. (3.4)

Hkin contains the single particle terms in the Hamiltonian induced by the CM, i.e. the

hoppings between different wires as mentioned above. The remaining two terms

represent effects of interactions: they are both proportional to e2/ε, where e is the

electron charge and ε is the dielectric constant, and thus vanish in the non-interacting

limit. HMF,0, which is quadratic in fermion operators, is responsible for two separate

effects: it takes the effect of filled remote bands into account at a mean field level

and it also serves to avoid a double counting of HF terms that are already taken

into account in Hkin[77, 21] (see the discussion at beginning of the next section for

more details). Turning to the interaction term Hint, we have chosen the electron-

electron potential to have a screened coulomb form as Vint(r) =
e2

4πε
e
−|r|/ℓξ

|r| , which is
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further projected onto the active bands. The interaction retains its normal-ordered

density-density form with respect to spin, sublattice, layer and valley indices (more

details are presented in Appendix B.3). Note that due to the locality of HWFs, the

electron-electron interaction between the wires drops as the distance between them is

increased, and thus the total Hamiltonian is local in the direction along the cylinder.

We conclude this section by some remarks regarding the parameter values and

conventions used: via dividing the energies and lengths by !vFkθ and 1
kθ

respectively,

we have made them dimensionless, where kθ =
4π
3

1
aM

. In this notation, we define the

dimensionless interaction strength parameter gint =
e2

2ε
1

!vF k2θA
, where A is the area of

a moiré unit cell. Numerically gint = 1.01 ε0
ε
, and thus, a choice of ε = 7ε0 results in

gint = 0.14 as an example.

The model introduced above comprises bands (in the parallel transport basis) that

carry nonzero ±1 Chern numbers; thus a quantized Hall signal can be observed at

integer filling factors if with some interaction induced effect, a suitable valley and

band polarization in the system occurs. As a result, it is natural to utilize the present

model to study the physics of quantized anomalous Hall effect (QAHE) seen in some

samples of twisted bilayer graphene[111, 110]. We will do so in the following section

for the two fillings ν = ±3.
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3.3 Quantized anomalous Hall effect in twisted bi-

layer graphene

In this section, we present two separate HF studies in which different choices of HMF,0

are utilized. We focus on the filling ν = ±3 and explore the stability of QAHE phase

in these two different schemes. Before we go into the detail, we first discuss how the

HF procedure is carried out in general.

The HF procedure is implemented as follows: we fix the filling and seek a Slater

determinant many body state, composed of single particle states |ψl〉 =
!

α ψl,α |α〉,

that minimizes the expectation value of the Hamiltonian (3.4), where α, β, . . . denote

the HWF basis indices kx, y, ξ,m, s (the states |α〉 will be normalized in this section).

One seeks |ψl〉 states by transforming the Hamiltonian (3.4) written in the form

H =
(

αβ

H0,αβ c†αcβ

+
1

2

(

αβ α′β′

Vα,β,β′α′ c†αc
†
βcβ′cα′ ,

(3.5)

into a single particle HF Hamiltonian, wherein the interaction term is transformed

into

HHF
int =

(

k1k2,aa′bb′

c†k2bck2b′ P (k1)aa′

[Vk1a,k2b,k2b′,k1a′ − Vk1a,k2b,k1a′,k2b′ ] .

(3.6)

In the above, a, b, . . . (contrary to α, β, . . .) show the HWF indices except kx. Notice

that we have dropped the x subscript from kx and will do so from now on; the k

dependent matrices P have the form P (k)aa′ =
!

l ψ
∗
l,ka ψl,ka′ . It has, furthermore,
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been assumed that the translational symmetry around the cylinder is not broken.

The above HF Hamiltonian depends on its own eigenstates and thus we aim to

obtain them iteratively: starting from a well chosen initial many body state, at each

iteration step, P matrices are updated using the eigenstates found in the previous

step; a ν dependent number of these eigenstates with lowest eigenvalues participate

in forming the P matrices. The resulting HF Hamiltonian is then diagonalized to

yield the updated set of eigenvalues and eigenstates. This procedure is continued

until convergence is achieved. We obtain the sought HF many body state as a slater

determinant of the converged eigenstates with lowest HF eigenvalues. Moreover,

the nearby eigenvalues above and below the “Fermi energy” could be used to give

estimates of the actual energies needed for adding or removing an electron at this

filling (Koopmans’ theorem[97]) 2.

The two approaches mentioned at the beginning of this section are taken into

account by two different choices for HMF,0 in the Hamiltonian (3.4). In the first study,

Sec. 3.3.1, we examine the motivation with which the HWF basis was introduced: the

interaction energy of different many body states are compared with HMF,0 = 0. In

particular, the energy of the state that is described as a full band of electrons (ν = +3)

or holes (ν = −3) in the HWF basis is compared with other HF many body states.

Note that this choice of HMF,0 = 0 results in a competition between the interaction

2Koopmans’ theorem yields the change in energy if an electron or a hole is added to an N -particle
HF state, while assuming that the N electrons’ states are unaltered. This is not necessarily a good
approximation even in the HF approach. However, we mostly use a gap in the HF eigenvalues to
determine whether QAHE is stabilized or not as detailed in the main text.
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energies and the band structure energies as given by the CM; the latter, which could

also be viewed as the hopping term in the HWF basis, is kept in the analysis so that

one attains a measure for defining strong and weak interaction regimes.

In the second study, in Sec. 3.3.2, on the other hand, we take3

HMF,0 = −
(

αα′

- ′(

ββ′

(Vα,β,β′,α′ − Vα,β,α′,β′)

.
c†αcα′ (3.7)

where the α,α′ summation is done over all states in the active bands, but the partial

summation over β, β′ (indicated by the prime on the sum) ranges only over those

states in the active bands that are below the CNP of the CM. Note that the latter

states when written in terms of the HWF basis will not be band diagonal. By taking

HMF,0 to have the form in Eq. (3.7), we are taking two separate effects into account:

first, a mean field potential induced by the filled remote bands. The second effect,

instead, has to do with the fact that within HF, the electron/hole dispersion will only

agree (at best) at one filling with the dispersion given by the term Hkin. We take that

point to be the CNP of the CM bands in the second study, i.e. we assume that the

CNP dispersion given by the CM, describing single electron or single hole excitation

energies on top of the CNP, is unaltered by HF (see Appendix B.3 for discussion). In

order for this to be true, a HF effect of all filled bands (including remote and active

bands) at the CNP is subtracted. The combination of these two effects results in a

cancellation of the mean field effect of the filled remote bands and thus one ends up

with the form in (3.7) with only the mean field effect of active filled bands subtracted.

3 This choice is similar to the one in Ref. [77].
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In the next two subsections, we present our numerical results corresponding to

these two studies.

3.3.1 First study

In this subsection, we consider a model in which HMF,0 = 0, wherein a competition

between electron-electron interactions and the noninteracting hopping in the HWF

basis enables us to tune the model into and out of the strong coupling regime. Previous

studies, working on generic models similar to the one used in this subsection, have

shown analytically that in strong coupling limits, valley polarization in these two

filling factors is expected[5, 105]. Here, we present a more thorough HF study of the

Hamiltonian, trying to identify different regimes in which QAHE could be achieved.

In a given setting, we say that the QAHE is stabilized through HF if two require-

ments are met: i) if we initialize the HF iterative process with a fully spin-valley-

band-polarized state, the HF iterations lead to a final HF state that is only achieved

through smooth deformation of the spin-valley-band-polarized state (see below for

further discussion of this notion of smooth deformation), and ii) the final HF solution

properties in large enough systems do not change considerably as the system size is

varied.

This means that the QAHE state is at least a minimum of energy; we have also

tried perturbing the final HF state in different ways to examine the stability of the HF

solutions and we have observed that the final many body states generally show a high
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Figure 3.2: The filling ν = −3, η = 0, and ℓξ = 0.17aM plots within the first study, the angles
are chosen around the magic value (α0 = 0.586 corresponding to θ = 1.05◦) (a) Density of electrons
(number of electron per unit length of the cylinder) vs kx (momentum across the cylinder) for
different flavors where s, ξ,m stand for spin, valley, and band. α = 0.58, ∆ = 0 and furthermore
gint = 0.05 have been chosen here, this value for the latter corresponds to being close to strong
interaction limit since the band width is very small. Almost full polarization is seen here. (b) The
HF eigenvalues (energies), with the same parameters as described in (a). The Fermi surface is shown
with the dashed red line, one can observe a HF gap which will be used as a criterion for determining
whether QAHE has been stabilized under HF iterations or not. (c) The same plot as in (b) with
∆ = 1.9meV. One can observe a second gap that is formed above the interacting one, due to the
relatively large ∆ chosen; it separates the states belonging to the opposite sublattices. (d) The
HF gap divided by gint as a function of gint for several parameter choices. It can be inferred that
approaching the magic angle and making ∆ larger makes the QAHE more HF stable.

level of stability (see the discussion right above Sec. 3.3.2 for more on other possible

HF solutions). In each setting we start with strong interactions first and see if the

QAHE state is stabilized, and then continue to lower the interaction strength. We will,

furthermore, use periodic boundary conditions along the cylinder. For the numerical

results presented in this chapter, the system is chosen to have Nx = Ny = 20.

η = 0, short range interaction

We now start to present our numerical HF results. We construct the basis of HWFs

by forming the parallel transport basis on a finite lattice in k-space as discussed in

Appendix B.2, and then make a Wannier transform along y for each kx.

The chiral model, i.e. when η = 0, is first considered, in which absolutely flat

56



bands are achieved at the magic angle. We start with the small ℓξ limit so that the

electron-electron interaction Vint(r) is very short ranged. More realistic longer range

interaction is considered later. Moreover, we also take the twist angle different from

but close to the magic value so that the bands exhibit a nonzero small width.

In the first setting outlined above, or concretely with the choices η = 0 and

ℓξ = 0.17aM , numerical analysis shows that the QAHE is generically stabilized at

ν = −3 at large interaction strength, see Fig. 3.2(a,b), where the density of different

flavors along with HF eigenvalues (energies) are shown for an instance where the

interaction plays the dominant role. Note that because of the nature of the HWF

basis, this is a C2T broken many body state, despite the fact that this symmetry is

present at the noninteracting level. We define a HF gap as the lowest unoccupied HF

eigenvalue minus the highest occupied eigenvalue, this quantity when divided by the

interaction strength gint serves as a good qualitative measure of whether and to what

extent the polarized state is stabilized under HF.

Note that in Fig. 3.2(a), although the many body state has components in both

HWF bands in a single valley and spin sector, and the two bands have opposite Chern

numbers, the Hall conductivity signal resulting from such state will be quantized; to

see why this is in fact true, let us consider this HF many body state as defining

an effective filled band. For a spin-valley-band polarized state which is achieved at

large interaction strength, the filled band coincides with one of the HWF bands and

thus has manifestly a nonzero Chern number; we can then consider a HF solution
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for smaller interaction strength, where the single particle states belonging to the

effective filled band at each Bloch momentum could be written as linear combinations

of the two HWF bands within a single valley; since the Chern number of a band is a

topological property, one expects it to be invariant under smooth deformations of the

band; starting from a spin-valley-band polarized state and decreasing the interaction

strength, we expect that as long as the HF gap introduced above is not closed, the

Chern number is intact and QAHE is expected.

A plot of such gaps as functions of interaction strength for several parameter

choices is shown in Fig. 3.2d. Note that the polarized state continues to exhibit

HF stability as the interaction is lowered but becomes unstable when the interaction

energy per particle becomes roughly comparable to the band width. Moreover, we

consider a range of ∆ from small to large values (always smaller than the nonin-

teracting gap to remote bands); as shown in Fig. 3.2d, regardless of the value of ∆,

large interaction strength stabilizes the QAHE, while in the range of small interaction

strength, larger ∆ results in a more stable polarization. In addition, at intermedi-

ate interaction strength, a second gap between HF eigenvalues, apart from the one

induced by the interaction, is visible due to the large sublattice potential and scales

with ∆ (see Fig. 3.2c); obviously, we will keep track of the former to study stability of

QAHE. Also, as is expected and also shown in Fig. 3.2d, tuning the twist angle away

from the magic value results in weaker stabilization of QAHE and generally larger

interaction is needed to stabilize the QAHE.
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At the filling of +3, on the other hand, starting from large values of interaction

strength, with the present settings, the QAHE state is not stabilized. However,

upon decreasing the interaction strength, interestingly, when the interaction energy

per particle becomes comparable to the band width, a narrow interval of interaction

strength allows for the QAHE to be stabilized although it gets unstable again for

smaller interactions (see Fig. 3.3a). This observation holds true irrespective of the

value of ∆.

The above discrepancy between the two filling factors indicates that there is a

particle-hole asymmetry in the system with the current choice of the Hamiltonian,

although the non-interacting Hamiltonian is chiral and thus particle-hole symmetric

with and without ∆. This asymmetry could be understood by noting the following

fact within the active-bands-only model we have chosen to work with here, i.e. the

choice of HMF,0 = 0: starting from the extreme cases, there is a difference between

a single electron at ν = −4 and a single hole at ν = +4, in that, the hole senses

an additional potential due to the presence of eight full bands of electrons. In the

same fashion, a single hole senses an additional k-dependent potential at ν = +3

when compared with an electron at ν = −3, and thus some k values in the hole bands

could be preferred over others; more details can be found in Appendix B.4. This single

hole potential is interaction induced and thus becomes stronger as the interaction is

raised. One can argue that destabilization of QAHE in the strong interaction limit of

the filling +3 presented above happens exactly due to this potential; holes prefer to
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occupy some momenta more than others. As we will see below, using a longer range

interaction could weaken this asymmetry.

Let us mention two important points regarding the particle hole transformation

of the many body state here before moving on: our choice of HMF,0 = 0 here means

that single electron excitations on top of ν = −4, receive no HF correction in their

dispersion. Had we chosen another form for HMF,0, so that the holes at ν = +4

experienced no change in dispersion from the CM, we would have gotten the same

theory but with electrons replaced with holes; in other words, using this prescription

for HMF,0 will yield the particle hole transformed version of the present model with

HMF,0 = 0. Additionally here we only discussed the model at η = 0, where there is a

chiral symmetry in the model, while for generic η, there is an approximate particle hole

symmetry in the CM which plays a similar role. With this particle hole symmetry one

can repeat the above considerations for nonzero η as well, i.e. show that the symmetry

between holes and electron at the two fillings ±3 is broken within the present model

and also that in a particle hole transformed version of the model, holes will play the

role of electrons (see Appendix B.4 for details).

η = 0, longer range interaction

Upon using longer range interactions, which are more realistic, some of the results

presented above are altered: a longer range interaction does not change the picture

at ν = −3 much, i.e. with the use of longer range interactions, the QAHE is still

stabilized at large interaction and stability is lost at small enough interaction strength
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Figure 3.3: Normalized gaps as functions of gint with longer range interaction and nonzero η in the
first study. α = 0.58, and ∆ = 1.9meV have been chosen. (a) Here both of the fillings are considered
still in the chiral limit (η = 0). The QAHE is more stable at larger screening length; interestingly, it
is stabilized even for ν = +3 for large interaction, if large enough screening length is chosen. Note
that this feature is lost for larger η values and in particular ηphys = 0.8, as discussed in the main
text. (b) Gaps are drawn for ν = −3 with ℓξ = 1.2aM here, as η is increased. Increasing η makes
QAHE less stable until it is not stabilized at all even at large gint at η ≈ 0.9− 0.95.

(see Fig. 3.3a). However at the filling +3 the effect is more remarkable: the narrow

range of the polarized states is made wider. As can be seen in Fig. 3.3a, above some

intermediate screening length, even at large interaction the QAHE state is stabilized.

Generally, we have observed that increasing ℓξ makes QAHE more stable.

η ∕= 0, away from the chiral limit

We take another step toward making the model more realistic by choosing η to be

nonzero and increasing it to the physical value ηphys ≈ 0.8[65]; the physics at ν = −3

stays similar to a high extent even up to ηphys. However, at larger η, i.e. η ≈ 0.9−0.95,

one starts to observe that the HF iterations do not stabilize the QAHE at this filling

even with largest interactions. This means that the spin-valley polarized state ceases

to be a local minimum in energy (among Slater determinant states) even when the

interaction plays the dominant role. As can be observed in Fig. 3.3b the HF gap
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becomes smaller as η is increased. For the filling of +3, on the other hand, we

observed that although large interaction of long enough range stabilizes QAHE at

small η, for larger η and in particular for the physical value this ceases to be true no

matter how long range the interaction is chosen.

symmetry transformed states

Before closing the discussion of our first study, we would like to comment on other

QAHE states that are obtained by symmetry transformations on the nearly spin-

valley-band polarized ones. We start by considering the chiral limit, as was mentioned

earlier a U(4)×U(4) symmetry of separate transformations of the two Chern sectors

is seen in the interaction part of the Hamiltonian[21]; as is discussed in Appendix

B.3, when the kinetic terms are also considered in the chiral limit, the symmetry of

the total Hamiltonian reduces to U(4); this is due to the fact that the unitaries acting

in the two Chern sectors cannot be chosen independently (see Appendix B.3). Apart

from nearly polarized states in our numerics, we also observe states obtained by acting

with such transformions on the nearly polarized states. The above intra-Chern-sector

symmetry does not survive moving away from the chiral limit. It is also worthwhile

to mention that apart from the ones discussed above, we did not obtain any other

solution to our unrestricted HF calculations.

Next, we turn our attention to a second study with a projected Hamiltonian.
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3.3.2 Second study

In this subsection we work with a Hamiltonian that is obtained by projecting an

interacting Hamiltonian onto the subspace of active bands, and the zero point of the

HF approach is chosen to be at the CNP of the moiré bands, i.e. we will use Eq. (3.7).

Unlike the previous case, this choice results in a particle hole symmetry between the

many body states at the two filling factors +ν and −ν (see Appendix B.4 for details),

and therefore we will focus on ν = −3 only in this study. Note that this particle hole

symmetry is present regardless of the value of η and is reflected in the HF spectrum.

As an illustration, we present two sets of converged HF energies shown in Fig. 3.4a

with η = 0 and η = 0.8. The HF energies at ν = +3 and ν = −3 are related by the

particle hole transformation which in particular involves a kx → −kx transformation.

Notice that for η = 0, these two sets of HF energies are also related by the chiral

symmetry.

Fig. 3.4b shows the HF gap as a function of interaction strength for several pa-

rameter choices. We observe that for large interaction strength at small η, QAHE is

stabilized under HF iterations but this does not happen for larger η. In particular,

the QAHE phase is HF stable at ηphys = 0.8 for a small windows of parameter choices

and is absent when η = 0.5. We generically see a bump in the rescaled gap as shown

in Fig. 3.4b when interaction strength is comparable to the noninteracting energies.

This occurs due to a partial cancellation between quadratic terms of the Hamilto-

nian that arise from Hkin and HMF,0; it is indeed this same effect that gives rise to
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Figure 3.4: The HF results obtained within the projected model, i.e. the model used in our
second study. (a) The converged HF energies normalized by gint vs kx. The plots on the left
and right columns correspond to η = 0 and η = 0.8 respectively, while, plots on the first and
second rows correspond to ν = −3 and ν = +3 respectively. In all these four subplots, we take
α = 0.58,∆ = 0, ℓξ = 0.5aM . The interaction strength is chosen as gint = 0.05 and 0.002 for the
left and right columns respectively. Note that plots in each column have the same parameter values
except for the filling factor. It can be seen that the HF energies at the two fillings ν = ±3 can be
transformed into each other by the particle hole symmetry of the CM, which in particular needs
kx → −kx. It can be seen that for η = 0, the two sets of HF energies are also related by the chiral
symmetry of the CM. (b) The gaps as functions of gint. α = 0.58,∆ = 0 are chosen for this plot and
η and ℓξ are varied.

the narrow window exhibiting QAHE at ηphys. Furthermore, the destabilization of

the QAHE at larger η values for large gint is attributed to the fact that HMF,0 has

quadratic terms that scale with gint, and these terms prefer states with particular kx

values over others.

The above results have focused on the ∆ = 0 limit. One can also consider finite ∆

or even the large ∆ limit. The latter limit is defined by requiring that the noninteract-

ing gap due to ∆ is not closed by the interaction induced effects, hence schematically

gint ! ∆. But this limit also results in similar behavior of the HF stability to the

present model and we will not present these numerical results here.
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Discussion

We have considered two different models with different HMF,0, in a manner that the

HF zero point is chosen at ν = −4 and ν = 0 (CNP) respectively. The former case, as

is discussed in Appendix B.4, is actually also related to a model with HF zero point

choice of ν = +4, by a particle hole transformation. More specifically, the many body

states at the filling factor ν that are obtained using the HF zero point of ν = −4,

with an appropriate replacement of electrons with holes, are equivalent to states at

filling factor −ν, if the HF zero point is moved to ν = +4. On the contrary, the choice

of ν = 0 as the zero point, i.e. the case in the second study, is always particle-hole

symmetric.

We would like to emphasize that the particle hole symmetry discussed above is

expected to be broken even at the noninteracting level when actual physical effects

like lattice relaxation are taken into account. However, we should bear in mind that

if the particle hole symmetry is not broken at the noninteracting level, the interac-

tions will also keep it intact. On the other hand, the current experiments exhibiting

QAHE[110, 111] only observe the effect at ν = +3, and not at ν = −3, which is

an indication of particle hole symmetry breaking. On a phenomenological level, this

makes us speculate that among the three different cases discussed above, the HF zero

point choice of ν = +4 is probably most relevant to the physics seen in the samples

exhibiting QAHE. Let us mention that ultimately within the framework of this chap-

ter, we cannot argue in favor of any of the above three choices. However we note that
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a definitive answer to this issue needs further study of several other effects that are

neglected here; in particular, consideration of the particle hole symmetry breaking ef-

fects (such as lattice relaxation as mentioned above) and also more careful treatment

of the effects of the filled remote bands could play decisive roles in determining which

of the above choices (if any) could serve as a consistent physical model describing the

relevant physics.

3.4 Conclusion

To summarize, we introduce the hybrid Wannier basis in the continuum model of

TBG and study the strong interaction effect by using the self consistent Hartree Fock

approximation. We focus on the filling factors ±3 and investigate the stability of

QAHE phases at these two fillings. Interestingly, we observe that stability of the

QAHE depends crucially on the zero point choice of the HF dispersion. In the range

of physically relevant parameter choices we see that the QAHE is most robustly

stabilized at large interaction strength under HF for the zero point choices of ±4, and

the corresponding filling factors of ν = ±3. We note that the QAHE is observed in

experiments on magic angle TBG at ν = +3. Moreover, we numerically observe that

reducing the sublattice potential, reducing the screening length and tuning away from

the magic angle, generically make the QAHE less stable. In particular, the weakened

stability by reducing the sublattice potential is consistent with experiments [110, 111],

which have observed the effect in TBG samples with aligned hexagonal Boron Nitride
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substrates, which is believed to induce a sublattice potential.

Further development of the present method can be envisioned. The HWF basis

we introduced in this chapter might be used to find possible fractional phases at non-

integer fillings and other interesting phases at integer filling factors. Another possible

application, for which HWFs are particularly well suited, is to address situations

containing spatially varying configurations such as domain walls between different

symmetry broken states or states with one-dimensional “stripey” translational sym-

metry breaking. We leave these directions for the future study.
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Chapter 4

Noncollinear phases in moiré

magnets

In this chapter, we introduce a general framework to study moiré structures of two-

dimensional Van der Waals magnets using continuum field theory. The formalism

eliminates quasiperiodicity and allows a full understanding of magnetic structures

and their excitations. In particular, we analyze in detail twisted bilayers of Néel

antiferromagnets on the honeycomb lattice. A rich phase diagram with non-collinear

twisted phases is obtained, and spin waves are further calculated. Direct extensions

to zig-zag antiferromagnets and ferromagnets are also presented. We anticipate the

results and formalism demonstrated to lead to a broad range of applications to both

fundamental research and experiments.

This chapter is based on Ref. [53].
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4.1 Introduction

The wealth of new phenomena revealed in incommensurate layered structures of

graphene and other two dimensional semi-conductors and semi-metals have sparked

major efforts in the study of electronic physics atop moiré patterns. The materials

from which these structures are made, Van der Waals (VdW) solids, come in many

varieties, inspiring a nascent field going well beyond graphene [95]. In particular, a

growing family of VdW magnets are being explored both for their magnetism directly

as well as for the interplay of that magnetism with electronics [22]. Two dimensional

magnets are of particular interest for the fluctuation effects inherent to them. For

example, the Mermin-Wagner theorem [84] proves that a strictly two-dimensional

magnet with Heisenberg or XY symmetry cannot show long-range order at any non-

zero temperature. Exotic quantum phases of magnets, e.g. quantum spin liquids, are

widely expected to be more prevalent in two dimensions[109].

In this chapter, we introduce a framework to study moiré structures of two di-

mensional magnets, under assumptions which are widely applicable and achievable

in VdW systems. We present a general methodology to derive continuum models

for incommensurate/twisted/strained multilayers including the effects of interlayer

coupling, obviating the need to consider thousands or tens of thousands of lattice

sites/spins with complicated local environments. We illustrate the method with de-

tailed calculations for the case of a twisted bilayer of two-sublattice Néel antiferro-

magnets on the honeycomb lattice, a situation realized in MnPS3 [99, 69, 66], MnPSe3
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[69], and also discuss applications to honeycomb lattice antiferromagnets with zig-zag

magnetic order (as in FePS3 [66], CoPS3 [99], NiPS3 [98], see [18] for a review) and

to the honeycomb lattice ferromagnet CrI3 [56]. We show that twisting these mag-

nets leads to controllable emergent non-collinear spin textures (despite the fact that

the parent materials all exhibit collinear ordering), and a rich spectrum of magnonic

subbands.

4.2 The method, twisted antiferromagnets

Now we turn to the exposition of the problem and approach, which we illustrate as

we go for the simplest case of a two-sublattice Néel order on the honeycomb lattice.

First we detail the assumptions under which a continuum description is possible. We

consider structures built from two dimensional magnets with long range magnetic

order at zero temperature, and assume that the inter-layer exchange interactions

∼ J ′ are weak compared to the intra-layer exchange J , i.e. J ′ ≪ J . Additionally,

we assume that the lattice in each layer may be regarded as a deformed version of

a parent structure shared by all layers. Each layer l is described by a displacement

field ul(x) in Eulerian coordinates:

ul(xl) = xl − x
(0)
l , (4.1)

where xl and x
(0)
l are the deformed and original positions, respectively, of points in

layer l. The displacement field of each layer need not be uniform or small but its

gradients should be small, i.e. |∂µul,ν | ≪ 1. For uniform layers, this allows any long-
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period moiré structure, i.e. for which the period of the moiré pattern is large compared

to the magnetic unit cell. For two identical but twisted layers, it corresponds to the

case of a small twist angle, θ ≪ π. This construction is directly analogous to the

procedure to build the continuum model of twisted bilayer graphene [15] following

the recent derivation in Ref. [8] which is valid under nearly identical assumptions.

In this situation the interlayer couplings and the displacement gradients are small

perturbations on the intrinsic magnetism of the layers, and therefore have signficant

effects only at low energies. This allows a continuum representation of the magnetism

of each layer in terms of its low energy modes: space-time fluctuations of the order pa-

rameters. The order parameter of the two sublattice antiferromagnet is a Néel vector

Nl with fixed length |Nl| = 1, and its low energy dynamics for an isolated undeformed

layer is described by the non-linear sigma model with the Lagrange density

L0[Nl] =
ρ

2v2
(∂tNl)

2 − ρ

2
(∇Nl)

2 + d (N z
l )

2 , (4.2)

where ρ ∼ J is the spin stiffness, v is the spin-wave velocity, and d is a uniaxial

anisotropy with d > 0 signifying Ising-like and d < 0 XY-like anti-ferromagnetism.

For MnPS3, there is weak Ising-like anisotropy [129] so 0 < d ≪ J/Au.c. (Au.c. is

the area of the 2d unit cell). Such smallness (but not the sign) of the anisotropy is

common for third row transition metal magnets.

Next we consider the first-order effects of displacement gradients upon the intra-

layer terms in (4.2). As in Ref. [8], such terms arise from pure geometry – i.e. carrying

out the coordinate transformation from x
(0)
l to xl defined in (4.1) – and from strain-
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induced changes in energetics. Taking them together, the leading corrections to (4.2)

are

L1[Nl,ul] =ρ(εl,xx + εl,yy)

/
δ1
v2

(∂tNl)
2 − δ2 (∇Nl)

2

0

+ δ3εl,µν∂µNl · ∂νNl,

(4.3)

where δ1,2,3 are dimensionless O(1) constants and εl,µν = (∂µul,ν + ∂νul,µ)/2 is the

strain field in layer l. For simplicity we assumed that spin-orbit effects (e.g. anisotropy

d) are small and hence that deformation terms in (4.3) are SU(2) invariant: anisotropic

deformation terms must be small in both spin-orbit coupling and in displacement

gradients, and hence are neglected.

Next we turn to the inter-layer coupling terms. By locality and translational

symmetry, it is generally of the form

L2[N1,N2,u1 − u2] = J ′[u1 − u2]N1 ·N2, (4.4)

where J ′[u] is a function with the periodicity of the undeformed Bravais lattice. Due

to the smallness of J ′, we neglect corrections proportional to displacement gradients in

(4.4). Generally J ′[u] can be expanded in a Fourier series, and well-approximated by

a small number of harmonics. We obtain a specific form by considering local coupling

of the spin densities in the two layers. Using the symmetries of the honeycomb lattice,

the minimal Fourier expansion of the spin density Sl of a single layer contains the

three minimal reciprocal lattice vectors ba,

Sl(x) = n0Nl

3(

a=1

sin(ba · x(0)) = n0Nl

3(

a=1

sin[ba · (x− ul)], (4.5)

where n0 measures the size of the ordered moment, and we define the origin x = 0
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at the center of a hexagon. Taking the product S1 · S2 and applying trigonometric

identities to extract the terms which vary slowly on the lattice scale (rapidly varying

components do not contribute at low energy) gives the form of (4.4), with

J ′[u] = J ′
3(

a=1

cos(ba · u), (4.6)

where the constant J ′ is proportional to the inter-layer exchange and n2
0. Physically,

(4.6) captures the fact that e.g. for intrinsically ferromagnetic exchange J ′ > 0, the

preferred relative orientation of the A sublattice spins of the two layers is parallel for

AA stacking but anti-parallel for AB and BA stackings.

The full Lagrange density L =
!

l=1,2(L0[Nl] +L1[Nl,ul]) +L2[N1,N2,u1 −u2]

captures the low energy physics of a bilayer with arbitrary deformations of the two

layers. We now specialize to the case of a rigid twist of the two layers by a relative

angle θ: u1 = −u2 =
θ
2
ẑ × x. In this case the strain vanishes, and one finds the full

Lagrangian is

L =
(

l

ρ

2v2
(∂tNl)

2 −Hcl, (4.7)

where

Hcl =
(

l

1ρ
2
(∇Nl)

2 − d (N z
l )

2
2
− J ′Φ(x)N1 ·N2, (4.8)

is the classical energy density. Here the coupling function

Φ(x) =
3(

a=1

cos(qa · x), (4.9)

and qa = θẑ × ba are the reciprocal lattice vectors of the moiré superlattice.

Equations (4.7)-(4.9) form the basis for an analysis of the magnetic structure
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on the moiré scale, as well as for the magnon excitations above them. The magnetic

ground state is obtained as the variational minimum ofHcl[N1,N2]. Owing to the sign

change of Φ(x), the problem is frustrated: the Néel vectors of the two layers wish to be

parallel in some regions and antiparallel in others, forcing them to develop gradients

within the plane – the representation in the continuum of incompletely satisfied in-

plane bonds. We find that the optimal classical solution is coplanar but not necessarily

collinear (see appendix C for a complete weak coupling analysis), and without loss

of generality we can take the spins to lie in the x-z plane: N cl
l = sinφlx̂ + cosφlẑ.

The formulae are simplified by forming symmetric and antisymmetric combinations,

φs = φ1 + φ2, φa = φ1 − φ2, and adopting dimensionless coordinates x = qmx,

with qm = |qa| the moiré wavevector. Then the dimensionless energy density Hcl =

Hcl/(
1
2
ρq2m) becomes, up to an additive constant

Hcl =
1

2

&
|∇xφs|2 + |∇xφa|2

'
− (αΦ̂(x) + β cosφs) cosφa. (4.10)

Here we have introduced the dimensionless parameters

α =
2J ′

ρq2m
, β =

2d

ρq2m
, (4.11)

and Φ̂(x) =
!3

a=1 cos(q̂a · x), where q̂a = qa/qm are unit vectors. We can obtain

partial differential equations for the phase angles by applying calculus of variations

to (4.10):

∇2
xφs = β cosφa sinφs, (4.12)

∇2
xφa =

"
β cosφs + αΦ̂(x)

#
sinφa. (4.13)
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We must find the solutions of the saddle point equations which minimize the inte-

gral of Hcl. There is always a trivial solution with φs = φa = 0, π, which corresponds

to the Ising limit of aligned or counter-aligned spins. Nontrivial solutions with po-

tentially lower energies will be discussed in different limits below. We first focus on

the case of β > 0, i.e., the Ising-like anisotropy.

For α, β ≪ 1, corresponding to large angles, the gradient terms in the Hamiltonian

dominate and the solution is nearly constant. Perturbation theory with fixed δ =

β/α2 gives a nontrivial solution

φs = π,

φa = φ(0)
a − α sinφ(0)

a

"
Φ̂(x)− Φ0

#
+O(α2, β),

(4.14)

with cosφ
(0)
a = −2

3
δ, and where Φ0 is a constant given in Sec. C of appendix C. In

this twisted solution, cosφa tends to imitate the sign of Φ̂(x), to gain energy from

the potential term. This change of φa, however, will need to be balanced against the

energy penalty due to the kinetic term. Comparing the energy of the twisted solution

with that of the trivial one, we see that the former has a lower energy for δ < 3
2
,

i.e., whenever it exists. In this limit, at δ = 3
2
, the system undergoes a continuous

transition to the collinear phase. More details can be found in the appendix C.

For small twist angles, on the other hand, α ≫ 1; in this limit, we first consider

small values of β; the potential term αΦ̂(x) in (4.10) dominates and the energy is

minimized by choosing φa = 0 or π almost everywhere, such that cosφa = sign[Φ̂(x)],

which means the order parameter vectors in the two layers are locally parallel or

antiparallel. At small values of β, φs prefers to take a constant value and, since the
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total area with negative Φ̂(x) is larger than the positive area, φs = π is chosen; this

solution lies in the same phase as that of the twisted solution found for α ≪ 1 above,

that also showed the property φs = π; we call this phase twisted-s. The twisted-s

solution obviously breaks the U(1) symmetry of spin rotations about the z axis of

spin space, but it retains an Ising symmetry under interchanging layers and reflecting

spin N z → −N z. One may check that ϕ = φs − π is odd under this symmetry.

Interestingly, however, one can further check that in the same limit of α ≫ 1,

above some order-one value of β, another twisted solution becomes more energetically

favored. It belongs to what we call a twisted-a phase, where φs is no longer constant

and actually shows a twisted pattern similar to that of φa, such that cosφs exhibits

spatial variations following those of Φ̂(x) (see the appendix C for details). This

implies a non-zero value for ϕ so that the twisted-a phase spontaneously breaks the

aforementioned Ising symmetry. The value of ϕ ∕= 0 increases smoothly from zero

on entering the twisted-a phase from the twisted-s one, consistent with the expected

continuous behavior of an Ising transition (treated at mean-field level by the saddle

point analysis).

Finally, we study the α, β ≫ 1 limit, where the twisted-a solution is the lowest

energy nontrivial solution. It requires φs to take the values 0 or π almost everywhere

along with φa, such that cosφs matches the sign of Φ̂(x); this means simply that the

vectors Nl align or counter-align along the ±ẑ axis almost everywhere. The order

parameter rotations occur in a narrow domain wall centered on the zeros of Φ̂(x),
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i.e. forming a closed almost circular loop in the middle of the unit cell. This domain

wall costs an energy proportional to its length; as a result of this energy penalty,

the twisted-a phase gives way to the collinear phase when the energy gain from the

twist is exceeded by the domain wall energy. In order to study this competition,

we assume that such transition occurs when β ≫ α, which we later check is self-

consistent. The widths wa and ws (in dimensionless distance normal to the domain

wall) over which φa and φs wind are determined by the balance of the gradient terms

and the corresponding potential terms. This gives wa/s ∼ 1/
√
β in this limit and

an energy cost per unit length of the wall of E ∼
√
β. Now the bulk energy gain

of the twisted state is simply proportional to α, so we obtain the result that the

twist collapses when
√
β ≳ α. This treatment is valid since under these conditions

β/α ≳ α ≫ 1 (we did not determine the multiplicative order one constant in this

inequality). Note that the transition between the collinear and twisted-a phase is a

“level crossing” between two distinct and disconnected saddle points; consequently

it corresponds to a first order transition, and the first derivatives of the energy are

discontinuous across this boundary. A tricritical point separates the two continuous

transitions from this first order one.

To summarize, we find three different phases for β > 0, two of which correspond

to twisted configurations. The transition between the two twisted phases happens

at some β of order 1, when the phase boundary is crossed in the large α limit; the

twisted phases collapse on the other hand when β > 3
2
α2 in the α, β ≪ 1 limit
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Figure 4.1: The phase diagram with respect to the normalized dimensionless parameters α/(1+α)
and β/(1 + β), respectively. In the collinear phase, the Néel vectors of the two layers are constant
and either aligned or counter-aligned. The characteristics of the twisted phases are most obvious
when the potential term plays the dominant role: in the twisted-s phase, φs = π while the sign of
cosφa exhibits modulations resembling those of Φ̂(x) (see Fig. 4.2a). In the twisted-a phase, on the
other hand, the signs of both cosφs and cosφa follow that of Φ̂(x). The twisted-s phase terminates
at (0.88, 0.94) near the right top corner of the diagram. The dashed line shows β = 10α while the
dotted line corresponds to β = 0.1α. For β = α, the corresponding line would be the diagonal one
connecting the left bottom and right top corners.

(twisted-s to Ising transition) and when β ≳ α2 in the α, β ≫ 1 limit (twisted-a to

Ising transition). We sketch a phase diagram in Fig. 4.1 based on the numerical

solutions to (4.12), (4.13), which is consistent with and in fact interpolates between

the perturbative and strong-coupling analyses above. The dashed and dotted lines

in the figure show examples of paths with a fixed ratio β/α = d/J ′; this ratio is

determined by the material, but one can tune the twisting angle θ to move along the

lines, and consequently enter/leave different phases. Remarkably, for a fixed d/J ′, the

twisted-a state is always stabilized for sufficiently small θ; this can be understood by

noting that β/α is invariant when θ changes as mentioned above, and thus decreasing

the twist angle, increases α linearly with β forming a straight line in the α− β plane

(different from the axes in Fig. 4.1), but the twisted-a phase, when α, β ≫ 1, is

separated from the collinear phase by a β ∼ α2 relation and from the twisted-s phase

by β ∼ const.; thus the above mentioned straight line lies between these two phase
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Figure 4.2: Real space configurations and spin wave plots in twisted antiferromagnets. (a) Spatial
configurations of N1 ·N2 = cosφa. It can be seen that cosφa is either +1 or −1 almost everywhere,
based on the sign of Φ̂(x); indeed, the choice of α = 4,β = 4 corresponds to a solution in which
the potential term plays the dominant role and that lies in the twisted-a phase; the same quantity,
i.e. cosφa looks very similar if β is lowered even into the twisted-s phase while keeping α fixed. (b) A
schematic diagram of the spatial dependence of the orientation of the Néel vectors (not actual spins)
in the two layers in the strong coupling limit, a vertical (horizontal) arrow denotes out-of-plane
(in-plane) orientation; the brown and gray areas show regions with positive and negative values for
Φ̂(x). The main difference is that in the brown region, the twisted-s phase shows in plane orientation
and the twisted-a phase shows out-of-plane orientation. (c) The lowest ten magnon bands at α = 2
for the four branches, in the isotropic case (d = 0) of two coupled two-sublattice antiferromagnets.

boundaries at sufficiently small θ. Plots of the real space configurations of the ground

states in the two twisted solutions are presented in Figures 4.2a and 4.2b.

Once the minimum energy saddle point is obtained, the full Lagrangian allows for

calculation of the magnon spectrum. We define

Nl =
3

1− u2
l − v2l N

cl
l (x) + ulul(x) + vlvl(x), (4.15)

where ul = cosφl(x)x̂ − sinφl(x)ẑ and vl = ŷ complete a spatially dependent or-

thonormal basis such that û × v̂ = N cl
l at every x. The fluctuations about the

classical solution are described by space-time dependent fields ul(x, t), vl(x, t). Insert-

ing (4.15) into the (4.7), expanding to quadratic order in the fluctuations and finding

the Euler-Lagrange equations for us/a = u1 ± u2, vs/a = v1 ± v2, one obtains linear
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wave equations for four branches of excitations. For simplicity, we present the results

for d = β = 0 (see appendix C for the general result), in which case the four modes

decouple immediately

−∂2
t us/a = v2q2mD̂u,s/aus,a, −∂2

t vs/a = v2q2mD̂v,s/avs,a, (4.16)

with the linear operators

D̂u,s =−∇2
x, (4.17)

D̂u,a =−∇2
x + αΦ̂(x) cosφa,

D̂v,s =−∇2
x −

1

4
|∇xφa|2 −

α

2
Φ̂(x) (1− cosφa) ,

D̂v,a =−∇2
x −

1

4
|∇xφa|2 +

α

2
Φ̂(x) (1 + cosφa) .

Taking us/a(x, t) = eiωtus/a(x), we obtain eigenvalue problems such that the magnon

frequencies are (vqm multiplied by) the square roots of the eigenvalues of the D̂

operators. These eigenvalue problems have the form of continuum non-relativistic

Schrödinger-Bloch problems and therefore can be solved using the Bloch ansatz to

find an infinite series of magnon bands. When α is large, the potential terms in

the above equations become alternated deep wells and hard walls, which confine the

magnons to either of the two domains. This leads to the flattening of magnon bands

in branches ua and vs. Fig. 4.2c shows the lowest magnon bands when α is at interme-

diate value. There are three gapless Goldstone modes in the us, vs and va branches,

which correspond to the three generators of the O(3) group.
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Finally, we comment on the case of d < 0 in brief, where the anisotropy term

favors the spins to lie in the XY-plane. The corresponding equations of motion

resemble those of the isotropic case, i.e., φs tends to be uniform everywhere, while

cosφa imitates the sign of Φ̂(x) due to the interlayer exchange, leading to twisted

configurations. More details can be found in appendix C.

4.3 Zig-zag antiferromagnets

Having described the case of the Néel antiferromagnet in detail, we give further results

more succinctly for other types of 2d magnets. The materials FePS3, CoPS3, and

NiPS3 all have the same lattice structure as MnPS3 but exhibit “zig-zag” magnetic

order. It is a collinear magnetic order which doubles the unit cell. There are three

possible ordering wavevectors: the M points at the centers of the edges of the moiré

Brillouin zone, which are half reciprocal lattice vectors, ba/2, with a = 1, 2, 3. The

spin density (analogous to (4.5)) therefore contains three order parameter “flavors”,

Na:

Sl(x) = n0

(

a=1,2,3

Nl,a sin

/
1

2
ba · (x− ul)

0
. (4.18)

Here in a zig-zag state, just a single one of the three Na vectors is non-zero: this

describes three possible spatial orientations of the zig-zag chains of aligned spins.
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Proceeding as before, we obtain the effective classical Hamiltonian in the form

Hzig−zag
cl =

(

a,l

/
ρ

2
(∇Na,l)

2 +
ρ̃

2
(q̂a ·∇Na,l)

2

0
(4.19)

+
(

l

V [N1,l,N2,l,N3,l]−
J ′

2

(

a

Na,1 ·Na,2 cos
"qa · x

2

#
.

Here ρ, ρ̃ are two stiffness constants, and V is a potential which may be taken in the

form

V [N1,N2,N3] = u(
(

a

|Na|2 − 1)2 + v
(

a>b

|Na|2|Nb|2 − d
(

a

(N z
a )

2, (4.20)

with u, v > 0 to model the energetic preference for a single non-zero stripe orientation,

and d as before to tune anisotropy.

(4.19) gives a continuum model to determine the magnetic ordering texture for

arbitrary twist angles. The most important difference from the two-sublattice anti-

ferromagnet is that here each spatial harmonic couples to a single “flavor”, while in

the former case, (4.18), the single flavor of order parameter couples to the sum of

harmonics. While we do not present a general solution, we note immediate conse-

quences in the strong coupling limit, J ′ ≫ ρq2m, ρ̃q
2
m. In this situation, for each x we

must choose the largest harmonic, i.e. the a which maximizes | cos
&
qa·x
2

'
|, and then

take Na,1 = sign[J ′ cos
&
qa·x
2

'
]Na,2 and Na′,l = 0 for a′ ∕= a. Remarkably, the result

is a tiling of six possible zig-zag domains which evokes a “dice lattice”, as shown in

Fig. 4.3. Narrow domain walls separate these regions.
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Figure 4.3: The real space tiling with six possible domains which appear in a twisted bilayer of
zig-zag antiferromagnets in the strong coupling (small angle) limit. The colors show which flavor of
the order parameter is nonzero in each domain, while the ± signs label the relative sign between the
order parameter in the two layers. The dashed hexagon shows a moiré structural unit cell.

4.4 Twisted ferromagnets

Näıvely, twisting a homo-bilayer of ferromagnets is relatively innocuous. However,

experiments and theory [83, 113, 124, 55, 112, 115, 58] for CrI3 have indicated that

the interlayer exchange has a strength and sign that depends upon the displacement

between neighboring layers. This can be directly incorporated into a continuum model

following our methodology.

To this end, for a general twisted bilayer of a ferromagnetic material with the above

property, one can use the energy functional shown in (4.8) with minimal modifications:

i) the Néel vectors Nl should be everywhere replaced by the uniform magnetization

Ml, since in fact each layer is ferromagnetic within itself and ii) the function Φ(u1−

u2) takes a more complicated form. Assuming a small twist angle, the latter may

be determined from the dependence of the interlayer exchange of untwisted layers

on a uniform interlayer displacement. For the case of CrI3, we have extracted the
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stacking dependent interlayer exchange data from the first principle calculations in

Ref. [112]. Similar to the case of twisted antiferromagnets, a variational analysis

of (4.8) can be performed, which leads to the same set of Euler-Lagrange equations,

i.e. (4.12) and (4.13). In order to simplify the analysis, we will only consider an

infinitesimal β here; its effect is to fix the value of φs = 0 for CrI3 as discussed in

appendix C. The effects of non-zero β can also be studied in a way similar to the

previous case. The mathematical problem is then to obtain the functional form of

φa(x) and its dependence upon α. In the ferromagnetic case, the Fourier expansion

of Φ̂(x) generally has a nonzero constant term, which dominates the solution at small

α. In the case of CrI3, the constant term is small and ferromagnetic, thus φa = 0

is chosen for small α. However, if other harmonics of Φ̂(x) are strong enough, a

twisted solution starts to appear at a finite value of α with a lower energy. As in

the antiferromagnetic case, cosφa shows spatial modulations imitating the changes of

Φ̂(x) in this twisted solution. This property of the twisted solution is most visible in

the large α limit, where the kinetic energy penalty is least important: one observes

then domains with cosφa = sign
1
Φ̂(x)

2
, separated by narrow domain walls. For a

detailed analysis of the above statements in the case of CrI3, see appendix C. A plot

of the average magnetization in the system is shown in Fig. 4.4a with a transition

form collinear to twisted phase at finite α. Unlike the antiferromagnets discussed

above, there is a finite interval of twist angles where the collinear phase exists even

with infinitesimal anisotropy parameter β. Also a plot of the spatial configuration of
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(a) (b)

Figure 4.4: Phase diagrams and a real space configuration plot in twisted bilayers of the ferromag-
net CrI3. (a) Top: the average value of the z component of the sum of the two layers’ spins for CrI3,
when the anisotropy parameter is taken to be positive and infinitesimal. A continuous transition
from the collinear phase to the twisted phase occurs at α = 0.025. This phase is analogous to the
twisted-s phase discussed previously. The total area in which Φ̂(x) > 0 is shown with a dashed red

line here as the limiting value of Mz

2 for very large α. Bottom: the average value of the z and in-plane
components of the total magnetization calculated with physical parameters chosen as discussed in
the main text for CrI3; in particular, the anisotropy is nonzero here. At θ = 17.5◦, a transition from
collinear to twisted-s phase occurs at which point Mz starts to be nonzero. Moreover, a transition to
the twisted-a phase occurs at θ = 6.4◦, which exhibits itself in M‖ starting to be nonzero for smaller

angles. (b) Spatial profile of local magnetization Mz

2 = 1
2 (M1,z +M2,z) for a twisted solution in

CrI3. The anisotropy parameter is taken to be positive and infinitesimal. There are large regions in
real space with a net magnetization, while other regions have vanishingly small net magnetization.

a twisted solution is presented in Fig. 4.4b; it shows that there are large regions in

real space with maximal magnetization while at the same time there are also other

regions exhibiting close to zero magnetization.
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4.5 Conclusion

In this work, we have considered moiré two dimensional magnets and in particular

the twisted bilayers of Van der Waals magnetic materials. We have developed a low

energy formalism in the continuum and studied in detail three different examples

of twisted bilayers: antiferromagnetic, zig-zag antiferromagnetic and ferromagnetic.

Remarkably, a rich phase diagram is obtained as one varies the twist angle and mate-

rial parameters; there are interesting twisted ground state solutions comprising long-

wavelength non-collinear magnetic textures. Such spatial patterns can potentially be

observed in experiments, where the twist angle control adds to the tunability of the

system. Furthermore, at small twist angles in the non-collinear phases, certain spin

waves also exhibit interesting features such as flattening dispersion curves.

Material-wise, MnPS3 has β ≈ 4.54α, and the system is in the collinear phase

for generic twist angles. The ratio can be derived using d = ∆2/ (12JAu.c.) and

J ′ = J ′
expS

2/ (2Au.c.), where the intralayer exchange J , interlayer coupling J ′
exp and

the magnon gap ∆ are extracted from [129]. On the other hand, for CrI3, we have

derived β ≈ 0.62α using the intralayer exchange and anisotropy parameter as given

in Ref. [31], and the interlayer exchange data as given in Ref. [112]. A plot of average

magnetization for CrI3 in the perpendicular and parallel directions for which the above

parameters are used is presented in Fig. 4.4a in the bottom panel; it can be seen that

at large angles, the system is in the collinear phase, but the twisted-s phase (φs = 0)

starts to be preferred at θ = 17.5◦; upon further decreasing the angle, starting at
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θ = 6.4◦, the twisted-a phase becomes the ground state (see the caption for details).

This shows that in a twisted bilayer of CrI3, it is reasonable to expect both of the

twisted phases to be realized in experimentally accessible settings.

The present methodology can be utilized with minimal modifications in further

analyses of other moiré systems in the vast collection of possible bilayer magnetic ma-

terials. For example, here we have mainly presented the examples of homobilayers,

but interesting phenomena can also arise for heterobilayers of VdW magnets, such as

the stacking of ferromagnets on antiferromagnets [120]. The magnetic properties of

general moiré systems as well as their interplay with the electronic/transport proper-

ties could be the subject of future studies. Given the extremely fruitful research done

in the field of moiré electronic systems, one can anticipate that the magnetic moiré

systems could play the role of a new platform where novel exciting physics could be

pursued.
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Chapter 5

Heterobilayer moiré magnets:

Moiré skyrmions and

commensurate-incommensurate

transitions

In this chapter, we study untwisted heterobilayers of ferromagnetic and antiferro-

magnetic van der Waals materials, with in particular a Dzyaloshinskii-Moriya inter-

action in the ferromagnetic layer. A continuum low energy field theory is utilized

to study such systems. We develop a phase diagram as a function of the strength

of inter-layer exchange and Dzyaloshinskii-Moriya interactions, combining perturba-

tive and strong coupling analyses with numerical simulations using Landau-Lifshitz-
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Gilbert equations. Various moiré-periodic commensurate phases are found, and the

commensurate-incommensurate transition is discussed. Among the commensurate

phases, we observe an interesting skyrmion lattice phase wherein each moiré unit cell

hosts one skyrmion.

This chapter is based on Ref. [54].

5.1 Introduction

Magnetic skyrmions are long-lived, topologically protected spin-textures that were

predicted to exist in chiral magnets [17, 16, 106], and experimentally observed in cu-

bic, non-centrosymmetric materials such as MnSi [88], Fe1−xCoxSi [89, 141] and FeGe

[140]. Non-collinear spin configurations occur in these materials due to the antisym-

metric Dzyaloshinskii-Moriya (DM) interactions [38, 87]. In three-dimensional bulk

magnets, skyrmion lattices are stabilized by thermal fluctuations above the helical

state [88]. Interestingly, in the thin-film, two-dimensional limit, the skyrmion lattice

is stable over a wide range of the phase diagram [138, 47, 70].

A new class of two-dimensional crystals, magnetic van der Walls (vdW) materials,

has opened up numerous possibilities for both theoretical and experimental physics

[100, 23]. All three fundamental spin Hamiltonians have been reported in these mate-

rials: the two-dimensional Heisenberg, Ising, and XY models [59, 130]. Furthermore,

novel quantum phases are expected to appear in the heterostructures of these ma-

terials [53]. Recently, skyrmion crystals have been observed in the single-layered
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ferromagnetic vdW material Fe3GeTe2 [123, 101, 33], predicted to exist in CrI3 [13]

and Janus magnets [142], all attributed to the DM interaction, motivating us to study

the moiré physics of such vdW systems.

We will focus on a nontwisted heterobilayer of ferromagnetic (harboring a DM

interaction) and antiferromagnetic vdW materials. A similar construction was ex-

plored in [120], where dipolar interactions along with an external field were added to

the moiré structure in contrast to the DM interaction of the present work. We show

that a wealth of different phases featuring magnetic textures on the moiré scale and

in particular a skyrmion lattice phase could form.

We will use the continuum formalism introduced in [53], which obviates the need to

consider numerous lattice sites with complicated local environments. First, we review

this continuum formalism and derive the Hamiltonian that we will focus on, followed

by a perturbative analysis. The competition between the DM interaction and the

moiré potential induces a commensurate-incommensurate transition that will further

be analyzed in the weak-coupling regime. Then different types of commensurate

phases are introduced, supplemented furthermore by a numerical ground-state phase

diagram, obtained from a Landau-Lifshitz-Gilbert analysis. Finally, we discuss the

possible extensions and experimental relevance of the work. Details of the weak-

coupling analysis will be presented in appendix D.
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5.2 Setup of the problem

We study a heterobilayer system of honeycomb ferromagnetic and honeycomb anti-

ferromagnetic vdW materials. This setting is similar to that in [120]. Both layers

are assumed to exhibit long-range order, so a local description in terms of the order

parameters M , N for the ferromagnetic and the Néel antiferromagnetic layers will

be employed, where |M | = |N | = 1. After [53], we will develop a continuum model

to provide a low energy description of the system. When the interlayer coupling and

the displacement gradients act as small perturbations on the intrinsic magnetism of

the two layers, a continuum treatment is justified. Since we will only be concerned

with ground state configurations (and possible other nearby states) in this work, it

suffices to analyze the classical Hamiltonians only. This consists of intralayer and

interlayer terms; we take the former as

Hintra =
ρ1
2
(∇M )2 +

ρ2
2
(∇N )2

+DM · (∇×M )− C (Nz)
2,

(5.1)

where a single-ion anisotropy for the antiferromagnetic layer and a DM interaction for

the ferromagnetic layer are assumed; the latter is predicted to be present in families

of Janus magnets in particular [142]. We have utilized a Bloch-type DM interaction

in this work, however the same results hold for a Neél-type DM interaction as well

appendix D. The anisotropy term is neglected in the ferromagnetic layer.

We now turn to the interlayer coupling: the spin densities of the two layers are

parametrized as: S1 = m0M [f0 −
!

a cos(ba · r)] and S2 = n0N
!

a sin(ca · r),
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where ba, ca denote the reciprocal lattice vectors of the microscopic lattices in the

two layers. Furthermore, m0 and n0 are proportional to the ordered moments in the

two layers, and the zeroth Fourier component f0 is undetermined; its value will not

matter for the low-energy physics. Taking a minimal Fourier expansion, we limit the

summation over ca and ba to the three smallest reciprocal lattice vectors. Assuming a

local interlayer exchange of the form H ′ = −J ′S1 ·S2 and that |ba|− |cb| ≪ |ba|, |cb|,

one arrives at the following interlayer interaction: H′ = J ′M · N
!

a sin(da · r),

where the three vectors da = ba − ca represent the reciprocal vectors of an emergent

moiré lattice, and the fast-oscillating terms have been omitted. We would also like

to mention in passing that considering a triangular lattice ferromagnet also leads to

the same interlayer coupling.

H = Hintra+H′ describes the system in the general setting described above. How-

ever, for simplicity, in the remainder of this work we make the assumption that spin

stiffness and anisotropy parameters of the antiferromagnetic layer are large enough

to render it essentially nondynamical; this results in a uniform Néel vector in the ±ẑ

directions; we choose N = +ẑ. With these assumptions, the Hamiltonian reduces to

an effective single-layer one, which, up to a constant rescaling, has the form:

H =
1

2
(∇M )2 + βM · (∇×M ) + αMz Φ(x). (5.2)

We have introduced the dimensionless parameters α = J ′

ρ1d2
, β = D

ρ1d
with d = |da|,

and adopted the dimensionless coordinates x = d r and defined Φ(x) =
!

α sin(d̂α·x).

When α = 0, ground states of the system consist of spirals with wavenumber
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Figure 5.1: (a) The moiré potential Φ(x). a1 and a2 form a basis for the emergent moiré lattice.
(b) (1) An avoided vertex at large α and β. The magnetization vectors on the domain walls point
along them. (2-4) The 3-state clock vertex. (5-6) The Ising vertex. (c) The ground-state phase
diagram obtained from LLG equations. IC stands for incommensurate phases which can include
states of various periodicities. In the blue region of intermediate β, the moiré skyrmion and the
stripy Ising states are degenerate in energy. Different commensurate phases are separated by first-
order transitions.

β (period 2π/β). Generically, M = (q̂ × ẑ sin [q · x] , cos [q · x]) describes a spiral

propagating in the q̂-direction for β > 0 (and |q| = β). In the strong-coupling limit

when α is large and β is zero, the energy is minimized by a coplanar solution, where

domains with M close to (0, 0,±1) form, separated by narrow domain walls. Each

domain is identified as a region in which Φ(x) has a definite sign, resulting in the

opposite sign for Mz. In Fig. 5.1a, we plot the structure of Φ(x), which forms a

triangular lattice; Φ(x) has a positive or negative sign in each of the faces of the

triangles.

5.3 Weak-coupling Analysis

In the small α and β regime, two possibilities can arise: when the α term is dominant

over β, a twisted solution forms, where in each face of the triangular lattice the

magnetization tends to bend towards −sign[Φ(x)]ẑ; nonzero β causes distortions
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in the β = 0 coplanar solution. We call the phase containing these solutions as

twisted-0 for a reason that will be explained later. Alternatively when the β term

dominates, one expects a spiral configuration perturbed by the moiré potential. Since

the spiral can have a period that is different from that of the moiré lattice, we call

this the incommensurate phase. A commensurate-incommensurate (CI) transition

can occur between these two phases. Below we perform a perturbative solution in the

commensurate case, and then extend the analysis to the incommensurate phase and

also the transition between the two phases.

We will use a polar coordinates parametrization M = (sin θ cosφ, sin θ sinφ, cos θ)

for the minimization of the classical Hamiltonian (5.2). To zeroth order in β, the

solution to the Euler-Lagrange equation (see appendix D for a complete discussion)

yields a constant value for φ: φ(x) = φ(0) + O(βα). The simplified Euler-Lagrange

equation for θ then reads ∇2θ+α sin θΦ(x) = 0, with the solution to zeroth order in

β taking the form θ(x) = π
2
+ αΦ(x) + O(α3, β2α); this solution requires a definite

mean value for θ, i.e. θ̄ = π/2. It furthermore predicts that in the twisted-0 phase,

fluctuations of θ from π/2 are captured by Φ(x) and hence triangular domains form

in which spins prefer either up or down directions. We have checked numerically that

the solution even with infinitesimal β, prefers only three values for φ(0), i.e. eiφ
(0)

=

1
d̂y − id̂x

2n
, with n = 1, 2, 3.

We now turn to a perturbative study of the incommensurate phase and the CI

transition; we will focus on the incommensurate solutions close to the CI transition
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line. If α plays a subdominant role, the solution resembles a spiral with a period

close to 2π
β
; this period increases as β is lowered towards the CI transition. Close to

the transition point, locally the configuration looks similar to a commensurate one

but small-width discommensurations (or solitons) can form with large separations.

It is this separation distance that diverges at the CI transition [28]. We exploit this

key information to find incommensurate solutions close to the transition by consider-

ing configurations that are locally very close to being commensurate but their local

properties could change appreciably if a distance close to the long incommensurate

periodicity is taken.

To this end, we make use of the commensurate solution found above, in which θ

has the mean value θ̄ = π/2; we now allow this mean value to fluctuate slowly as

the position is varied. As a result, we work with a modified Euler-Lagrange equation

∇2θ+α sin θΦ(x) = λ, where λ is a Lagrange multiplier. This equation can be solved,

and one finds the energy density per unit cell of such a periodic solution to have the

form −3
4
α2 sin2 θ̄; note that this is minimized for θ̄ = π/2. Letting θ̄ fluctuate over

long distances will result in an energy penalty; we require this energy penalty to be

compensated by the DM interaction energy gain in the incommensurate solutions. In

fact an effective one-dimensional Hamiltonian of the formHeff = 1
2

&
∂yθ̄

'2− 3
4
α2 sin2 θ̄−

β ∂yθ̄, can be exploited to study this competition. This sine-Gordon Hamiltonian

has been extensively studied, see e.g. [28], and is known to have a continuous CI

transition at βc =
√
6

π
α. This means that the phase separation line between the
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commensurate and the incommensurate phases has a linear form for small α and β.

For β ≳ βc, the ordering wavevectors deviate from the moiré ones (including the

vanishing wavevector) with the asymptotic behavior δk ∼
√
3α
2

1/ log
"
α2 1

β−βc

#
; the

direction of this incommensurate wavevector correction is not fixed at this order of

perturbation theory.

5.4 Possible Commensurate Phases

We now turn to the large-α regime where the properties of different commensurate

phases are in most contrast. In this regime, triangular domains of spins mostly point-

ing in the ±ẑ directions form. These domains correspond to those in Fig. 5.1(a) with

sign[Φ(x)] = ∓1, respectively The widths of the domain walls (in dimensionless units)

decrease as α increases, resulting from the competition of the kinetic and moiré poten-

tial terms. On the domain walls Φ(x) ≈ 0, thus the magnetization is not constrained

by the α term. It is actually the different configurations that the magnetization

could take on these domain walls that distinguish the different commensurate phases.

Starting at β = 0, the energy is minimized by a coplanar configuration wherein for

all points, the in-plane magnetization can take any direction, i.e. there is an SO(2)

rotational symmetry.

Next we consider the effect of nonzero β. The DM term, up to integration by

parts, can be written as −2βM ·(ẑ×∇Mz). Namely, M prefers to be perpendicular

to the gradient of Mz, which lies normal to the domain walls. When β is not large,
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it does not affect configurations deep inside the triangular domains, but drives the

magnetization vectors on the triangles’ edges to point along them in the direction

preferred by the DM interaction, as shown in Fig. 5.1b(1).

However, the configurations close to the vertices are frustrated, i.e., the three

directions of magnetization vectors along the edges of the triangles cannot be satisfied

at the same time, and hence different vertex configurations could arise. One possibility

is that the vertex magnetization follows one of the three directions on the edges,

breaking the SO(2) symmetry down to C3, as shown in Figs. 5.1b(2-4); we name

this a 3-state clock vertex. Interestingly, a solution consisting of the same vertex

configuration everywhere has the same symmetries as those of the twisted-0 solution

discussed above. We call the phase containing this solution twisted-1 for reasons

explained below.

Another possibility of the vertex configuration is Ising-like, i.e. spins pointing along

+ẑ or −ẑ as in Figs. 5.1b(5) and 5.1b(6), enabling the possibility of skyrmions: if all

the vertices choose the same configuration, say 5.1b(6), a skyrmion lattice of moiré

scale is formed: triangular domains with up spin constitute a lattice of skyrmions in

a down-spin sea (see also Fig. 5.2).

The skyrmion lattice phase can be viewed as stabilized due to an effective ferro-

magnetic interaction between neighboring Ising-type vertices, however it could happen

that this interaction becomes antiferromagnetic, making a translational-symmetry-

broken phase possible: Our numerical results (see below) indicate that one of such
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phases is possible, where the Ising vertices all point in the same direction along the

direction specified by one of the moiré lattice unit vectors, while along the directions

of other independent unit vectors, the Ising vertices alternatively point up and down

(see Fig. 5.2). We name it as the Ising stripy phase.

Symmetries of these solutions are discussed in appendix D. We go through the

full Hamiltonian minimization next and determine the energetically favored solution

for different parameter choices.

5.5 Numerical minimization

To minimize the energy functional in (5.2), we work with the Landau-Lifshitz-Gilbert

(LLG) equations [68, 45]. The variation of the Hamiltonian with respect to the mag-

netization vector is treated as an effective external field, Beff = −δH/δM , which

results in the LLG equations: dM
dt

= −gM ×Beff + ηM × dM
dt

. Here g is the gyro-

magnetic ratio, which is not important since we are only interested in the late-time

static configurations, and η is the Gilbert damping coefficient. Releasing from various

trial configurations and comparing the energies of the final configurations, one can

find the ground state with of the Hamiltonian. Fig. 5.1c shows the numerical phase

diagram obtained from LLG equations using the ubermag and OOMMF packages

[11, 12, 36]. Different periodic boundary conditions compatible with moiré lattice

periodicities are imposed. More details on the numerics are presented in appendix D.

We find that apart from the incommensurate phases, the twisted-0, the twisted-1,
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Figure 5.2: Top view of the twisted-1 (left), skyrmion lattice (middle) and the stripy
Ising (right) configurations generated at (α, β) = (1.25, 1), (1.25, 1) and (2.5, 0.5),
respectively. The background −ẑ pointing magnetization vectors are depicted as
points. The vertices are of the type shown in Fig. 5.1b(2) for the twisted-1, of the
Fig. 5.1b(6) type for the skyrmion lattice and of both 5.1b(5) and 5.1b(6) types
for the Ising stripy. The solution on the left panel shows a nonzero winding in its
magnetization as the dashed line is traversed (see the main text).

the moiré skyrmion and the Ising stripy phases introduced above constitute the main

body of the phase diagram in the strong coupling regime. In Fig. 5.2, we present

examples of steady-state configurations for these three phases (note that the shown

configurations are not necessarily ground states for the chosen parameters). In the

moiré skyrmion phase, interestingly, there is one skyrmion per moiré unit cell with

skyrmion number ±1 and helicity π/2, i.e. Nsk =
1
4π

44
u.c.

d2x M ·
"

∂M
∂x

× ∂M
∂y

#
= ±1;

the sign is different for the two types of skyrmion lattices, i.e. it depends on the

direction of magnetization (+ẑ or −ẑ) at the centers of the skyrmions in each solution.

We see that the twisted-0 phase has the lowest energy for small β as expected.

Upon increasing β, it is then replaced by the stripy Ising phase. Interestingly, at larger
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β, the stripy Ising and the moiré skyrmion states, despite having different symmetries,

become degenerate in energy. Note that these two states both have Ising-type vertices

that are only spatially arranged differently. Then at higher values of β, the twisted-1

phase, that has vertex configuration 5.1b(2-4) everywhere, minimizes the energy. This

phase has the same symmetries as the twisted-0 phase, but is different in the winding

numbers along high symmetry lines: The magnetization vector rotates exactly by

2π in the x − z plane along the dashed blue line segment specified in the left panel

of Fig. 5.2. On the other hand, the net winding is zero in the twisted-0 phase (see

appendix D for a strong coupling figure of the twisted-0 phase), hence the names

twisted-0 and twisted-1. In principle, other winding numbers can also be be possible

(similarly all other solutions can also have higher winding numbers as well). All

transitions between these commensurate phases are first order, which can be observed

by comparing the energies. More details can be found in appendix D.

In the upper left corner of the phase diagram, we have found different incom-

mensurate phases, i.e., states incommensurate with the moiré potential. For example

when α = 0, the periodicity of the spirals is given by 2π/β. In general, the competi-

tion between α and β can lead to configurations with various periods and symmetries,

and even chaotic structures [7]. Since, in the LLG equations, we cannot exhaust all

possible trial configurations and unit cells enlargements, and thus the extent of the

incommensurate phases is underestimated; as a result, we take a cautious view and do

not make definitive conclusions regarding the nature of this region or its phase bound-
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ary, except what can be extracted from the weak-coupling analysis presented above.

In this weak-coupling regime, the prediction for the CI transition line is supported

using numerics with large sample sizes, see appendix D.

5.6 Discussion

A considerable portion of the phase diagram Fig. 5.1c for α > 3 is occupied by phases

with the Ising type vertices. In this chapter, we have ignored the single-ion anisotropy

for the ferromagnetic layer; such anisotropy, if Ising-like, further stabilizes Ising-type

vertices. On the other hand, a perpendicular magnetic field will similarly stabilize

the Ising vertices, and in particular favor the skyrmion lattice phase over the stripy

Ising phase in the blue region of the phase diagram in Fig. 5.1c; this is consistent

with the well-known fact that external fields can stabilize skyrmion lattice phases

[17, 16, 138, 47, 70].

We have made the assumption that the spin-stiffness and anisotropy parameters

of the antiferromagnetic layer are large, such that the antiferromagnetic layer is in

the collinear phase. We expect this assumption to be valid in the regime where

C/(ρ2d
2) ≳ α2 and ρ2/ρ1 ≳ 1, as analyzed in our previous work [53]. Relaxing

this assumption could lead to ground state solutions requiring nontrivial textures

in both layers resembling those in [53]. Furthermore, let us mention that a small

twisting between the two layers effectively increases the magnitude of the wavevector

d introduced above. In the dimensionless parametrization, this corresponds to a
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modification of the spatial structure of Φ̂(x), and a decrease in α and β.

The material MnPS3, having an antiferromagnetic Heisenberg Hamiltonian and

an Ising-like anisotropy [59, 131, 96, 67], may be a good candidate for the antiferro-

magnetic layer. The family of Janus transition metal dichalcogenides [143] could be a

promising candidate for the FM layer; these materials have small lattice mismatches

compared with MnPS3 and also exhibit the DM interaction [142].

Interesting phenomena such as the topological Hall effect could arise due to the

effect of moiré skyrmions on the conduction electrons through the emergent electro-

magnetic field (see for example [91, 90]). We leave the full description of the related

physics to future work.

Note added: During the preparation of this draft, we noticed [4] which has some

overlap with our work. Their focus is mainly on the LLG simulation of commensurate

phases, however, other strong-coupling commensurate phases, incommensurate phases

and in particular the commensurate-incommensurate transition studied here are not

captured. In particular, the Ising stripy phase which we found to be degenerate with

the skyrmion phase is absent their treatment.
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Chapter 6

Many-body physics in the

continuum using wavelets

In this chapter, we introduce a methodology for studying many body physics in the

continuum, in which instead of the usual approach of employing a finite differences

lattice discretization, the wavelet basis is used. The main property of our interest

that wavelets have is that they can provide a multiresolution basis for particles’ wave

functions; structures at different length scales can be distinguished within the wavelet

basis. We use this multiresolution property to design a fine graining quantum circuit

that can be used in combination with a variational many body method of choice to

efficiently solve for the ground state of a continuum system; starting from a coarse

scale the solution is found and fine grained into finer scales until the desired reso-

lution is achieved. The method is general and can be utilized in combination with
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classical or quantum variational many body algorithms. We finally use the method in

combination with density matrix renormalization group algorithm in one dimension

and exhibit its power and efficiency.

This chapter is based on Ref. [49].

6.1 Introduction

Real particles live in the continuum. However, in the study of strongly correlated

matter one usually resorts to lattice models. This is typically justified when consid-

ering the electronic degrees of freedom in a solid-state system, which experience a

periodic potential due to the ions, and the ions can be treated as classical degrees

of freedom within the Born-Oppenheimer approximation. Yet many different situa-

tions in solid state or cold atomic systems can be considered which benefit from a

continuum description. This includes cases where a continuum description is more

accurate than a lattice model formed from Wannier states, for example in very shal-

low periodic potentials, or cases where a set of (symmetric) localized Wannier states

is unavailable due to topological obstructions [19, 81, 2]. Likewise, there are cases

where the periodic potential is absent entirely, for example for ion or atomic traps,

in quantum chemistry applications, or when treating mesoscopic systems within the

effective-mass approximation.

Several numerical techniques are able to approach continuum problems directly.

These include quantum Monte Carlo techniques such as variational or diffusion quan-
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tum Monte Carlo (QMC) [92, 10], which have been able to provide high-precision

simulations in many cases. However, unbiased QMC techniques have limited appli-

cability due to the fermionic sign problem. More recently, the overwhelming success

of tensor network methods for studying the low-energy properties of lattice systems

has inspired the development of tensor networks formulated directly in the contin-

uum [122, 119, 121]. However, the main drawback here is the complicated mini-

mization procedure without flexibility to use the body of previously developed tensor

network methods.

Alternatively, one can choose to discretize the problem. A widely used approach

is to introduce a finite-difference discretization of the continuum Hamiltonian, thus

obtaining an effective lattice Hamiltonian which can be studied using standard tech-

niques. However, such a discretization invariably leads to very dilute systems and

wide discrepancies between UV and IR energy scales [35], which are very unfavor-

able for the convergence of tensor network approaches, requiring extra steps such as

multi-grid approach to obtain reliable results [35, 46].

Another approach is to introduce a set of basis functions in which the wavefunc-

tions are decomposed. This approach is widely used in quantum chemistry or ab

initio electronic structure calculations. In this chapter, we pursue the latter approach

using Daubechies wavelets [32, 63] as basis. These wavelets have several properties

that make them appealing for this application: First, they have strictly compact

support in real space, such that Hamiltonians that are local in real space will also
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be local when represented in the wavelet basis. Secondly, they are localized also in

momentum space, and thereefore each wavelet can be associated with a spatial resolu-

tion. Thirdly, they can – along with their first and second derivatives – be computed

exactly at dyadic points, thus yielding an efficient and accurate way of evaluating ma-

trix elements. Finally, and most importantly, they form a multiresolution analysis:

starting from a set of orthonormal scaling functions at some chosen resolution, one

can systematically refine the basis by adding wavelet functions of higher resolution

without compromising the orthonormality of the entire basis. This last step can be

done globally or locally, if desired.

In this chapter, we will show how to take advantage of these properties within

variational simulation techniques both on classical computers using tensor networks

and on quantum computers using variational quantum eigensolvers. Our general

approach will be to first solve the system at a coarse scale, where the large scale

structure of the state is captured; this solution is then used for an exact transformation

into a basis with higher resolution, where smaller length scale details will be found

iteratively, and the process goes on until convergence is achieved. This transformation

can be expressed as a local, finite-depth quantum circuit. To demonstrate the power

of the approach, we use this quantum circuit in a DMRG calculation and show how

this step-by-step algorithm makes the procedure to find the ground state considerably

faster by reducing the number of the required DMRG sweeps.

Wavelets and other similar constructions have been used in combination with com-
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putational approaches for the study of electronic structure in several situations [39,

127, 128, 85].

The chapter is organized as follows: first, in Sec. 6.2 we present a concise intro-

duction to the wavelet basis and in particular Daubechies wavelets. In Sec. 6.3, we

discuss how we study many body physics in the continuum using the wavelet basis,

and present some preliminary DMRG results. Then in Sec. 6.4, we go into details

of the quantum circuit that implements the wavelet scale transformation discussed

above and how the fine graining procedure should be carried out in general. After

that in Sec. 6.4.1, we discuss how DMRG could be implemented using the wavelet

basis, we furthermore show the fine graining circuit can be used for a step by step

DMRG which adds significantly to the efficiency of the whole procedure.

6.2 The Daubechies wavelet basis

While wavelets were originally conceived to process time-domain signals both in time

and frequency domains, they have found use far beyond those limits, including the

simulation of quantum systems. In this work, we focus on Daubechies wavelets [32].

These form an orthonormal basis for square-integrable functions on the real axis [63,

107] (we denote the space of such functions as L2). They have strictly compact

support in real space, while also being localized in momentum space. As such, working

in the wavelet basis will preserve the locality of the Hamiltonian under study while

also lending an ability to assign each basis element to a spatial resolution that is
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a0 a1 a2 a3 a4 a5 a6 a7
0.163 0.505 0.446 -0.020 -0.132 0.022 0.023 -0.007

Table 6.1: Recursive coefficients for Daubechies wavelet of order K = 4.

associated with the range of momenta that it is supported on.

Many classes of wavelets, including the Daubechies wavelets, can be obtained by

starting from a single scaling function φ(x), which is recursively defined by

φ(x) = 2
(

n

an φ(2x− n), (6.1)

where the an are real coefficients that ultimately define the wavelet. Daubechies

wavelets in fact form an entire family of wavelet bases, each of which is characterized

by an integer K, often referred to as the order of the wavelet, which also denotes half

the number of non-vanishing coefficients an. The choice of these coefficients deter-

mines the properties of the wavelets. As an example, we list the coefficients for K = 4

in Table 6.1, which in practice we will be mainly using in this work; the coefficients for

other orders can be found in many references or software packages. By inspection of

Eq. (6.1), we can confirm that the order-K Daubechies scaling function has compact

support from 0 to 2K − 1 and is strictly zero outside this range. Furthermore it can

be shown, e.g. by direct computation, that the Fourier transform of the scaling func-

tion is peaked around zero momentum. Below, we will describe practical algorithms

for computing φ(x) given the coefficients an; example scaling functions are shown in

Fig. 6.1.

Next, we consider integer translations of the scaling function. One interesting

property of the Daubechies scaling functions is that they are normalized and integer

108



translations of the scaling function have zero overlap with the scaling function itself:

5
dx φ(x)φ(x− n) = δn0, (6.2)

for integer n. This means that the set of integer translations of the scaling function

form an orthonormal basis for a subset of L2. However, it is intuitively clear that it

is not a complete basis: it is not able to capture functions with spatial features on a

resolution finer than the feature size in the wavelet.

To improve on this situation, one can consider rescaled versions of the scaling

function. To resolve features that are smaller than what the scaling function can

resolve by some factor 2−j, where j is an integer, consider the transformed scaling

function

φjn(x) = 2−
j
2 φ(2−jx− n). (6.3)

Note that j and n are integers that can take all possible positive and negative values.

These functions inherit the features of the original scaling function, in particular all

φjn for a given j are orthonormal. We denote the space they span by

Vj = span of {φjn|n ∈ Z}. (6.4)

From Eq. (6.1), we note that we can always decompose a given φjn in terms of the

φ(j−1)n, and therefore

Vj ⊂ Vj−1. (6.5)

Furthermore, it can be shown that in the limit j → ∞, the entire space of square-

integrable functions is recovered, i.e. limj→−∞ Vj → L2.
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Figure 6.1: Scaling and wavelet functions of the Daubechies wavelet basis of order 4 are depicted
here for illustration. We use the same order Daubechies wavelets in this work. Top: The main
scaling function and the mother wavelet, i.e. y = φ(x) and y = ψ(x) are plotted. Middle: scaling
functions of level j = −1, i.e. the functions φ−1,0,φ−1,1,φ−1,2,φ−1,3 are plotted. Bottom: wavelet
functions of level j = −1, i.e. the functions ψ−1,0,ψ−1,1,ψ−1,2,ψ−1,3 are plotted.

However, there is another way to refine the basis of scaling functions at some level

of refinement, Vj. Instead of directly considering Vj−1, we can consider the space of

functions that are missing to reach higher resolution, i.e. the space Wj that satisfies:

Vj−1 = Vj ⊕Wj. (6.6)

Remarkably, this space can be constructed in a similarly simple fashion as the space of

scaling functions using a basis, called the wavelets, with similarly desirable properties!
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The starting point is the definition of the mother wavelet

ψ(x) = 2
(

n

bn φ(2x− n), (6.7)

where bn = (−1)na2K−1−n. The mother wavelet is again compactly supported on

[0, 2K − 1], localized in Fourier space, and its integer translations are orthogonal to

each other,

5
dx ψ(x)ψ(x− n) = δn0. (6.8)

To construct a basis for the space Wj, we consider the rescaled translations of the

mother wavelet to recover wavelets at different scales:

ψjn = 2−
j
2 ψ(2−jx− n). (6.9)

By construction, we have the desirable properties

5
dx ψjn(x)ψkm(x) = δjkδnm,

5
dx ψjn(x)φkm(x) = 0, for j ≤ k.

(6.10)

The above orthogonality relations along with iterative use of Eq. (6.6) show that

an orthonormal basis for L2 can be constructed that consists of a single level of scaling

functions and multiple levels of wavelet functions; such basis is capable of resolving

structures at arbitrary scales. This so-called multiresolution property is a central

feature of Daubechies wavelets and lends one great flexibility in constructing a basis

that is numerically convenient. To reach a resolution on the order of 2−k (with k

a positive integer), one might work directly with the scaling functions V−k, but one

might also start with some Vj, j > −k, and then add wavelet basis functions from
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Wm, −k < m ≤ j, as convenient. For example, the additional basis states could be

added throughout the sweeps of a variational algorithm to increase the resolution once

the variational estimate has converged at a given resolution, or they might only be

added locally if different spatial resolution is required in different parts of the system.

We will illustrate applications of both of these ideas to quantum many-body systems

in the remainder of this chpater.

6.3 Many-body physics in the wavelet basis

Having chosen some basis of Daubechies scaling and wavelet functions, we would like

to obtain a discrete representation of fermionic field operators in the continuum. We

will refer to the elements of the entire multiresolution basis as χα(x), where α now

enumerates all (scaled and shifted) scaling and wavelet functions that we use. Given

an operator c†σ(x) of spin σ that creates a fermion of spin σ at position x, we will

rewrite it as

c†σ(x) ≈
(

α

χα(x)c
†
ασ, (6.11)

where now c†ασ can be viewed as creating a fermion of spin σ in the basis state χα(x).

The relation becomes exact as the limit of infinite resolution of the basis is taken; in

practice, we truncate the basis at a small enough resolution based on the problem in

consideration.

Considering a single-particle Hamiltonian with a kinetic energy and a potential
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energy term,

Hsp =

5
dx c†σ(x)

/
−1

2

∂2

∂x2
+ V (x)

0
cσ(x), (6.12)

we can rewrite it in the wavelet basis as

Hsp ≈
(

αβσ

c†ασhαβcβσ (6.13)

hαβ =

5
dx χα(x)

/
−1

2

∂2

∂x2
+ V (x)

0
χβ(x). (6.14)

Note that we have used the spin symmetry of the Hamiltonian, such that hαβ need

not have spin indices; the generalization to Hamiltonians that include, e.g., spin-orbit

coupling is straightforward. Since the basis functions are compactly supported, hαβ

will be a banded matrix with the number of occupied diagonals increasing with the

order K of the basis; it is thus desirable to keep K small.

However, for this procedure to be well-defined, it is important that the derivatives

of the scaling and wavelet functions exist. As shown in Ref. [32], as the order K of

the Daubechies basis is increased, more and more derivatives exist; for example, first

derivatives exist for K > 3, while second derivatives exist for K > 7, and so on. To

avoid having to use K > 7, one can rewrite the above integral using integration by

parts,

5
dx χα(x) ∂

2
x χβ(x) = −

5
dx [∂x χα(x)] [∂x χβ(x)] . (6.15)

To evaluate these integrals in practice, we make use of the fact that Daubechies

wavelets as well as their derivatives can be evaluated exactly and efficiently at dyadic
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rationals, i.e. for x = m
2r

where m is an integer and r a non-negative integer [63, 74].

By choosing sufficiently large r such that 1/2r is much smaller than the resolution

of any basis state and rewriting the integrals as Riemann sums, the numerical error

from these integrals becomes negligible. We describe the details of how to perform

this calculation in App. E.1.

This approach is easily extended to interacting systems. We can, for example,

consider a translationally invariant density-density interaction of the form

Hint =
1

2

(

σσ′

5
dx dx′ c†σ(x)c

†
σ′(x

′) U(x− x′) cσ′(x
′)cσ(x). (6.16)

In this chapter, we will set U(x−x′) = U0 δ(x−x′) and thus obtain the wavelet-basis

interaction Hamiltonian

Hint ≈
(

α,β,β′,α′

hint, αββ′α′ c†α↑c
†
β↓cβ′↓cα′↑ (6.17)

hint, αββ′α′ = U0

5
dx χα(x)χβ(x)χβ′(x)χα′(x) (6.18)

In our numerical examples, we will consider finite-size systems, and thus need to

restrict the physical states to finite intervals. Since truncating the basis states at the

boundaries would break their orthogonality, we instead implement this by adding a

very high potential barrier (denoted as Vb throughout) outside of the finite system.

This ensures that the resulting wave functions will have a small spatial component

beyond the interval of our interest, and also have a small overlap with those wavelet

basis elements at the two spatial ends; such overlap will have a scaling as ∼ e−
√
Vb .
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This is an important point to which we will come back later. In the construction

of the wavelet basis, we consider all basis functions that overlap with the finite-size

system.

We use scaling functions at a level denoted by j0, which in principle is arbitrary

and use wavelets between levels j0 and jmin throughout the system. In order to

capture all the relevant physics in a problem, we need to choose the level jmin such

that 2jmin (basis elements’ length scale at level jmin) is small enough and in particular

smaller than the smallest length scale in the problem. If a higher resolution is needed

locally in some location, we use the multi-resolution property further and add more

wavelet functions with j < jmin to the vicinity of that location and address local

details there.

A side note, which we would like to discuss here, is that we are working in units

where ! = m = 1, and as a result only one dimension remains which we take to be

the length dimension; every energy in particular will have the dimension (length)−2.

Also, note that the wavelets have characteristic lengths. For example, the scaling and

wavelet functions at level j have a spacing of 2j in the above units.

6.3.1 DMRG simulations

At this point, we turn to performing DMRG with the wavelet basis. The wavelet

basis states define an effective lattice on which the resulting DMRG solution, which

is a matrix product state (MPS), lives. Different basis states, i.e. scaling and wavelet
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functions of different levels are sorted on this lattice based on their center of mass

position. The DMRG is numerically performed using the ITensor package [40]. We

benchmark the approach by considering the Gaudin-Yang model which is a model of

1 dimensional fermions with a δ function interaction and is exactly solvable by means

of a nested Bethe ansatz[136, 43, 44]; the details of the benchmarking procedure is

presented in appendix E.2.

We consider next the case of interacting particles in a binding potential that is

a combination of parabolic and quartic; a situation that is usual in atomic and ion

traps. The potential we consider here has the functionality

V (x) =
Vb

1 + r

-6
x

L/2

72

+ r

6
x

L/2

74
.

(6.19)

with the choice of r = 5, L = 40, Vb = 1000 which is depicted as the solid line

in Fig. 6.2 right panel. The fermions interact through a δ-function potential with

interaction strength U0 = +2. Due to the theorem by Lieb and Mattis [73], the

ground state lies in the sector with total spin eqaul to zero and thus we restrict the

DMRG to lie within this subspace.

We use the multiresolution property of the wavelet basis here and, as shown

in Fig. 6.2, use scaling and wavelet functions at the level j = −1 throughout the

region that we expect the state to have a support; however, we add one more level of

wavelets, i.e. j = −2, close to the center of the trap where a higher momentum cutoff

is required. A total number of 20 fermions are considered in this potential.

If we start form the beginning with performing DMRG taking all of the basis
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elements into account, we end up with a very dilute effective lattice model, in which

the DMRG algorithm experiences difficulties and a high number of sweeps can be

needed for a converged solution [35]. In order to avoid this, we carry out the DMRG

computation in multiple steps here: first the Hilbert space is restricted to the span of

the scaling functions at the level j = −1 only, by adding a large chemical potential

to all wavelet states, and the DMRG is performed. Note that DMRG sweeps are fast

here. The solution is then used as a seed for DMRG calculation with only one level

of wavelets, i.e. a Hilbert space consisting of scaling functions and wavelets at the

level j = −1. Ultimately, the solution to the latter DMRG computation is used as

the seed for DMRG with the complete Hilbert space, where DMRG sweep are slow;

however, a few sweeps with this procedure suffice for convergence. Furthermore, the

DMRG solutions at different steps are depicted in Fig. 6.2; one can see that as higher

resolution solutions are considered, the spin density becomes more and more free from

irregularities.

The above computation shows that with the wavelet basis, it would generally be

desired to construct a multiresolution analysis and find the solution to a variational

algorithm in a step by step fashion. This is indeed intended to circumvent the diffi-

culty arising due to the slowness of variational algorithms in dilute fermionic systems.

To put it another way, it would be beneficial if we utilize a multiresolution basis and

start the variational process at the coarsest level of the basis finding the solution

fairly fast there; one can then descend step by step into finer and finer details of
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Figure 6.2: Left: The DMRG is performed step-by-step where the Hilbert space is truncated at
a certain level of the wavelet basis. The solution of every step is used as the seed for the following
step. Right: the potential considered in the main text that is a combination of quadratic and quartic
(see main text for details). As the potetntial is deeper in the center of the trap, higher resolution is
introduced there; the center of mass position of the basis states are denoted with different colors, it
can be seen that wavelets of level −2 are only used closer to the center. Note that the y-coordinate
of the center of mass positions does not indicate anything. All the solutions showed convergence
with bond dimension equal to 100.

the problem, where the solution components on the higher resolution wavelet func-

tions should be found. However, a problem that arises with this approach is that

within a multiresolution basis, there are coarse scaling and wavelet functions of level

j0 with large supports (which capture the large scale properties of solutions) that have

nonzero overlap with many finer wavelets; this reduces the sparsity of the interaction

Hamiltonian considerably which slows down the whole procedure. Given this, we see

that using a multiresolution basis can be very costly.

Along the same line, we have observed empirically that both the Hamiltonian

MPO evaluations and DMRG sweeps are substantially faster when j0 = jmin is chosen
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which basically means that one level of scaling functions and one level of wavelets are

chosen for the basis. This value of j0 = jmin should be chosen in a way that the fine

details of the problem are captured. Note that this basis essentially spans the same

state as the one spanned by a basis with larger values of j0. The latter basis will

be more beneficial for the step by step variational algorithm, but as discussed above

adds considerably to the time that is needed for the computation.

This is not special to DMRG and other local variational methods including quan-

tum algorithms can also suffer from this problem when a step by step modification

of them is considered. However, there is a way out of this which will be detailed in

the next section.

6.4 The fine graining circuit

We saw in the previous section that although there are motivations to perform DMRG

with a multiresolution basis, the large bond dimension for the Hamiltonian MPO in

this case makes working with such a multiresolution basis inefficient. We also saw

that the Hamiltonian MPO construction is fastest when j0 = jmin is chosen as the

number of overlapping basis states will be minimal in this case. Note that these

observations hold true not only for the DMRG or tensor network algorithms as what

causes these properties is the degree to which the interaction Hamiltonian is sparse.

In this section, we discuss how it is possible to use the multiresolution property of the

wavelet basis and still work with interaction Hamiltonians that are kept quite sparse.
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We will work in general and will not have a particular variational method in mind

for this section.

The method essentially goes as follows: the Hamiltonian is the most sparse and

thus the variational procedure is fastest when j0 = jmin, that is when one works

with scaling functions and only wavelets at the same level. Noting this, we start by

carrying out the variational procedure on a coarse basis which is populated by scaling

functions and wavelets of some level j that is larger than our target jmin value; this

results in a coarse solution which describes the large scale structure of the state but

does not capture the fine details we are interested in. We note that the space that is

spanned by the scaling functions and wavelets at this given level j is the same space

as that spanned only by scaling functions at one finer level j− 1, i.e. Vj +Wj = Vj−1.

This allows us to continue the procedure in the second step by working on a basis

that contains scaling functions and wavelets at the level j − 1; there is an exact

transformation, which we call the fine graining process, that allows us to rewrite the

solution written in terms of the first step basis in terms of only scaling functions of

the second step; this way, the solution found at the first step can be used as the seed

for the variational procedure on the second step. The procedure can be continued

until convergence is achieved. Put another way, with this approach at each step,

the solution from the previous step determines the scaling functions components to

a large extent and the variational procedure works out the wavelets components.

There is in general a shallow quantum circuit that can carry out the transformation
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discussed above from each step to the next, we call this circuit the fine graining circuit.

We will detail it below.

For a given step n, we represent the elements of the basis i.e. scaling and wavelet

functions, whose level we denote as j, as different sites of a given lattice of size N

on which the computation is performed (see Fig. 6.3, top left); these lattice sites

could correspond to e.g. qubits in a quantum computer, each of which represents a

basis function with up or down spin using an encoding like Jordan-Wigner; another

possibility for this lattice is the effective lattice on which the MPS solution of the

DMRG is defined, etc. For simplicity, we assign odd sites on this lattice to the

wavelets which we denote by w sites and assign even sites to scaling functions which

we denote by s sites; the latter sites are the target sites for our fine graining procedure.

The w sites will be empty at the end of the fine graining procedure; noting this fact,

either by the construction of the variational procedure or by some auxiliary quantum

circuit, we arrange for the scaling and wavelet functions of the previous step to be

encoded in terms of the w sites of the lattice of the present step (see Fig. 6.3, middle

left). Note here that since we are considering a finite interval, we have an equal

number of w sites and s site on the lattice; this number, which is equal to N/2, is

also the number of all scaling and wavelet functions of the previous step; this allows

for the above encoding to be done.

Now one needs to perform the fine graining transformation on the lattice; if we

write the state from the previous step in a second quantized language, every creation
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Figure 6.3: Left: on the top, the lattice used for step n is shown, which employs scaling and
wavelet functions of level j. The solution of step n− 1 (with scaling and wavelet functions of level
j+1) is encoded on the w sites of the step n lattice. The fine graining transformation in this picture
can be seen as a basis transformation on the lattice of step n. Right: the parallelized Givens circuit
for the case of spinless fermions. θ values are determined at each step by requiring an element in the
matrix ũ to vanish. The depth of this circuit is around 8K, where K is the order of the Daubechies
basis. Details of the derivation of this circuit is presented in appendix E.3.

operator of basis elements at level j+1, i.e. operators like c†αj+1,σ
should be transformed

into
!

βj
Vβjαj+1

c†βj ,σ
in the fine graining process. Note that the index αj+1 runs over

both the scaling and wavelet function at level j + 1 but βj only denotes scaling

functions at level j, and σ is a spin index. The transformation matrix V is defined

as Vβjαj+1
=

+
ψβj

|ψαj+1

,
and is determined based on the Daubechies wavelet basis

properties. We have added the level index to make the notation more clear.

Such transformation can be viewed as a basis transformation on the lattice at the

beginning of step n, since we have encoded the solution from the previous step on

the w sites and we want it transformed onto the s sites (see Fig. 6.3, bottom left);

this transformation can be carried out using the approach presented in [64, 126],

i.e. decomposing a basis transformation into a series of nearest neighbor two body

gates via the use of Givens rotations on the basis transformation matrix. First we

need to incorporate the above transformation matrix V into a basis transformation

matrix u that acts on the combined lattice of step n, i.e. a transformation that does
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the following to the creation operators

c†a −→
(

b

ubac
†
b (6.20)

where a, b are indices on the lattice at step n and u is a unitary matrix. Note that spin

is also encoded in the indices a, b. It is shown in Ref. [64] that such transformation

of creation operators of a state is implemented if we act on the state by the following

operator:

U(u) = exp

-
(

ab

log(u)ba c†bca

.
(6.21)

They furthermore show that this transformation can actually be implemented in a

series of two-site unitaries such as the following

Rpq = exp
$
θpq

&
c†pcq − c†qcp

'%
, (6.22)

we take p and q to lie as nearest neighbors on the lattice we are considering, and

thus in the case of encoding fermions on qubits, a Jordan-Wigner string is not needed

to be considered here. It is shown in Ref. [64] that the unitary U(u) can be written

in terms of a number Ng of the above R matrices as: (see appendix E.3 for details)

U(u) = Rp1q1(θ1)Rp2q2(θ2) . . . RpNg qNg
(θNg), (6.23)

where the angles θj for the R matrices are determined through making the u matrix

upper diagonal by means of acting sequentially with Givens rotations rpq(θ) from the
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left on the matrix u. Each givens rotation is defined as (assuming p < q):

rpq(θ) =

8

999999999999:

1 0 . . . 0 . . . 0 . . . 0
0 1 . . . 0 . . . 0 . . . 0
...

...
. . .

...
...

...
0 0 . . . cos θ . . . − sin θ . . . 0
...

...
...

. . .
...

...
0 0 . . . sin θ . . . cos θ . . . 0
...

...
...

...
. . .

...
0 0 . . . 0 . . . 0 . . . 1

;

<<<<<<<<<<<<=

, (6.24)

where the only nontrivial rows are p, q rows. It is required that the matrix D, defined

in the following way:

D = rpNg qNg
(θNg) . . . rp2q2(θ2) rp1q1(θ1) u, (6.25)

is diagonal. In our case, we will be interested in a unitary matrix u which is real

and thus D is the identity matrix. The order in which Givens rotations act on the

matrix u and the rotation angles in Eq. (6.25) are discussed below after the matrix

u is constructed, note that this order also determines the order in (6.23) to create

U(u).

Now, we turn to the question of what form the u matrix takes in our case. Due to

a complication at the edges of the lattice, we first form an auxiliary matrix ũ which

is very close to our target matrix u. For the time being the reader may ignore their

difference. For this, we note that the w sites at the beginning are partially occupied

and they should be empty at the end of the fine graining procedure, while, the s sites

are empty at the beginning and are partially occupied at the end; this means that in

the matrix u, the only elements uba that matter for the fine graining transformation

are those with the a index corresponding to a w (odd) site; these elements lie on the

124



odd columns of u and also our auxiliary matrix ũ. We populate the odd columns of

ũ with elements of the V matrix in the following way: the column and row of ũ, to

which an element Vβjαj+1
is assigned, are determined respectively by the αj+1 and βj

indices, based on the encoding used for incorporating the previous step basis states

into the lattice of step n. Note that this leaves the odd rows on the odd columns

of u to have the value zero. Since the even sites at the beginning are unoccupied,

even columns can simply be populated by all zeros except one element equal to 1

right above the diagonal. In other words, an even column a of ũ is chosen to be a

column vector with zeros everywhere except at its a− 1 row, which will be equal to

1. This way odd sites are mapped to even sites and even sites (that are empty at the

beginning) are mapped to the odd sites in a trivial way; this whole mapping ensures

that the matrix ũ is, in a colloquial language, almost unitary.

ũ is not unitary due to a complication close to the edges of the lattice: the level

j +1 basis and the level j basis, being truncated bases to represent finite intervals of

interest, are not capable of representing all possible functionalities close to the edges.

In particular, they are not able to faithfully represent each other close to the edges,

a fact that is needed for u to be unitary. Nevertheless, this is not a problem for our

variational procedure, since by construction we should make the basis long enough

so that the solution has negligible overlap with basis functions at the end. Despite

nonunitarity of ũ, we find the sequence of Givens rotations that upper triangularize

it such as in Eq. (6.25); however, the resulting D matrix is not the identity matrix
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precisely due to the fact that ũ is not unitary. Nevertheless, an important point is

that if one subtracts the identity matrix from this D, the resulting matrix only acts

nontrivially on the sites very close to the edges. Since, as discussed above the solution

will have small overlap with these sites, we neglect the difference and replace D by the

identity to get our desired u matrix: we define u to satisfy Eq. (6.25) with the same

r matrices found for ũ, but with the left hand side equal to the identity matrix. This

furthermore allows us to get the sequence of the two site unitaries Rpq in Eq.(6.22)

to implement the fine graining procedure. The error caused by this approximation

scales as e−
√
Vb , where Vb is the potential penalty for particles outside of the spatial

interval of interest (see Sec. 6.3).

Now, we can determine the specifics of the actual fine graining circuit; it can be

obtained by starting from the lowest nonzero element in the first column of ũ and

eliminating it by a suitable Givens rotation involving this row and the one just above

it. One can sequentially eliminate elements in the first column this way until one

reaches the diagonal. Then, the same procedure is applied to the other columns of

ũ to make the matrix completely upper triangular. For concreteness, we consider

now an encoding of the spinless fermions based on the one shown in Fig. 6.3 to show

the number of required two-site unitaries. The spinful case is similar. Taking the

aforementioned form of ũ, we note that only odd columns have elements below the

diagonal; noting that odd sites correspond to wavelets and scaling functions at level

j + 1, we also note that the furthest overlapping scaling function at level j lies on
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a lattice site that is around 8K sites away. This is because the extent of each basis

element at level j + 1 is (2K − 1)2(j+1), and thus on its right, it will have nonzero

overlap with around 4K scaling function at level j (because their spacing is 2j); there

is another factor of 2, because on the lattice scaling functions of level j are separated

by a w site. As a result of all this, the total number of two-site unitaries that are

required is around 8K(N/2). Considering spinful fermions is similar and brings in

another factor of 2 for the total number of unitaries needed.

We will show how this approach can be used in a DMRG calculation with wavelets

in the next subsection. On the other hand, for the use of the fine graining procedure

in a quantum variational algorithm, one needs to parallelize the two-site unitaries to

make the whole circuit shallow. We can show that a circuit with a depth around 8K

is able to implement the Givens circuit in practice. Such a circuit is shown in Fig. 6.3

and more details about it is presented in appendix E.3.

6.4.1 DMRG with the wavelet basis

In order to illustrate validity and usefulness of the fine graining algorithm presented

above, we use it in this section in obtaining DMRG solutions in the continuum in

a step by step fashion. The problem of interacting fermions in a periodic potential

at half filling is considered and DMRG is performed in two ways: first, we consider

the problem with a fine basis from the beginning and seek the solution in a definite

number of sweeps with definite bond dimensions. Second, the step by step algorithm
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Figure 6.4: DMRG done with the wavelet basis with and without the fine graining procedure.
The parameter values used for this particular computation are as follows: L = 10, potential period
= 0.5, U0 = 3. (δ-function interaction strength), V0 = 20. An external potential with strength equal
to 1000 is imposed beyond the spatial limit of our strength i.e. for x < 0 or x > 10. Top: spin
density for the single resolution algorithm with j0 = jmin = −3 is plotted, the result is far from
convergence. A total number of 176 basis elements (88 scaling and 88 wavelet functions) are used for
discretization. Middle: spin density for the multiresolution algorithm that utilizes the fine-graining
procedure. Bottom: Energy obtained in DMRG as function of the number of sweeps taken in both
single resolution and multiresolution cases. The bond dimension is also plotted as the black dashed
line whose vertical axis is shown on the right. Two vertical gray dashed lines are plotted to show
the sweep numbers where the basis is made finer (from 44 basis elements to 88 elements and then
to 176 elements) in the multi-resolution algorithm.

is employed with the exact same number of sweeps and bond dimensions as the first

case but the basis also becomes finer as the sweeps are performed. We show that the

latter works significantly better.

Concretely, we consider a Hamiltonian whose V (x) is chosen to have the form
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V0 cos (4πx), note that the potential has a periodicity equal to 1
2
. A total length of

10 is considered and the system is solved with 20 fermions, this corresponds to the

half-filling of the potential. The model at half filling is expected to become a Mott

insulator; the strong coupling picture corresponds to having exactly one electron

per potential minimum with electron spins ordering antiferromagnetically. We have

chosen potential and interaction parameters in a way that the strong coupling picture

is relevant to some extent. See the caption of Fig. 6.4 for the actual parameter values.

Our target ultimate resolution for this problem is jmin = −3. As discussed above, we

solve the problem with two approaches:

• From the beginning all the sweeps are performed with a basis that has the

desired ultimate resolution j0 = jmin = −3.

• First the problem is solved with a basis having j0 = jmin = −1; the solution

is used as the seed for DMRG with a basis having j0 = jmin = −2; finally, the

solution is found at the finest level j0 = jmin = −3.

A typical instance of DMRG computation is considered below: starting from random

initial states, the exact same number of sweeps and bond dimensions are used in the

two cases, the bond dimensions used in DMRG sweeps are shown in the bottom panel

of Fig. 6.4 as the black dashed line. In the second case, the basis is made finer before

sweep 17 and finest before sweep 21. Spin densities in the two cases are plotted in the

top and middle panels of Fig. 6.4; the energy as a function of number of sweeps of is

also plotted on the bottom panel of Fig. 6.4. It can be seen that the multiresolution
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energy has reached convergence to a great extent; its spin density has also converged

and shows antiferromagnetic order in the form of a many body singlet. The single

resolution solution, on the contrary, is far from any convergence as is clear from the

spin density and energies plots. This shows that the fine graining algorithm is effective

in efficiently leading the DMRG solution towards the actual energy minimum.

Note that, apart from the above advantage, sweeps with coarser bases take signif-

icantly less time than with a fine basis and as a result, although the same numbers

of sweeps and bond dimensions were used, the whole process for the second approach

is faster. Furthermore, the reason for the choice of a periodic potential is that it

contains many local minima in its energy landscape, and as a result, it illustrates the

weakness point of DMRG with a dilute system more vividly.

6.5 Discussion

In conclusion, we have introduced a methodology for efficient computational study

of many body problems in the continuum; the main benefit comes from the mul-

tiresolution property of the wavelet basis which is employed to devise a systematic

scheme to fine grain a solution from coarse to fine scales. The fine graining procedure

is performed using a general shallow quantum circuit consisting of nearest neighbor

two-qubit unitaries; this makes the approach suitable for both classical and quan-

tum variational algorithms. The method is furthermore used concretely in a DMRG

calculation and the advantage of utilizing the fine-graining procedure over a single
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resolution approach is exhibited.

The prescription for performing the fine graining transformation can be modified

to implement other general basis transformations as well. As an important instance of

this, note that the solutions of the many body problems in our approach will be found

in the wavelet basis; as a result, calculation of real space quantities, e.g. entanglement

properties across a real space cut, can bring in some difficulty. However, one can use

the Givens rotations prescription and design a shallow circuit consisting of two-site

unitaries to transform the many body solution from the wavelet basis to a real space

lattice basis, in which real space quantities can be accessed directly. General basis

transformations can be dealt with in this fashion.

We expect the current work to open new paths to computationally studying many

body physics in the continuum. In particular, the use of the methods introduced here

along with tensor network algorithms or quantum algorithms to explore a variety of

extensions will be interesting; to name a few, one can consider problems in higher

dimensions, those regarding time evolution of many body states and the physics of

excited states, those in disordered systems, etc. Furthermore, the methods can be

adapted to other numerical techniques such as Hartree-Fock, etc.

131



Appendix A

Appendix for Chapter 2

A.1 The model

The Hamiltonian consists of two terms:

H = HLL +Htunneling. (A.1)

We have made everything dimensionful here to keep track of the new parameters in

terms of the magnetic field, however we will ultimately work with the dimensionless

Hamiltonian H/(!vFkθ), as in the zero-field Hamiltonian (B.1).

• HLL is the Hamiltonian corresponding to the bare LLs of each of the graphene

sheets and can be written in the following form:

HLL = P̂+ h(−θ/2) + P̂− h(θ/2). (A.2)
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where P̂± = 1±τz

2
. The single layer Hamiltonian h(θ/2) is also defined as:

h(θ/2) = !vF
/
−i∇+

eA

!
+ sgn(θ)

q0

2
+ qh

0
·
&
Rθ/2 σ

'
. (A.3)

R is a rotation matrix:

Rθ/2 =

8

99:
cos θ/2 − sin θ/2

sin θ/2 cos θ/2

;

<<= .

The single layer Hamiltonian can finally be written as:

h(θ/2) = !vF

-
σ+eiθ/2

>?
2eB

!
O + i sgn(θ)

|q0|
2

@
+ h.c.

.
, (A.4)

the operators O and O† are defined as follows using the Landau gauge A =

B (−y, 0) :

?
2eB

!
O = −∂y+kx+ |qh|−

eBy

!
,

?
2eB

!
O† = ∂y+kx+ |qh|−

eBy

!
. (A.5)

They are raising and lowering operators of LL index:

$
O,O†% = 1. (A.6)

The wave functions are extended in the x direction and harmonic-oscillator-like

(localized) in the y direction.

• Htunneling can be found by computing the matrix elements of the tunneling terms

in the LLs found above.
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– The commensurability condition is taken as follows (ℓB =
3

!
eB
):

3

2
kθ∆ =

3
√
3

4
k2
θℓ

2
B = 2πp/q, (A.7)

where ∆, the change in the guiding center induced by the tunneling term

is given by:

∆ =
√
3 kθℓ

2
B/2.

Note furthermore that since we are working with a different but equivalent

form of the tunneling, our commensurability condition is different. In terms

of the moiré pattern unit cell area, the above condition can be written as:

BA
Φ0

=
1

2

q

p
. (A.8)

– We will work with a basis of LL’s as follows: |τ, n, σ, yc〉, where τ shows the

layer, n shows LL index, σ shows sublattice and yc is the guiding center

coordinate. The guiding centers in a tunneling process can only change

with the values ±∆. Thus one can write yc as yc = y0 + (mq + j)∆, with

0 < y0 = k1ℓ
2
B < ∆, 0 < j < q − 1,

and j = j+ q. The parameter k1 defines the x component of the magnetic

Bloch momentum. Then we can do a Fourier transform on the parameter
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m and work with the new basis:

|τ, n, σ, y0, j, k2〉 =
1√
N

(

m

eik2(mq+j)∆|τ, n, σ, y0 + (mq + j)∆〉. (A.9)

The parameter k2 defines the y component of the magnetic Bloch momen-

tum.

– The tunneling term can be decomposed into three terms according to the

different spatial dependences:

Htunneling = (T0 + T1 + T2) + h.c.. (A.10)

Each term in the above form Tn is given by

1

!vkθ
Tn = τ+α e−iQn·x Tn, (A.11)

where Q0 = 0, Q1 =
√
3 kθ

"
−1

2
,
√
3
2

#
and Q2 =

√
3 kθ

"
1
2
,
√
3
2

#
and the

2× 2 matrices Tn are given by:

T0 = η σ0 + σx, T1 = η σ0 + ζ σ+ + ζ∗ σ−, T2 = η σ0 + ζ∗ σ+ + ζ σ−,

(A.12)

&
ζ = e2πi/3

'
,

– Now, each of the tunneling terms in the dimensionless form can be written
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as follows:

1

!vFkθ
〈1, n′, σ′, y′0, j

′, k′
2| T0 |2, n, σ, y0, j, k2〉 = (α) δy0,y′0 δjj′ δk2,k′2 δn′,n

〈1, σ′|T0 |2, σ〉,
1

!vFkθ
〈1, n′, σ′, y′0, j

′, k′
2| T1 |2, n, σ, y0, j, k2〉 = (α) δy0,y′0 δ(j+1)j′ δk2,k′2

× Fn′n( AQ1 ℓB/
√
2) e−

3
2
ikθy0 e−i k2∆ e−i 2πp

q (j+ 1
2)

〈1, σ′|T1 |2, σ〉 ,
1

!vFkθ
〈1, n′, σ′, y′0, j

′, k′
2| T2 |2, n, σ, y0, j, k2〉 = (α) δy0,y′0 δ(j−1)j′ δk2,k′2

× Fn′n( AQ2 ℓB/
√
2) e−

3
2
ikθy0 ei k2∆ e−i 2πp

q (j− 1
2)

〈1, σ′|T2 |2, σ〉 .
(A.13)

Where in the above equations AQj = Qj,x + i Qj,y.

– The function F reads:

Fn′n(z) =

B
C

D
(−z∗)n

′−n
3

n!
n′! L

n′−n
n (zz∗) e−zz∗/2 n′ ≥ n

(z)n−n′
3

n′!
n!

Ln−n′

n′ (zz∗) e−zz∗/2 n′ < n
. (A.14)

Lb
a is the generalized Laguerre function.

– The magnetic BZ for the magnetic momentum k = (k1, k2) is a region

given by:

0 < k1kθℓ
2
B = kθy0 <

4π

3

p

q
, 0 < k2∆ <

2π

q
. (A.15)

– Using the commensurability condition the dimensionless single layer term

can also be written as:

1

!vFkθ
h(θ/2) = σ+eiθ/2

8

:
E

3
√
3

4π

q

p
O +

i sgn(θ)

2

;

=+ h.c. (A.16)

136



(a) (b)

Figure A.1: Butterfly plots in the wide range of 1
25 ≤ Φ/Φ0 ≤ 25 for (a) α = 0.25 (θ = 2.5◦) and

(b) α = 0.35 (θ = 1.8◦). The horizontal axis uses log scale to reflect the duality between Φ/Φ0 and
Φ0/Φ. The bands for the nonmagentic case and the infinite magnetic field case (see App. A.6) are
also plotted with solid grey lines, on the far left and far right, respectively.

A.2 Small and large magnetic field correspondence

in the butterfly plots

The butterfly plots in a large range of magnetic flux ( 1
25

≤ Φ/Φ0 ≤ 25) for α =

0.25 and α = 0.35 are shown in Fig. A.1. The plots in the small magnetic regime

qualitatively agree with the result of Moon et al. [86] which was obtained at nearby

commensurate angles using a tight binding model. By comparing the low energy

levels at a flux Φ/Φ0 = q/2p < 1 and its reciprocal Φ/Φ0 = 2p/q > 1 in Fig. A.1,
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(a) (b)

Figure A.2: (a) Magnetic bands and their Chern numbers of the butterfly plot at α = 0.25.
The integer Hall conductivity σxy in unit of e2/h for the major gaps is given; the σxy = 1 gap
persists adiabatically from small to large fields. Although not shown, the band Chern numbers of
the butterfly plot at α = 0.35 has the same pattern as labeled here, except for the persisting gap
through Φ/Φ0 = 1 (the gap inside the red box): for α = 0.35 the σxy = 1 gap is closed while the
σxy = 0 gap is adiabatically continued (as shown in Fig. A.1b). (b) Butterfly plot in a wide range
of 1/25 ≤ Φ/Φ0 ≤ 25 for α = 0.30. Notice that both the major σxy = 0 and σxy = 1 gaps are closed
at Φ/Φ0 = 1, one can declare that a transition from the former behavior (α = 0.25) to the latter
(α = 0.35) happens at this value of α.

one notices a resemblance: the butterfly structure at flux q/2p and its reciprocal flux

value 2p/q look similar. One can establish the details of this correspondence by taking

a close look at the low energy magnetic bands, shown in Fig. A.2: the low energy

butterfly exhibits a left wing (Φ/Φ0 < 1) and a right wing (Φ/Φ0 > 1). Near the

left (right) edge of the left (right) wing, the magnetic bands collapse to well-defined

levels. Analyzing the weight of these levels was our major task, discussed in the main

text. At the upper edge, the levels of the left (right) wing each contain q (2p) bands,

while the levels at the lower edge (note that in the main text these levels are referred

to as the LLs in the middle of the active range) of the left (right) wing each contain

2q (4p) bands.

In the main text we have commented on the two different behaviors for the adi-

abaticity of the band weights: either the weight of the zeroth LLs of the two moiré
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DPs (consisting of 2q magnetic bands) or the weight of the two nonmagnetic bands

(consisting of 4p magnetic bands) is adiabataically continued as flux is varied through

Φ/Φ0 = 1. The former behavior is found at α = 0.25 (see Fig. A.2): the gap between

the active 2q magnetic bands (zeroth LLs of the two moiré DPs) and higher bands

persists at all flux values, while the gap between 4p magnetic bands in the active

range and the the remote bands closes at Φ/Φ0 = 1; the latter behavior is found at

α = 0.35, where the persisting gap and the closing gap are switched. Note that there

is a gap at CNP (although the two bands above and below it can also touch at this

point), which corresponds to having a vanishing Hall conductivity, σxy = 0; the Hall

conductivity (in the units of e2/h) for other gaps can then be obtained by suming

over all the Chern numbers for the bands below this gap but above CNP.

In this way, we find that the gap above CNP persisting from small to large fields

has a unit Hall conductivity, σxy = 1 for α = 0.25, and σxy = 0 for α = 0.35 (see

Fig. A.2a). Furthermore, we found that a transition between these two behaviors

happens at α ≈ 0.30, where both gaps are closed at Φ/Φ0 = 1, see Fig. A.2b. The

difference in the adiabaticity behavior found above may have observable effects in

quantum Hall experiments.

Fig. A.2a shows the Chern numbers of the LLs lying between the two major gaps

(the gap with σxy = 0 and the gap with σxy = 1). Notice that at small magnetic field

limit, the total Chern number of magnetic bands within the active range vanishes,

while for large magnetic field limit the total Chern number for the 2q bands is 2. The
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results are in accordance with a computation based on Streda’s formula.

A.3 Wannier plot

In this section we give a prescription for extracting the weight information in the

butterfly plot. The final result is the wannier plots shown in Fig. 2.2 in the main

text.

The wannier plot is a density plot, which shows the density of states ρ(n,B) as a

function of carrier density n and magnetic field B. In principle it can be obtained by

transcribing the energy spectrum (butterfly) plot according to the following method:

• The density of states are obtained by broadening the δ functions using a Lorentz

distribution:

ρ(E) =
(

i

δ(E − Ei) →
(

i

1

π

γ

(E − Ei)2 + γ2
, (A.17)

where the parameter γ is an empirical parameter. This parameter is adjusted

for each value of α to achieve optimal resolution for the Landau levels.

• The carrier density at energy E is obtained by integrating density of states from

above:

n(E) =
(

i

θ(E − Ei) →
(

i

1

π
arctan

6
E − Ei

γ

7
, (A.18)

Due to the fact that the number of magnetic bands scales with p, where p and

q are coprime numbers satisfying Φ/Φ0 = q/2p (and also noting the prescription for
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finding densities given in the main text), a normalization factor 1
2p

has to be given

to the expressions Eq. (A.17) and (A.18) when the density of a numerically found

magnetic band is calculated. This guarantees that the active range corresponds to

n ∈ [−1, 1] in a Wannier plot.

As mentioned in Fig. 2.2, the colors therein in fact correspond to a rescaled den-

sity of states ρ/ρmax, where ρmax is a large value of density of states which sets the

rightmost scale of the colorbar. The value of ρmax is different for the three subplots;

furthermore it may not be the actual largest density of states computed from the

butterfly plot. ρmax is chosen simply to obtain the best resolution of the LLs for the

figures.

A.4 Semiclassical energies

In this section of the supplemental information, we compare the energies found using

the semiclassical analysis and the energy levels in the butterfly plots at small (relevant

to experiments) fields. The semiclassical energies are shown as red dashed lines on

top of butterfly plots in Fig. A.3. Each semiclassical line is found by imposing the

relevant quantization condition on the enclosed area in different areas of the BZ; the

lines are continued until the energy reaches the saddle contour energy (see main text).

The agreement between the two sets of energies is best at α = 0.35, however,

within the magic range the agreement is less pronounced; at α = 0.5754, the agree-

ment of the edge levels is better while in the middle of the active range the LLs in
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(a) (b) (c)

Figure A.3: A comparison between LLs found using semiclassical analysis and those in butterfly
plots. The semiclassical energies are shown by red dashed lines on top of the butterfly plots.

the butterfly plot have a smaller energy than those found by semiclassical analysis.

This discrepancy can be understood by noting that at this value of α the two active

bands approach each other at the Γ point which can lead to interband mixing, and

that we are neglecting this here. Still good qualitative agreement can be seen. At

α = 0.595 finally, the edge LLs found by the two methods show better agreement as

one gets further from the edge; and in the middle of the active range, the only 3-fold

degenerate LL found in the butterfly plot is acceptably close to the 3-fold LL found

by semiclassical analysis.

A.5 Broken particle-hole symmetry

As is discussed in the main text, with the inclusion of sublattice rotation matrices

Sθ the particle-hole symmetry in the magnetic spectrum is broken. This does not

have a major effect on the filling factor sequences discussed in the main text when

the twist angle is outside the magic range. However, close to α = α1 (where the two

active bands have a quadratic band touching), the situation can be different; at α1
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(a) (b)

Figure A.4: Nonmagnetic bands close to CNP, for η = 0.82 and α = α1. The ten closest bands
and the two active bands are shown in (a) and (b) respectively. At this value of α the active bands
show a considerable asymmetry.

the nonmagnetic active bands touch each other below the energy of DPs as shown in

Fig. A.4. As a result of this, the orbits formed in the top band around the Γ point

can have lower energy than the zero energy LLs of moiré DPs, when α is close to α1.

As can be seen in Fig. A.5, for small magnetic field level crossings in the middle of

the active range can occur which can potentially result in an abrupt change of the

filling factor sequence.

A.6 Mapping the model in the infinite magnetic

field limit to a zero field model

Although the magnetic model introduced in App. A.1 looks rather complicated, it can

be simplified in the inifinte magnetic field limit B → ∞. This is due to the decoupling

of the bare LLs, which can be observed in the butterfly diagram: at infinite magnetic
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Figure A.5: Butterfly plot for the (η,R) = (0.82,Sθ) model (i.e. both lattice corrugation and
sublattice pseudospin considered) at α = 0.5754. The inset shows magnified version of the magnetic
energy levels at small fields.

field limit Φ/Φ0 = q/2p → ∞, the low energy part of the butterfly spectrum consists

of 2q magnetic bands, which are precisely the two zeroth LLs of the Dirac points

of the two graphene sheets, i.e. the zero energy solution of the part HLL which are

widened due to moiré lattice. They are infinitely apart in energy from the other LLs.

Furthermore, as magnetic field approaches infinity, the band width of each of the

2q magnetic bands tends to vanish, and eventually these 2q bands merge into one

continuous band.

As discussed in App. A.2, the butterfly plot (see Fig. A.1) shows a kind of duality

between small and large fluxes: 2q magnetic bands appear at charge neutrality point

for small fields and eventually evolve (with the possibility for a gap closing) into the

zeroth LLs at large fields; on the other hand, the 4p bands corresponding to the total

weight of the two active bands at small fields also evolve (again with the possibility
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for a gap closing) and gradually converge to charge neutrality point at large fields.

This spectral duality is reminiscent of the duality of the Harper’s equation in the

weak potential limit and the strong potential limit [118], where the flux quantization

condition of one case is the inverse of the other.

These facts motivate us to look for a simple description of the 2q bands at large

magnetic fields. Such a 2q by 2q Hamiltonian H2q×2q can be easily obtained by

projecting the Hamiltonian introduced in App. A.1 onto the 2q-fold basis of the

zeroth LLs. Crucially, H2q×2q can be interpreted differently as a fictitious Hofstadter

Hamiltonian obtained from a tight binding model on a honeycomb lattice subject to

a commensurate dual magnetic field AB. Here the tight binding model and the dual

magnetic field AB are fictitious; the sublattice index s = A1,A2 of the fictitious honeycomb

lattice in fact is dual to the zeroth LLs of layers 1 and 2, and the fictitious magnetic

field AB requires that the dual flux per honeycomb unit cell AΦ in this dual magnetic

problem is the inverse of the physical flux per unit cell AΦ/Φ0 = Φ0/Φ = 2p/q. From

now on we will refer to this fictitious theory as the dual theory for simplicity.

To be more precise, we introduce the fictitious honeycomb lattice in the dual

theory by specifying the vectors a0,1,2 from a A1 sublattice site to its three nearest

neighbor (NN) A2 sites:

a0 = (Aa, 0), a1 = (−Aa/2,Ab), and a2 = (−Aa/2,−Ab), (A.19)

where we defined

Aa = kθℓ
2
B and Ab = ∆. (A.20)
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Depending on the ratio between Aa and Ab the honeycomb may appear elongated or

compressed but this will not affect the physics we study. The tight binding Hamilto-

nian we propose in the dual theory is the NN hopping Hamiltonian on the honeycomb

lattice:

H = −t
(

i

(

j=0,1,2

c†
ri,!1

cri+aj ,!2 +H.c., (A.21)

where i runs over all A1 sublattice sites, and the hopping amplitude t = αη!vFkθ.

Let us define lattice translation vectors t1 = (3Aa/2,−Ab) and t2 = (3Aa/2,Ab) for the A1

sublattice.

Then, we apply the fictitious magnetic field AB by using the Landau gauge AA =

(−y AB, 0) (y is continuous here). The magnetic Hamiltonian AH ′ can be obtained via

a Peierl’s substitution:

AH ′ = −t
(

i

e
2πi
Φ0

!B!a!byic†
ri,!1

cri+a0,!2+e
− 2πi

Φ0

!B!a!b
2

(yi+1/2)
c†
ri,!1

cri+a1,!2+e
− 2πi

Φ0

!B!a!b
2

(yi−1/2)
c†
ri,!1

cri+a2,!2+H.c.,

(A.22)

note that yi is an integer. Next, we perform a gauge transformation

cri,!1 → e
πi
Φ0

!B!a!byicri,!1, cri+a0,!2 → e
− πi

Φ0
!B!a!byicri+a0,!2, (A.23)

under which the Hamiltonian transforms as AH ′ → AH, where

AH = −t
(

i

c†
ri,!1

cri+a0,!2 + e
− 2πi

Φ0

!Φ
2
(yi+1/2)

c†
ri,!1

cri+a1,!2 + e
− 2πi

Φ0

!Φ
2
(yi−1/2)

c†
ri,!1

cri+a2,!2 +H.c..

(A.24)

Note that we have defined flux per unit cell AΦ = AB AA, where AA = 3AaAb is the hexagonal

unit cell area of the dual honeycomb lattice. Having the purpose of getting a dual
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theory to the initial model, we impose the following commensurate flux condition

AΦ
Φ0

=
2p

q
, (A.25)

under this condition the Hamiltonian AH has new translation symmetry along vectors

At1 = (3Aa/2,−qAb), At2 = (3Aa/2, qAb) for odd q, or At1 = (3Aa, 0), At2 = (0, qAb) for even q.

Next we turn to using the Fourier transformed operators c!k,li,s instead of cri,s, where

li ≡ yi mod q. Ak belongs to the dual magnetic BZ (which is valid for q being both

odd and even)

Ak = (Ak1,Ak2) ∈
/
0,

2π

3Aa

0
×

/
0,

2π

qAb

0
=

/
0,

2π

3kθℓ2B

0
×

/
0,

2π

q∆

0
, (A.26)

And the Hamiltonian becomes

AH(Ak) = −t

q−1(

l=0

c†
l,!1cl,!2 + e−i!k·t1e

−2πi
!Φ
Φ0

(l+ 1
2
)
c†
l,!1cl+1,!2 + e−i!k·t2e

−2πi
!Φ
Φ0

(l− 1
2
)
c†
l,!1cl−1,!2 +H.c.,

(A.27)

this Hamiltonian, written in basis of cl,!1/!2, will give a 2q by 2q hermitian matrix

AH2q×2q. Comparing this with the matrix elements given in Eq. (A.13), we establish

the following relations between the corresponding quantities in the original theory

and the dual theory:

• AH2q×2q is equal to H2q×2q, if one relates Ak to the magnetic momentum of the

original magnetic theory by

Akx = kx and Aky = −ky; (A.28)
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• The dual magnetic flux is related to the original magnetic flux by

AΦ
Φ0

=
Φ0

Φ
=

2p

q
; (A.29)

• From Eq. (A.29), the magnetic fields of the original theory and the dual theory

are actually equal:

B = AB. (A.30)

This implies that in the large magnetic field limit B ∝ q/p → ∞, the dual

magnetic field AB is also large. However the dual magnetic flux per unit cell,

AΦ, approaches zero in this limit, despite AB being large. This is due to the fact

that, by definition, the dual unit cell area AA ∝ (p/q)2, while AB ∝ q/p.

Therefore, we have established a duality map between the model of App. A.1 in

the large magnetic flux limit and a dual model describing “monolayer graphene” in

small (fictitious) magnetic flux limit. A couple of observations immediately follow

from this duality:

• The bandwidth of the two zeroth LLs at infinite magnetic field is equal to that

of the tight binding model: −3 ≤ 1
t
E ≤ 3, in agreement with numerical results

(see Fig. A.2).

• At large flux Φ/Φ0 ≫ 1, the butterfly plot of the 2q magnetic bands of the

two zeroth LLs as a function of the inversed flux Φ0/Φ should be similar to the

Hofstadter butterfly plot of the honeycomb lattice [104], see Fig. A.6.
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• Since the butterfly at extreme fields admits two physical pictures (in the original

theory and dual theory), it is interesting to compute the band Chern numbers

in both theories, and try to understand their relations. Regarding this the first

claim is that the for the same band in the spectrum, band Chern number may

not be equal in the two theories. As shown above, the Chern numbers of the

group of bands near the lower or upper edges of the original model in the large

magnetic field always vanish, while the fictitious Chern numbers of the bands

calculated in the fictitious tight binding model near the upper and lower edges

have the values 1 and 2 respectively [48, 1]. The correspondence between the

Chern numbers in the two theories will be established in App. A.7.

Figure A.6: Comparison of the butterfly plots obtained from the original theory and the dual
theory. Red: the butterfly spectrum of the model in App. A.1 for α = 0.3 in the flux range
1
2 ≤ 1− Φ0/Φ ≤ 1; Green: the butterfly spectrum of the dual model (see Eq. (A.27)) – honeycomb

Hofstadter butterfly. Note that the green butterfly does not change if one uses !Φ/Φ0 as the horizontal

axis due to its mirror symmetry about !Φ/Φ0 = 1/2. In the limit !Φ/Φ0 = Φ0/Φ → 0 (i.e. the
rightmost part of the plot), the spectra of the two models become identical.
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A.7 Chern number

Quite often the quantized Hall conductivity (in units of e2/h) in an energy gap can

be determined algebraically by writing down the Diophantine’s equation describing

the gap and then applying Streda’s formula. The Chern number for a group of bands

can then be obtained by computing the quantized Hall conductivity at the energy

gap above and below this group of bands, and then take the difference. An equally

good method to determine Chern number for a group of bands is to make direct

use of the band topology by computing the berry curvature numerically. In this

method, care must be taken to make sure the numerically computed berry curvature

is gauge invariant as required by definition. Such a method has been developed in

Ref. [42], which applies to any Bloch Hamiltonian H(k) which is periodic along the

two directions of the (2D) Brillouin zone. The two methods have been shown to give

identical results in several cases [3, 48].

The situation, however, is subtle for the magnetic model (see App. A.1) we are

using here: the hermitian matrix corresponding to the Hamiltonian in the Landau

level basis, H(k), does not have the “expected” periodicity, that is being periodic with

respect to the reciprocal vectors of the magnetic translation lattice (see Eq. A.15).

The issue has to do with the fact that the Landau level basis we are using satisfies a

generalized Bloch theorem[118] rather than the original Bloch theorem. Consequently,

the numerical method for computing the Chern numbers mentioned above has to be

modified.
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To give the modified numerical method, let us first establish the correspondence

between the magnetic model in App. A.1 and the standard problem of Bloch electrons

moving in perpendicular magnetic field[118]. We first establish the correspondence

between the Landau basis. Define k1 = y0/ℓ
2
B, the Landau level basis used in App. A.1

can be written in real space

〈x|τ, n, σ, y0, j, k2〉 = Γτ,n,σ,j,k(x)

=
∞(

m=−∞
e−ik2(x−(m+ j

q
)pa)ei

2π
a
(mq+j)yφn

6
y −

6/
m+

j

q

0
pb− p

q

ab

2π
k1

77
,

(A.31)

where we defined lengths along x̂ and ŷ direction, respectively,

a =
4π√
3kθ

, b =
4π

3kθ
.

This is essentially the same basis used in Ref. [118], with a change of definition

(p, q) → (q, p) and axis (x̂, ŷ) → (ŷ, x̂). The translation vector along x̂ and ŷ is then

ax̂ and pbŷ; this essentially defines a rectangular magnetic BZ of size 2A:

(kx, ky) ∈
/
0,

2π

a

0
×

/
0,

2π

pb

0
.

The Bloch function |u(k)〉 is then written as

|uτ,σ(k)〉 =
q−1(

j=0

∞(

n=0

dτ,σ,n,j|τ, n, σ, y0, j, k2〉.
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The Bloch Hamiltonian H(k) constructed in App. A.1 gives a Hermitian matrix in

the basis |τ, n, σ, y0, j, k2〉. One then diagonalizes this Hermitian matrix numerically

to obtain the eigenvectors d(k), with entries dτ,σ,n,j(k).

We now derive the modified numerical method to computing the correct band

Chern number. Remember that in the original method of Ref. [42], the band Chern

number is obtained by summing over berry curvature of this band (or multiple bands)

in the BZ; the berry curvature B(k) is computed numerically from the eigenvectors

d(k) using a discretized and gauge invariant version of the definition:

Bnumerical(k) = iεij (∂kid(k))
† ∂kjd(k), (A.32)

where εij is the 2D antisymmetric tensor and i and j are implicitly summed.

To remedy this, one must remember that here we are using Landau levels as

the basis; thus the basis states are also functions of momentum, and may as well

contribute to berry curvature. The complete Berry curvature is then computed as

follows:

B(k) = iεij (∂ki〈u(k)|) ∂kj |uk〉
= iεij (∂kid(k))

† ∂kjd(k)

+ iεij
(

τ,τ ′,σ,σ′,j,j′,n,n′

d∗τ,σ,n,j(k)dτ ′,σ′,n′,j′(k) (∂ki〈τ, n, σ, y0, j, k2|) ∂kj |τ ′, n′, σ′, y′0, j
′, k′

2〉,

(A.33)

note that the Berry curvature receives contribution from two parts, the first from

the eigenvector d and the second from the LL basis Γ.

Now we integrate both sides over the BZ to obtain the Chern number C. Note

that the integral of the second term can be calculated analytically, which gives a −1/q
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contribution. Therefore we have

C = Cnumerical − 1/q, (A.34)

i.e. each LL contributes a fraction 1/q to the total Chern number. Note the second

term in Eq. (A.33) does not contribute to Chern number if the Bloch Hamiltonian

matrix is written under a plane wave or Wannier basis.

As an application of the formula, let us study the correspondence between the

Chern numbers obtained in the original magnetic theory (App. A.1) at large flux and

that obtained in the dual theory at small flux (see App. A.6). The Chern number of

the dual theory (the honeycomb Hofstadter butterfly problem, i.e. Eq. (A.21)) has

been obtained previously[48, 1]: each band at the edge contributes Chern number

C = 1 and each band at the charge neutrality contributes C = 2. In fact the

relation between the Chern number sequence 2, 2, ..., 1, 1 of the honeycomb Hofstadter

butterfly model and the vanishing of Chern number of our model in App. A.1 at large

field can be understood using Eq. (A.33). Take the group of 4p bands at charge

neutrality of our model at large field as an example: since C = 0, Cnumerical = 4p/q.

The dual theory has a dual magnetic BZ with an area that is equal to q/2p times the

MBZ area of the model in App. A.1. Since the Chern number for the dual magnetic

model, Cdual, is evaluated on the dual magnetic BZ, and noting that the MBZ of the

model in App. A.1 is p-fold degenerate (consisting of p identical segments along kx

direction when computing Berry curvature), we have

Cdual =
q

2p
· Cnumerical = 2, (A.35)
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this is exactly the Chern number for the zeorth Landau level of the magnetic honey-

comb [48, 1]. Note the second term in Eq. (A.33) does not contribute to the Chern

number of the dual theory, since the Hamiltonian is written in plane wave basis.

Using this line of argument, all Chern numbers in the original and the dual theory

can be understood.
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Appendix B

Appendix for Chapter 3

B.1 The model

In this Appendix, we briefly review the continuummodel of Bistritzer and MacDonald,

which is the starting point of this work. We take the Hamiltonian for the two valleys

(ξ = ±1) as

H(x) = −i
"
∇+ iξ

1
−τ z

q0

2
+ qh

2#
· (ξσx, σy)

+ α τ+
$
η β0(x) + β1(x)σ

+ + β2(x)σ
−%+ h.c..

(B.1)

The Hamiltonian and the position are made dimensionless by dividing by !vFkθ and

1
kθ

= 3aM
4π

, where aM =
√
3a
θ

is the moiré unit length (a is the distance between adjacent

carbon atoms in graphene). The Pauli matrices τ z, σz denote the layer and sublattice

degrees of freedom. There are two parameters in the above Hamiltonian: α = wAB

!vF kθ
∼

wAB

vF θ
and η = wAA

wAB
. The moiré periodic funcitons βn(x) =

!2
j=0 e

−i(ξQj)·xζξnj, are de-

fined in terms of moiré reciprocal lattice vectors Q0 = 0, Q1 =
√
3
"
−1

2
,
√
3
2

#
,Q2 =
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√
3
"

1
2
,
√
3
2

#
, and also with ζ = e2πi/3. Also, qh =

"√
3
2
, 0
#
, and q0 = (0,−1). Notice

that we have neglected the opposite rotation of sublattice matrices in the two layers

in the Hamiltonian (B.1), which is a small effect (order θ) for small twist angles; this

results in an approximate particle/hole symmetry which is detailed below along with

some other symmetries of the CM.

The presence of a C2T breaking sublattice potential is also considered in this work

which is taken to be of the form ∆ σz.

Some symmetries of the CM:

• The neglect of the rotation of the sublattice matrices results in a particle-hole

symmetry as defined in Ref. [52] (see also Ref. [114]), note that it is an intravalley

transformation:

U †
phH(−kx,ky)

"
(−x, y)

#
Uph = −Hk(x), (B.2)

where Uph = σxτ ze2i(ξqh)·x. This symmetry is preserved even if a sublattice sym-

metry breaking term is also present. One should have in mind that this particle-

hole symmetry is different from the chiral symmetry of the Chiral model, since

the latter keeps the Bloch momentum intact and the present particle-hole sym-

metry takes (kx, ky) → (−kx, ky) and also is present regardless of the value of η

within the above approximation.

• The above form of the Hamiltonian (no sublattice potential) has a C2T sym-
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metry, which also acts within a single valley:

U †
C2T H

∗
k(−x)UC2T = Hk(x), (B.3)

with UC2T = σx. In the plane waves basis, it has the form σxK, where K is the

complex conjugation.

• There is another intravalley symmetry of our interest, which is a mirror sym-

metry with respect to y:

U †
My

H(kx,−ky)

"
(x,−y)

#
UMy

= Hk(x), (B.4)

where UMy = σxτx. This symmetry is also only present when ∆ = 0, and thus

when C2T is not broken.

• There is a time reversal symmetry that acts between the two valleys:

H−k(x)
)))
∗

ξ=−1
= Hk(x)

)))
ξ=+1

(B.5)

B.2 Maximally localized hybrid Wannier functions

As discussed in the main text the maximally localized HWFs are actually maximally

localized one dimensional Wannier functions for each kx that are derived using the

method in Ref. [82]. In this Appendix a sketch of the procedure is presented, and

also special cases are discussed in more length.
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At each kx, the spread function

Ωkx,ξ =
(

m

1+
y2
,
m,kx,ξ

− 〈y〉2m,kx,ξ

2
,

where the expectation values are calculated with respect to states |kx; yc,m, ξ〉 , is

minimized through suitable gauge transformations of the Bloch functions; the spread

function consists of an invariant part ΩI, which does not change under gauge trans-

formation at all, and a contribution which can be minimized; the latter on its own

comprises a band-diagonal part ΩD = 1
Ny

!
ky

1
b2

!
m

&
−Im logMk,ξ

mm − by〈y〉m,kx,ξ

'2

and a band-off-diagonal part ΩOD = 1
Ny

!
ky

1
b2

!
m ∕=m′

)))Mk,ξ
mm′

)))
2

. Here we give more

details for the procedure discussed in the main text; starting from a smooth gauge for

the original Bloch functions, suitable off-diagonal gauge transformations are made so

that the M matrices are updated to be Hermitian. This is done by making use of the

singular value decompositions (SVD) of the M matrices as follows (for every M, one

can define the SVD to have the form M = V ΣW †, where V and W are unitary and

Σ is diagonal with nonnegative entries): starting from a point in the BZ for every kx,

say ky,0 = −3
2
or in other words the left edge of the rectangular BZ, one can do series

of gauge transformations separately along each constant kx line, so that all (except

for the last one completing the 1D loop) M matrices become Hermitian; this is done

by the Gauge transformation

&))ukx,ky ;1,ξ

,
,
))ukx,ky ;2,ξ

,'
→

&))ukx,ky ;1,ξ

,
,
))ukx,ky ;2,ξ

,'
·
1&
WV †'

ky−by
. . .

&
WV †'

ky,0

2
,

(B.6)
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where · denotes a matrix multiplication in the space of bands, and the kx, ξ indices

on W and V matrices are suppressed. In traversing the BZ in the y direction once,

one is able to define the accumulated matrix

Λkx,ξ =
1&
WV †'

−ky,0−by
. . .

&
WV †'

ky,0

2
, (B.7)

note that this matrix naively gives the prescription for a change of basis at ky,0, the

point one started with. However, we would like to end up with the state we started

with so that a smooth Bloch basis is defined throughout the 1D Brillouin zone. One

can achieve this if a series of actions are taken: at all ky points, a unique basis change

is made with the unitary matrix that diagonalizes Λkx,ξ, i.e. the matrix Vλ, where

V †
λΛVλ = λ with λ a diagonal matrix.

This last basis change updates all of the M matrices (except the last one at

−ky,0−by, more on this below) to have the form of a Hermitian matrix. The Hermitian

matrices are proportional to unity to first order in by, and this ensures that ΩOD

shown above vanishes to first order in lattice spacings. However, there remains band-

diagonal total Berry phases in this new basis which are invariant under single band

gauge transformations; these are the inverses of the eigenvalues of the Λmatrix defined

above and are at this stage accumulated in the last M matrix, i.e. at −ky,0− by. One

should make a band-diagonal gauge transformation (a phase redefinition) to ensure

that this Berry phase is distributed evenly along the one-dimensional Brillouin Zone

to make ΩD vanish as well. This final (band diagonal) gauge transformation results

in the final form Kγ for the M matrices, with a Hermitian K and a diagonal unitary
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γ for the M matrices.

Note that an evenly distributed Berry phase means that γkx,ξ is independent of

ky and in fact equal to λ
− 1

Ny . Furthermore, bear in mind that the matrix Λ† is equal

to the path ordered product of M matrices to first order in by for each kx and thus

is equal to the Wilson loop at kx to this order. Noting that eigenvalues of the Wilson

loop operators are related to the WCCs of the final bands means that eigenvalues of

γkx,ξ take the form e
2πi
Ny

ykx,n , where ykx,n denotes the Wannier charge centers at kx in

units of 1
2
aM .

The U matrices defined in Eq. (3.2), can be explicitly derived as:

Ukx,ky ;ξ =
1&
WV †'

ky−by
. . .

&
WV †'

ky,0

2
· Vλ · (λ)

− ky−ky,0
2ky,0 , (B.8)

where all right hand side matrices are evaluated at kx, ξ.

Finally, we discuss further the special cases mentioned in the main text:

• In the case where ∆ = 0, due to the C2T symmetry of the Hamiltonian, one

can work with Bloch eigenstates of Hamiltonian that are C2T symmetric. Any

inner product of two C2T eigenstates is real; this means that the M matrices

have the form exp [iµymk,ξby] + O(b2y), where µy acts in the two dimensional

band space. Thus every SVD operator VW † could be taken to be equal to

M = exp [iµymk,ξby] + O(b2y) and furthermore Vλ could be taken to be the

matrix that diagonalizes µy. Additionally, the integrals ±
4
dky mk,ξ yield the

single band total Berry phases of the two bands in the parallel transport basis
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which should be distributed evenly along the strip with kx. All this means

that the states e
±iφk,ξ√

2
(|ψk;1,ξ〉 ± i |ψk;2,ξ〉), with C2T |ψk;m,ξ〉 = |ψk;m,ξ〉, form

the parallel transport basis, if the phases are chosen properly to distribute the

single band Berry phases evenly along the y direction.

• In the case of η = 0, regardless of the value of ∆, the sublattice polarized states

form the parallel transport basis. One can argue for this as follows: starting from

∆ = 0, we note that states with opposite sublattice polarizations automatically

have zero contribution to ΩOD. Suitable single band gauge transformations are

furthermore needed to minimize ΩD as well. On the other hand, we know that

the two bands in the chiral limit are related by[117]: |ψk,ξ,1 〉 = iσz |ψk,ξ,2 〉.

This means that adding the term σz∆ to the Hamiltonian does not change the

subspace of active bands. And thus previously found sublattice polarized states

still represent the active bands subspace, and with suitable single band phase

redefinitions will form the parallel transport basis. It is important to note that

addition of ∆ does not change Wilson loop matrices for each kx, and thus the

phases chosen for ∆ = 0 in the parallel transport basis remain valid choices for

nonzero ∆ as well.

B.3 Hamiltonian in the HWF basis

In this section we describe how different terms of the Hamiltonian are derived in the

HWF basis.
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• Kinetic term:

Hkin could be written in different bases, we start by writing it in the basis of original

Bloch eigenstates:

Ek;ξ =
1

NxNy

6
〈ψk;1,ξ|
〈ψk;2,ξ|

7
Hkin (|ψk;1,ξ〉 , |ψk;2,ξ〉)

=

6
Ek;ξ

1 0

0 Ek;ξ
2

7
.

(B.9)

This defines the diagonal energy matrix Ek;ξ. The kinetic term in the HWF basis

then reads:

ty
′
c−yc ; k′x,kx ; ξ′,ξ =

1

Nx

6
〈k′

x; y
′
c, 1, ξ

′|
〈k′

x; y
′
c, 2, ξ

′|

7
Hkin (|kx; yc, 1, ξ〉 , |kx; yc, 2, ξ〉)

= δk′x kxδξ′ ξ

B
C

D
1

Ny

(

ky

eiky(y
′
c−yc)

1&
Uk,ξ

'†
Ekx,ky ;ξ Uk,ξ

2
F
G

H

(B.10)

and this defines the hopping matrix. As a result the kinetic term can be written as:

Hkin =
(

kx,y′c,yc,m
′,m,ξ,s

|kx; y′c,m′, ξ, s〉 〈kx; yc,m, ξ, s| t
y′c−yc ; kx ; ξ
m′m (B.11)

Where spin index has also been added trivially.

• Interaction terms:

The electron-electron interactions involve all electrons regardless of which moiré

bands of the CM they belong to. However, here we are making an assumption that

the gap between the active bands and the remote bands is large compared to the

electron-electron interactions and thus it is legitimate to take the active bands as

rigidly empty or full.
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First, we discuss the four Fermi interaction Hamiltonian between the electrons in

the active bands in the HWF basis; it takes the following form, the notation will be

changed from yc to y in HWF indices:

Hint =
1

2

1

N2
x

(

[kx] ; [y] ; [m]

(

ξ,ξ′,s,s′

I[kx] ; [y] ; [m],ξ,ξ′

c†kx,1,y1,m1,ξ,s
c†kx,2,y2,m2,ξ′,s′

ckx,3,y3,m3,ξ′,s′
ckx,4,y4,m4,ξ,s

,

(B.12)

with the coefficients shown by I as follows:

I[kx] ; [y] ; [m],ξ,ξ′ =
1

N2
y

(

[ky ]

ei(ky,1y1+ky,2y2−ky,3y3−ky,4y4)

I
1

NxNyA
(

G

δk1+k2−k3−k4,G ×
-
(

∆G

Ṽ (k1 − k4 −∆G) λm1,m4,ξ (k1,k4,∆G)λ∗
m3,m2,ξ′ (k3,k2,∆G−G)

.J
.

(B.13)

In the above equation, we take the electron electron potential to have the form

Ṽ (q) = e2

4πε
2π√
q2+µ2

. Furthermore, the form factors are defined in terms of certain

inner products of parallel transport basis:

λm1,m4,ξ (k1,k4,∆G) =
(

G1

(

στ

φ̃∗
k1,m1,ξ

(G1, στ) φ̃k4,m4,ξ(G1 +∆G, στ), (B.14)

where, the φ̃’s are coefficients for expansions of parallel transport Bloch states in

terms of plane wave states, i.e.
)))ψ̃k;m,ξ

*
=

K
NxNy

!
G,στ φ̃k,m,ξ(G, στ) |ψk+G,στ,ξ〉.

Second, we discuss the terms shown in the main text by HMF,0. Although remote

bands are not treated as dynamical, a proper projection of the interacting Hamiltonian

onto the active bands needs inclusion of an induced mean field potential due to the
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filled remote bands on the electrons in the active bands. This contribution will have

the form:

HMF, ind =
(

αα′

-
(

ββ′

(Vα,β,β′,α′ − Vα,β,α′,β′)

.
c†αcα′ , (B.15)

where α,α′ run over active bands and β, β′ run over remote bands below CNP.

In addition to that, as discussed in the main text, we have taken the zero point

of the HF to be at the CNP of the moiré bands. This means that at CNP, the single

electron/hole dispersions as given by the CM should be unaltered under HF. In order

for this to be true, we subtract the HF effect of the moiré CNP noninteracting state

from the Hamiltonian. The addition of these two effects will result in the form given

in Eq. (3.7) in the main text for HMF,0.

There is a subtlety in the projection approach outlined above; with the above

projected model at hand, we have considered changing the interaction strength in our

study presented in the main text, this alters the coefficients of both Hint and HMF,0 (a

change in the dielectric constant, for example, could result in this effect). However,

such a change will result in a different single electron/hole potential according to

(B.15); in particular, the single layer Fermi velocity vF and the interlayer tunneling

parameters wAA, wAB will be renormalized, and other single particle terms will be

induced or altered, these can include for example nonlinearities in the single layer

dispersion in general, etc. . A change in vF , wAA, wAB parameters will tune the system

away from the magic angle range. In this work, we have assumed that such change

could be compensated by a change in the twist angle so that the system is tuned back
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to the new magic value for the twist angle as the interaction strength is altered. We

have furthermore assumed that other induced effect (such as the monolayer nonlinear

dispersion) could also be corrected by some means or are negligible and do not result

in an appreciable effect. These assumptions allows us to also change the interaction

strength in the terms correcting the zero point of our HF, and we will be left with

the form in Eq. (3.7) with the interaction strength altered.

• Symmetries:

– The C2T , when present, acts on the parallel transport basis as stated in

the main text, transforms one band to the other with k unchanged:

L
r, στ

)))ψ̃k,m,ξ

*
=

L
−r, σ̄τ

)))ψ̃k,m̄,ξ

*∗
. (B.16)

This in turn implies:

〈r, στ |kx, y,m, ξ〉 = 〈−r, σ̄τ |kx,−y, m̄, ξ 〉∗ = 〈(2yŷ − r) , σ̄τ |kx, y, m̄, ξ 〉∗
(B.17)

Note that y is an integer times aM
2

and we have used the translational

properties shown in Fig. 3.1a.

– The particle hole symmetry exchanges the two bands of the HWFs basis,

taking kx to −kx. In the parallel transport basis the states can be related

by this transformation as follows:

L
r, στ

)))ψ̃k,m,ξ

*
= (−1)m i

M
e−i(2ξqh)·r (−1)1+τ

L
(−x, y), σ̄τ

)))ψ̃(−kx,ky),m̄,ξ

*N
.

(B.18)
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The factor (−1)mi in the above equation can be derived in the C2T sym-

metric case explicitly; it furthermore can be maintained in the ∆ ∕= 0 case

as well by appropriate phase redefinitions. The above property, further-

more, results in the symmetry of WCC positions under kx ↔ −kx, as seen

in Fig. 3.1b.

– The time reversal symmetry also relates the HWF states in the valleys in

the following fashion:

〈r, στ |kx, y,m, ξ〉 =
+
r, στ

))−kx, y,m, ξ̄
,∗

. (B.19)

This symmetry can also be viewed in the parallel transport basis as:

L
r, στ

)))ψ̃k,m,ξ

*
=

L
r, στ

)))ψ̃−k,m,ξ̄

*∗
. (B.20)

• Extra symmetry of the interaction term:

Interestingly, when C2T is present, the above equations show that under si-

multaneous action of the symmetries C2T , particle hole, time reversal and My

(not exhibited above for the parallel transport basis) on a parallel transport

band, one obtains the other band with the same Chern number, i.e. one with

the parallel transport band number and valley number swapped; explicitly, it

is straightforward to show that the wave functions in these two bands satisfy

the following relation (we will use the parallel transport basis for the following
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argument and not the HWF basis):

L
r, στ

)))ψ̃k,m,ξ

*
= (−1)τe−i(2ξqhi)·r

1
(−1)m̄

L
r, σ̄τ̄

)))ψ̃k,m̄,ξ̄

*2
. (B.21)

This means that if one acts with this intra-Chern-sector transformation on one

creation and one annihilation operator with the same spin and valley indices in

the interaction terms,

c†k1,m1,ξ,s
c†k2,m2,ξ′,s′

ck3,m3,ξ′,s′
ck4,m4,ξ,s

, (B.22)

the matrix element of the interaction remains unchanged; this implies the

existence of a symmetry of the interaction term of the Hamiltonian, which we

discuss for the chiral limit and also away from the chiral limit separately below:

– η = 0, magic angle: in the chiral limit, since the parallel transport basis

is sublattice polarized, the interaction in Eq. (B.22) becomes of density-

density type in the band index as well as the spin and valley indices.

This, along with the above observation of the invariance of interaction

matrix elements, implies that the interaction terms could be grouped to-

gether so that only fermion bilinear terms

6
c†k1,1,K

c†k1,2,K′

7
8

99:
ck4,1,K

ck4,2,K′

;

<<=

and

6
c†k1,2,K

c†k1,1,K′

7
8

99:
ck4,2,K

ck4,1,K′

;

<<= appear in the four Fermi terms of the

interaction, where the spin indices are suppressed. This means that sepa-

rate unitary transformations within each Chern sector keep the interaction

intact. Upon further including the spin rotation symmetry as well, one re-
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covers the two separate U(4)× U(4) symmetries of the two Chern sectors

discussed in Ref. [21].

– η = 0, away from the magic angle: in the chiral limit, the non-interacting

Hamiltonian can be written in the parallel transport basis as follows:

Hkin = εk

1
c†k,1,K ck,2,K − c†k,2,K′ ck,1,K′ + h.c.

2

=
"
c†k,1,K −c†k,2,K′

#>
ck,2,K
ck,1,K′

@
+ h.c.,

(B.23)

suppressing the spin indices. The creation operators in the row vector cor-

respond to one Chern sector and the annihilation operators in the column

vector belong to the opposite Chern sector; this shows that the two uni-

tary matrices acting on the two separate Chern sectors need to be related

so that the kinetic term remains invariant as well. In other words, if, for

example, the 2× 2 unitary U is used for the C = +1 sector, Uµz (µz is the

Pauli matrix acting on the above doublets of fermion operators) should be

used for the C = −1 sector. This reduces the symmetry group to U(4)

when spin is also included.

– η ∕= 0: away from the chiral limit, apart form the bilinears

6
c†k1,1,K

c†k1,2,K′

7
8

99:
ck4,1,K

ck4,2,K′

;

<<= and

6
c†k1,2,K

c†k1,1,K′

7
8

99:
ck4,2,K

ck4,1,K′

;

<<= ,

other combinations also appear in the four Fermi interaction; these terms
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could be written as:

6
c†k1,1,K

c†k1,2,K′

7
8

99:
ck4,2,K

ck4,1,K′

;

<<= and

6
c†k1,2,K

c†k1,1,K′

7
8

99:
ck4,1,K

ck4,2,K′

;

<<= .

This again means that the unitaries in the two Chern sectors should be

related, and in fact identical so that these new terms also remain invariant.

This results in the symmetry group U(4) with spin included; this last

symmetry of the interaction term away from the chiral limit does not

survive when the noninteracting terms of the Hamiltonian are considered.

B.4 Particle-hole symmetry between ν = +3 and

ν = −3

In this Appendix, we discuss how the particle hole symmetry of the CM is displayed

in the way the many body states are transformed between the two fillings ν = ±3. We

should note that for general η, we have an approximate particle hole symmetry which

needs a kx → −kx transformation as well. As was discussed in the main text, this

particle hole symmetry is broken in our numerical results for the first study, i.e. when

the HF zero point is taken at ν = −4, or in other words when only the HWF basis

hoppings along with the interaction between particles in the active bands are kept.

It is broken even in the limit of η = 0, i.e. the chiral model regardless of the value
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of ∆. We will furthermore argue that had we started with a model where the zero

point of the HF is at ν = +4, we would have gotten the particle hole transformed

version of the same model; in this model holes will play the role of electrons. Finally

we will sketch how the particle hole symmetry is retained in the projected model of

our second study.

We consider the model of our first study in the chiral limit for simplicity. The

chiral symmetry of the model in this limit indicates that each state with an energy

E(k) has a counterpart with the same k value that but opposite energy −E(k).

Note again that this is different from the particle hole symmetry we discussed above

(the latter is present with an approximation of neglecting the rotation of sublattice

matrices); we only consider the chiral limit in the following but very similar reasoning

can be done for the particle hole symmetry at general η. The two states with energies

±E(k) could be written in terms of each other as |ψk,1,ξ〉 = i σz |ψk,2,ξ〉, where the

indices 1, 2 correspond to states within the two active bands. Thus, it is easy to form

sublattice polarized states:

c̃†k,m,ξ =
eiφkx;ky,m,ξ

√
2

1
c†k,1,ξ + (−1)mi c†k,2,ξ

2
. (B.24)

It has been argued in the main text and the Appendix that the states in the parallel

transport basis also have such a form and thus we take c̃†k,ξ,m to be the creation

operator in the parallel transport basis. One can get the maximally localized HWFs

by doing a Wannier transform:

c†kx;y,m,ξ =
1

Ny

(

ky

e−ikyy c̃†k,m,ξ. (B.25)
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Note that on the left hand side, i.e. Fermi operators in the HWF basis we are not

using ·̃ signs anymore. We will also drop the subscript of kx. The kinetic term of the

Hamiltonian in terms of these states reads:

Hkin|∆=0 =
1

NxNy

(

ξ,k

εk,ξ

1
eiϕk,ky,ξ c̃†k,1,ξ c̃k,2,ξ + e−iϕk,ky,ξ c̃†k,2,ξ c̃k,1,ξ

2

=
1

Nx

(

ξ,k,yy′

1
t y

′−y,k,ξ c†k,y′,1,ξ ck,y,2,ξ +
"
t y

′−y,k,ξ
#∗

c†k,y,2,ξ ck,y′,1,ξ

2
,

(B.26)

where ϕk,ky ,ξ = φk,ky ,2,ξ − φk,ky ,1,ξ, and the hopping parameter reads

t y
′−y,k,ξ =

1

Ny

(

ky

eiky(y
′−y)

$
εk,ξ e

iϕk,ky,ξ
%
,

and the subscript of kx is not shown from here on. When the sublattice potential

term is also present, we have argued above that since the term σz∆ keeps the active

bands subspace intact at each k, the states shown in (B.24) still form the HWF basis;

it is straightforward to work out the sublattice potential form as well, since HWF

basis is sublattice polarized:

H∆ =
1

Nx

∆
(

ξ,k,y

1
c†k,y,1,ξ ck,y,1,ξ − c†k,y,2,ξ ck,y,2,ξ

2
. (B.27)

We also note that φk,ky ,2,ξ = −φk,ky ,1,ξ, regardless of the value of ∆.

Now, it is straightforward to check that the terms in Hkin, including the ∆ term,

have the same form in terms of d operators as that in terms of c operators, where

they are defined as in the following particle hole transformations:

c†k,y,1,ξ = dk,−y,2,ξ, c†k,y,2,ξ = −dk,−y,1,ξ, (B.28)
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Figure B.1: Eigenvalues of the single hole potential shown in (B.31). The following set of paramters
has been used: η = 0, α = 0.58, ∆ = 1.9meV, ℓξ = 0.1aM , gint = 0.1. Lower energies are available
for smaller kx values. A magnified view of smallest energies is shown in panel (b).

This means that Hkin is particle hole symmetric with the above prescription. Spin

indices could be trivially added to the above terms.

One should furthermore consider the interaction term; the interaction in general

can be written as follows:

Hint =
1

2

(

k’s, y’s

(

ξξ′ss′

(

mm′

Vk1y1ξm; k2y2ξ′m′; k3y3ξ′m′; k4y4ξm

1
c†k1,y1,m,ξ,s c

†
k2,y2,m′,ξ′,s′ ck3,y3,m′,ξ′,s′ ck4,y4,m,ξ,s

2
.

(B.29)

Since, 〈r, στ |k1y1mξ 〉 = 〈−r, σ̄τ |k1(−y1)m̄ξ〉∗, the interaction terms have the fol-

lowing relations between themselves:

Vk1y1ξm; k2y2ξ′m′; k3y3ξ′m′; k4y4ξm = Vk4(−y4)ξm̄; k3(−y3)ξ′m̄′; k2(−y2)ξ′m̄′; k1(−y1)ξm̄.
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The interaction thus takes the following form in terms of the d operators:

Hint =
1

2

(

1234

V1,2,3,4 d†1 d
†
2 d3 d4

+
(

123

d†2 d3 (−V1231 + V1213)

+
1

2

(

12

(V1221 − V1212) ,

(B.30)

where for simplicity a change of notation has been made 1 ≡ (k1, y1, ξ, s,m), and so

forth. The first term above is identical in form to the original interaction Hamiltonian

in terms of c operators. However, there are terms quadratic in d, the single hole terms,

that were not present in the original Hamiltonian. Note that the terms on the third

row are constant. The terms on the second row, on the other hand, turn out to be

kx-dependent and thus impose a single hole potential; this is the origin of the particle

hole asymmetry between the fillings ±3, as was discussed in the main text. Note

that unlike this situation, in the usual Hubbard model with a single band, nearest

neighbor hopping and constant on-site interaction for example, the analogue of this

term is just a redefinition of the chemical potential.

The single hole potential introduced above has the following explicit form:

(

k2y2y3

(

m2ξ2s2

d†k2,y2,m2,ξ2,s2
dk2,y3,m2,ξ2,s2

(

k1y1;m1ξ1

/
− 2Vk1y1ξ1m1; k2y2ξ2m2; k2y3ξ2m2; k1y1ξ1m1

+ δξ2ξ1δm2m1 Vk1y1ξ1m1; k2y2ξ1m1; k1y1ξ1m1; k2y3ξ1m1

0
,

(B.31)

This single hole potential has been calculated numerically for a special case and its

eigenvalues are formed, see Fig.B.1. One can observe that hole states with kx closer
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to 0 are preferred.

We briefly mention here what form of a particle hole transformation should be

used, instead of (B.28), when η ∕= 0 which mean that there is no chiral symmetry in

the model. Generically and regardless of the value of ∆, the following transformation

could be used:

c̃†k,1,ξ = d̃−k̃,2,ξ̄
, c̃†k,2,ξ = −d̃−k̃,1,ξ̄

, (B.32)

where for k = (kx, ky), we define k̃ = (−kx, ky). Note that for the sake of clarity

we have expressed the particle hole transformation for creation and annihilation op-

erators in the parallel transport basis, i.e. before the hybrid Wannier transformation

is performed. It is straightforward to re peat the manipulations detailed above also

with this transformation. If ∆ = 0, the C2T is present and one can use a particle

hole transformation that works within each valley:

c̃†k,1,ξ = d̃
k̃,2,ξ

, c̃†k,2,ξ = −d̃
k̃,1,ξ

. (B.33)

It is worthwhile to note that (B.32) preserves the Chern number of the band, while

(B.33) takes it to the opposite value. In Fig. 3.4a of the main text we have used the

latter transformation since C2T is present.

It is simple now to see how one could obtain a model with its HF zero point at

ν = +4; by requiring the second row in Eq. (B.30) to be cancelled by the terms in

HMF,0. Note that this will result in a Hamiltonian which is identical to the one we

used in our first study, except that the electrons are replaced by holes. It is also

easy at this point to check that the model with its zero point at the CNP is particle
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hole symmetric. This happens due to the particular form that HMF,0 takes for this

choice, i.e. Eq. (3.7); it is straightforward to check that the sum of HMF,0 with the

terms on the second row of Eq. (B.30) takes the form of HMF,0 again but particle hole

transformed.

B.5 Comparison with other Hartree Fock studies

In this Appendix, we compare our approach and results on the HF stability of QAHE

with other recent HF studies, namely Refs. [77, 75, 133, 21]. We first summarize our

results: our numerical analysis shows that with the physical choice of η ≈ 0.8, we

observe a robust QAHE for ν = −3 and ν = +3, if we set the zero point of our HF

approach to be at ν = −4 and ν = +4 respectively. This QAHE is a consequence of

valley, spin and band (in the HWF basis) polarization in the HF solutions. On the

contrary, if the HF zero point is taken at the CNP, there is a particle hole symmetry

between the many body states found at ν = ±3; we only observe QAHE in small

windows of parameters in either of these two filling factors for the choice of η = 0.8.

Based on these observations and following a phenomenological argument, we expect

the model with the HF zero point set at ν = +4 to be most relevant to physics seen

in TBG samples exhibiting QAHE. In the following, we compare the results of this

model with those presented in some of the recent related HF studies.

We start with Ref. [133], where a HF study is carried out keeping the remote bands

as dynamical in the analysis. Furthermore, the zero point of the HF Hamiltonian is
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taken at the CNP of decoupled monolayer graphene sheets. These authors have

considered several filling factors, for example at CNP, they observe an interaction

induced gap corresponding to a C2T broken phase for large enough interaction. On

the other hand, in the insulators they obtain at the fillings ν = ±1 and ν = ±3,

C2T is not necessarily broken and thus the many body states at these fillings do not

automatically show QAHE. This is in contrast to our findings outlined above where

an insulator exhibiting QAHE could be observed at one of these two fillings depending

on the choice of the HF zero point.

We next turn to Ref. [77], where a HF study has been implemented taking only

the active bands as dynamical. The zero point of their HF is set at the CNP of the

active bands, and this makes their model similar to the one in one of our studies.

The focus of this work is on the CNP and they report observing a variety of different

symmetry broken insulating states in their numerical results, including C2T broken,

spin/valley polarized, etc. Ref. [21], on the other hand, deals with the full set of moiré

bands in the HF analysis, but with the main focus on the CNP also. Interestingly,

the U(4)×U(4) symmetry of the chiral model (η = 0) discussed in this work can also

be seen in the HWF basis (and also the parallel transport basis) as discussed in the

capter 3; for general η, when C2T is present, an interaction-only model consisting of

active bands only displays a U(4)× U(4) symmetry (see Appendix B.3).

Finally, we consider Ref. [75], where a HF study taking all bands into account has

been presented. The authors consider several filling factors, and in particular, they
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are able to see a QAHE at ν = ±3; the presence of a significant sublattice potential

is crucial for the QAHE to materialize. This is in contrast to the present work, where

the presence of a sublattice potential can make the QAHE stronger, but it is not

necessary for the occurrence of the required flavor polarization. Within our study, we

observed that a larger interaction strength could compensate for the absence of the

sublattice potential.
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Appendix C

Appendix for Chapter 4

C.1 Linear wave analysis with anisotropy

In this section, we present the magnon spectrum when the anisotropy is present, and

separately discuss the cases of Ising anisotropy (β > 0) and XY anisotropy (β < 0).

C.1.1 Ising Anisotropy

Following the parametrization in equation (15), The Hamiltonian near the saddle

point Ncl
l is

H =(∇xφ1)
2 + (∇xφ2)

2 − αΦ̂(x) cos(φ1 − φ2)− β(cos2 φ1 + cos2 φ2)

+(∇xu1)
2 + (∇xu2)

2 + (∇xv1)
2 + (∇xv2)

2 − v21(∇xφ1)
2 − v22(∇xφ2)

2

−1

2
αΦ̂(x)

$
2v1v2 + cos(φ1 − φ2)(2u1u2 − u2

1 − u2
2 − v21 − v22)

%

+ β(u2
1 cos 2φ1 + u2

2 cos 2φ2 + v21 cos
2 φ1 + v22 cos

2 φ2) + . . . ,

(C.1)
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where the first line is the 0th order contribution, and the dots in the end represent

higher-order terms in u and v. Switching to the symmetric and anti-symmetric basis,

this becomes

H =Hcl +
1

2

$
(∇xus)

2 + (∇xua)
2 + (∇xvs)

2 + (∇xva)
2
%

− 1

8

O
(v2a + v2s)[(∇xφa)

2 + (∇xφs)
2] + 4vsva∇xφa∇xφs

P

+
α

4
Φ̂(x)

$
−v2s(1− cosφa) + v2a(1 + cosφa) + 2u2

a cosφa

%

+
β

4

$
(v2s + v2a) + (2u2

s + 2u2
a + v2s + v2a) cosφs cosφa − (4usua + 2vsva) sinφs sinφa

%

(C.2)

where Hcl is defined in equation (10) of the main text.

For the second order terms of the Hamiltonian, we go to the Lagrangian by

L2 =
1

2v2
&
|∂tus|2 + |∂tua|2 + |∂tvs|2 + |∂tva|2

'
− H2, (C.3)

which leads to the following coupled linear wave equations for u, v’s:

∂2
t us = v2q2m

$
∇2

xus − β(cosφs cosφaus − sinφs sinφaua)
%
,

∂2
t ua = v2q2m

1
∇2

xua − αΦ̂(x) cosφaua − β(cosφs cosφaua − sinφs sinφaus)
2
,

∂2
t vs = v2q2m[∇2

xvs +
1

4

&
vs(∇xφs)

2 + vs(∇xφa)
2 + 2va∇xφs∇xφa

'
+

α

2
Φ̂(x)(1− cosφa)vs

− β

2
(vs + vs cosφs cosφa − va sinφs sinφa)],

∂2
t va = v2q2m[∇2

xva +
1

4

&
va(∇xφs)

2 + va(∇xφa)
2 + 2vs∇xφs∇xφa

'
− α

2
Φ̂(x)(1 + cosφa)vs

− β

2
(va + va cosφs cosφa − vs sinφs sinφa)].

(C.4)

Taking us/a(x, t) = eiωtus/a(x) and using the Bloch ansatz (with k = k/qm being
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the dimensionless quasi-momentum vector),

us/a(x) = ûs/a(x)e
ik·x, vs/a(x) = v̂s/a(x)e

ik·x, (C.5)

we obtain

ω2ûs = −v2q2m
$
(∇x + ik)2ûs − β(cosφs cosφaûs − sinφs sinφaûa)

%
,

ω2ûa = −v2q2m

1
(∇x + ik)2ûa − αΦ̂(x) cosφaûa − β(cosφs cosφaûa − sinφs sinφaûs)

2
,

ω2v̂s = −v2q2m[(∇x + ik)2v̂s +
1

4

&
v̂s(∇xφs)

2 + v̂s(∇xφa)
2 + 2v̂a∇xφs∇xφa

'

+
α

2
Φ̂(x)(1− cosφa)v̂s −

β

2
(v̂s + v̂s cosφs cosφa − v̂a sinφs sinφa)],

ω2v̂a = −v2q2m[(∇x + ik)2v̂a +
1

4

&
v̂a(∇xφs)

2 + v̂a(∇xφa)
2 + 2v̂s∇xφs∇xφa

'

− α

2
Φ̂(x)(1 + cosφa)v̂a −

β

2
(v̂a + v̂a cosφs cosφa − v̂s sinφs sinφa)].

(C.6)

In the collinear phase, the Neel vectors in the two layers are uniform and point

either to the +ẑ or the −ẑ direction. Namely, there are four possible combinations

that are degenerate in energy: (φs,φa) = (0, 0), (2π, 0), and (π, π), (π,−π). The last

two of them satisfying cosφs = cosφa = −1 have the same discrete symmetry as

that of the twisted-s phase, i.e. a simultaneous spin reflection Nz → −Nz and layer

exchange. For this type of solutions, (C.6) reduces to a pair of degenerate equations

for (us, va) and (ua, vs):

ω2ûs = −v2q2m[(∇x + ik)2 − β]ûs,

ω2ûa = −v2q2m[(∇x + ik)2 + αΦ̂(x)− β]ûa.
(C.7)

For the other two solutions with cosφs = cosφa = 1, (C.6) reduces to a pair of

degenerate equations for (us, vs) and (ua, va) instead. The us and ua modes satisfy
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the same set of equations as in (C.7) upon substituting α → −α. We will choose the

cosφs = cosφa = −1 case below for concreteness.

The twisted-a phase is the only one that involves the interplay between the sym-

metric and anti-symmetric modes. As can be observed from (C.6), the us, ua modes

are mixed, so are vs and va; the four branches thus combine into two, which we will

simply label as u and v. There is one Goldstone mode in the v-branch.

In the twisted-s phase, the four equations decouple, and there is again one Gold-

stone mode corresponding to the out-of-plane rotation vs.

ω2ûs = −v2q2m
$
(∇x + ik)2 + β cosφa

%
ûs,

ω2ûa = −v2q2m

1
(∇x + ik)2 − αΦ̂(x) cosφa + β cosφa

2
ûa,

ω2v̂s = −v2q2m[(∇x + ik)2 +
1

4
(∇xφa)

2 +
α

2
Φ̂(x)(1− cosφa)−

β

2
(1− cosφa)]v̂s,

ω2v̂a = −v2q2m[(∇x + ik)2 +
1

4
(∇xφa)

2 − α

2
Φ̂(x)(1 + cosφa)−

β

2
(1− cosφa)]v̂a.

(C.8)

The magnon bands in the three phases are shown in figure C.1.

Similar to the isotropic case, the magnon bands flatten at large α due to their

confinement in the disconnected domains in a large potential. Below we show an

example α = 19, β = 9 in the twisted-a phase.
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Figure C.1: Top row: The ten lowest magnon bands in the collinear phase for the four branches,
where we have chosen cosφs = cosφa = −1. The dimensionless parameters are α = 1, β = 9.
Middle: Magnon bands for the two branches u, v in the twisted-a phase at α = 9, β = 1. Bottom:
Twisted-s phase for the four decoupled branches at α = 2, β = 0.2.
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Figure C.2: Flattening of magnon bands in the twisted-a phase at α = 19, β = 9.

C.1.2 XY Anisotropy

Now we turn to the case d < 0, where the Neel vectors tend to lie in the XY plane.

We thereby choose the following ansatz:

Nl =
3

1− u2
l − v2l N

cl
l (x) + ulul(x) + vlvl(x),

Ncl
l =sinφlx̂+ cosφlŷ, ul = cosφlx̂− sinφlŷ, vl = ẑ.

(C.9)

The Hamiltonian at the saddle pointNcl
l is Hcl =

1
2
[(∇xφs)

2 + (∇xφa)
2]−αΦ̂(x) cosφa.

Classically, the system behaves as if there is no anisotropy, and φs is uniform every-

where. Near the saddle point, following the same procedure as the section above, we
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obtain in the symmetric/anti-symmetric basis:

H2 =
1

2

$
(∇xus)

2 + (∇xua)
2 + (∇xvs)

2 + (∇xva)
2
%
− 1

8
(v2a + v2s)(∇xφa)

2

+
α

4
Φ̂(x)

$
−v2s(1− cosφa) + v2a(1 + cosφa) + 2u2

a cosφa

%
+

β

2

$
(v2s + v2a)

%
,

(C.10)

where the parametrization β = 2|d|/ρq2m has been used in the last line, which is

slightly modified from that in the main text (where β = 2d/ρq2m). The corresponding

Lagrangian then leads to the following linear wave equations:

∂2
t us = v2q2m∇2

xus, ∂2
t ua = v2q2m

1
∇2

xua − αΦ̂(x) cosφaua

2
,

∂2
t vs = v2q2m[∇2

xvs +
1

4
vs(∇xφa)

2 +
α

2
Φ̂(x)(1− cosφa)vs − βvs],

∂2
t va = v2q2m[∇2

xva +
1

4
va(∇xφa)

2 − α

2
Φ̂(x)(1 + cosφa)vs − βva].

(C.11)

All the four branches decouple and almost reduce to the the isotropic form as in the

main text, up to the constant shift of β in the v-branches. With the Bloch ansatz,

the above equations become

ω2ûs = −v2q2m
$
(∇x + ik)2ûs

%
,

ω2ûa = −v2q2m

1
(∇x + ik)2ûa − αΦ̂(x) cosφaûa

2
,

ω2v̂s = −v2q2m[(∇x + ik)2v̂s +
1

4
v̂s(∇xφa)

2 +
α

2
Φ̂(x)(1− cosφa)v̂s − βv̂s],

ω2v̂a = −v2q2m[(∇x + ik)2v̂a +
1

4
v̂a(∇xφa)

2 − α

2
Φ̂(x)(1 + cosφa)v̂a − βv̂a].

(C.12)

There is one Goldstone mode in the ûs branch, corresponding to the rotation in the

XY plane. As α increases, we will again observe the flattening of ua and vs bands.

We plot an example in the twisted phase in the figure C.3 below.
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Figure C.3: The ten lowest magnon bands for the four branches at α = 9, β = 1 in the XY-
anisotropy case.

C.2 General perturbative solution of the Euler La-

grange equations

We will encounter the following energy functional and the subsequent partial differen-

tial equation in different situations in this work and thus we will first present a general

study here. One needs to minimize an energy density functional of the following form:

Hcl =
1

2
|∇xφ|2 − α (ξ(x) + ξ0) cosφ. (C.13)

ξ(x) is a periodic function defining a triangular lattice, and it has zero mean

5

unit cell

d2x ξ(x) = 0,

over one unit cell. One can write a Fourier expansion for ξ(x) in terms of the reciprocal

lattice vectors q̂ of the above traingular lattice:

ξ(x) =
(

q̂ ∕=0

ξq̂ eiq̂·x, (C.14)

We will be seeking solutions for φ that minimize the energy functional above and

are periodic with the same period as that given by ξ(x). There is always a trivial

solution φ = 0, with an average energy per unit cell equal to −ξ0α. Here we present
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a perturbative calculation of a nontrivial solution when α and ξ0 are small; these two

parameters are taken to be small with their ratio ξ0
α
kept a constant.

In order to find the function φ that minimizes the above energy functional, we

will use the following Euler-Lagrange equation:

∇2
xφ = α (ξ(x) + ξ0) sinφ, (C.15)

which should be solved with periodic boundary conditions. Since we are interested

in the specific limit of both α and ξ0 being small, while keeping their ratio δ = ξ0
α

a constant, we will add a bookkeeping parameter ε to keep track of orders in our

perturbation; we will ultimately set ε = 1. The equation thus takes the form:

∇2
xφ = ε α (ξ(x) + εξ0) sinφ. (C.16)

We will find a nontrivial solution as a power series in ε:

φ = φ(0) + ε φ(1) + ε2 φ(2) + . . . (C.17)

To zeroth order in ε, one needs φ to be a constant, this constant will be determined

in higher orders:

φ(0) = const. . (C.18)

To first order in ε, the differential equation takes the form:

O(ε) :
(

q̂ ∕=0

&
− |q̂|2

'
φ
(1)
q̂ eiq̂·x = α sinφ(0)

(

q̂ ∕=0

ξq̂e
iq̂·x. (C.19)
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It could be satisfied if φ(1) takes the form:

φ(1) = −α sinφ(0)

8

:
(

q̂ ∕=0

1

|q̂|2
ξq̂ eiq̂·x

;

= + φ(1)[q̂=0], (C.20)

where φ(1)[q̂=0] denotes a constant needed in the first order solution, this constant

should also be fixed using higher orders of the equation. The second order in ε of the

differential equation now reads:

O(ε2) :
(

q̂ ∕=0

&
− |q̂|2

'
φ
(2)
q̂ eiq̂·x = α cosφ(0)

8

:
(

q̂1,q̂2 ∕=0

ξq̂1φ
(1)
q̂2

ei(q̂1+q̂2)·x

;

=+ αξ0 sinφ
(0).

(C.21)

The left hand side of the above equation does not contain a q̂ = 0 component while

the right hand side does:

−α2 cosφ(0) sinφ(0)
(

q̂ ∕=0

1

|q̂|2
|ξq̂|2 + αξ0 sinφ

(0). (C.22)

This needs to vanish so that the second order differential equation holds, and this

fixes the value of φ(0):

cosφ(0) =
ξ0
α

1
!

1
|q̂|2 |ξq̂|2

= δ
1

!
1

|q̂|2 |ξq̂|2
. (C.23)

This result shows that for values of δ smaller than
!

1
|q̂|2 |ξq̂|2, a nontrivial solution

could exist. Furthermore, the second order part of φ could be found also using (C.21):

φ(2) = α2 sinφ(0) cosφ(0)

8

:
(

q̂1 ∕=−q̂2

ξq̂1ξq̂2
ei(q̂1+q̂2)·x

|q̂1|2 |q̂1 + q̂2|2

;

=

− α cosφ(0)

8

:
(

q̂ ∕=0

1

|q̂|2
ξq̂ eiq̂·x

;

= φ(1)[q̂=0] + φ(2)[q̂=0],

(C.24)

with the constant φ(2)[q̂=0] determined again by higher orders of the differential equa-
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tion.

This procedure can be carried out order by order, we will just state the result for

φ(1)[q̂=0], which could be derived from the q̂ = 0 component of the ε3 order of the

differential equation:

φ(1)[q̂=0] =
α

2

&
1− 3 cos2 φ(0)

'

sinφ(0)

!
q̂1,q̂3,q̂3

1
|q̂1|2 |q̂2|2

ξq̂1ξq̂2ξq̂3 δq̂1+q̂2+q̂3,0

!
q̂

1
|q̂|2 |ξq̂|

2 . (C.25)

Also, the average energy density per unit cell can be found to be:

Hcl = −α2

2

8

:
(

q̂ ∕=0

1

|q̂|2
|ξq̂|2

;

=&
1 + cos2 φ(0)

'
+O

&
α3

'
, (C.26)

where O (α3) denotes any cubic power of α and ξ0. This should be compared with

the trivial solution energy density, i.e. −ξ0α; the twisted solution, when it exists, has

lower energy to this order and thus it is the true ground state for δ <
!

1
|q̂|2 |ξq̂|2.

At δ =
!

1
|q̂|2 |ξq̂|2, interestingly, the two solutions coincide and thus this transition

is continuous.

Finally we would like to emphasize that the above perturbative expansion works

when both α and ξ0 are small with their ratio δ = ξ0
α
kept constant; δ could be small

or order one but the perturbation breaks down for large δ. Below, we will elaborate

on the three cases that the above perturbative calculation has been used in this work.
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C.3 Twisted antiferromagnets

One should consider solving the following Euler-Lagrange equations for a twisted

antiferromagnet as discussed in the main text:

∇2
xφs = β cosφa sinφs, (C.27)

∇2
xφa =

"
β cosφs + αΦ̂(x)

#
sinφa, (C.28)

with Φ̂(x) =
!3

a=1 cos(q̂a · x) and |q̂a| = 1. One can find a nontrivial twisted solution

(which we call twisted-s in the main text) by setting φs = 0 or π; it will be shown

below that the φs = π solution has lower energy. Starting from the twsited-s solution,

increasing β at small α results in a transtion to the collinear phase, while on the other

hand for large α, with increasing β, one encounters a transition to the twisted-a phase.

We will discuss these two cases separately below.

C.3.1 Transtion from the twisted-s phase to the collinear

phase, large angles

At large angles, both α and β are small and we will treat the Euler-Lagrange equations

perturbatively. With choosing β = 0 or π, the equations read:

∇2
xφa = α

"
Φ̂(x)± α δ

#
sinφa, (C.29)

where + corresponds to φs = 0 and − corresponds to φs = π, and we will be

considering the limit where the ratio δ = β
α2 is kept constant, so that we can use the
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perturbation series developed above; Φ̂(x) plays the role of ξ(x), and α δ plays the

role of ξ0. The φa solution can be found order by order as discussed above:

φa = cos−1

6
±2

3
δ

7
− α sinφ(0)

6
Φ̂(x)−

/
1

2
− cot2 φ(0)

07
+O(α2, β). (C.30)

The energy density can also be calculated which leads to:

Hcl = −3

4
α2

6
1 +

4

9
δ2
7

± 1

6
α3δ

&
1 + 4δ2

'
+O

&
α4

'
. (C.31)

This result is kept to one higher order than the previous section; it is this higher

order which shows that φs = π is preferred energetically and so the − sign should be

chosen throughout.

Also, it is worthwhile to note that the limit of δ → 0, corresponds to cosφ
(0)
a = 0,

which simply means that N1 ·N2 = 0 to lowest order in α.

C.3.2 Transition from twisted-s phase to the twisted-a phase,

small angles

At small angles, where α is large but β is kept still small, one can take the config-

uration of φa to be completely determined by satisfying the −αΦ̂(x) cosφa term in

the Hamiltonian: cosφa can be taken equal to sign
1
Φ̂(x)

2
. This forms domains of

constant φa, with narrow domain walls between them. On the other hand, φs should

be found using the Euler-Lagrange equations, which reduce to:

∇2
xφs = β cosφa sinφs. (C.32)
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For small β, we can use the perturbation theory developed above, with β, and

cosφa = sign
1
Φ̂(x)

2
(remember that φa is not dynamical in the above equation)

playing the roles of α, and ξ(x)+ξ0 respectively in (C.15). One can see that a twisted

solution with cosφ
(0)
s = ξ0" 1

|q̂|2 |ξq̂|
2
1
β
exists, if β is large enough. It is found numerically

that

ξ0 =
1

Au.c.

5

unit cell

sign
1
Φ̂(x)

2
= −0.21,

which means that domains with antiferromagnetic interlayer exchange have larger

area than those with ferromagnetic interlayer coupling. Furthermore, one can also

find numerically that

( 1

|q̂|2
|ξq̂|2 = 0.71.

These two values show that a twisted solution for φs could appear if β > 0.29;

this should correpsond to the β value for which the transition between twisted-s and

twisted-a phases occurs at large α, and it is indeed very close, with a few percent error

actually, to the value found numerically at large α in the phase diagram presented in

the main text.

C.4 Twisted ferromagnetic CrI3 bilayer

For the properties of the interlayer exchange parameter in a bilayer CrI3 system, we

will be following the numerical results presented in Ref. [112], where first-principles

calculations are carried out: it is shown that the interlayer exchange can vary consid-
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erably if the bilayer stacking is altered, and in fact it can change its sign; the pristine

CrI3 bilayer exhibits antiferromagnetic interlayer exchange, but the above statement

implies that this can be modified if the stacking is varied. Remarkably in a twisted

bilayer, the displacement between the layers is modulated periodically with a unit cell

given by the moiré length and so all the different kinds of displaced bilayer stacking

are realized. With this in mind, one can use the energy functional discussed in the

main text

Hcl =
(

l

1ρ
2
(∇Ml)

2 − d (N z
l )

2
2
− J ′ Φ (u1(x)− u2(x))M1 ·M2, (C.33)

where, as discussed in the main text, the stacking dependence of interlayer exchange,

i.e. the function Φ(u1−u2), could be extracted from some first principle calculations,

for example those carried out in Ref. [112].

We have used the plots presented in Ref. [112], to find the Fourier components

of the interlayer exchange which is indeed a periodic function of the interlayer dis-

placement. It turns out that unlike the antiferromagnetic case initially studied in the

main text, i.e. Φ(x) =
!3

a=1 cos(qa ·x), the present Φ (u1(x)− u2(x)) function needs

several harmonics along with a constant term to be reproduced (see Fig. C.4). We

will ultimately work with a rescaled Hamiltonian that has a form that is identical to

that in the antiferromagnetic case:

Hcl =
1

2

&
|∇xφs|2 + |∇xφa|2

'
− (αΦ̂(x) + β cosφs) cosφa. (C.34)

α and β are defined as before and Φ̂(x) = Φ̂0+
!

q̂ ∕=0 Φ̂q̂ e
iq̂·x, where q̂’s are the rescaled
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Figure C.4: A reproduced plot of interlayer exchange energy per unit cell of bilayer CrI3 as a
function of the displacement between the two layers. The data is extracted from figures in Ref. [112].
The two axes show displacement in the two directions in the units of a real space unit cell length;
the interlayer exchange is indeed a periodic function. The blue and red regions show ferromagnetic
and antiferromagnetc interlayer exchange.

moiré reciprocal lattice vectors. We have kept the lowest five harmonics along with the

constant term here. Furthermore, Φ̂ is normalized in a way that
!

q̂ ∕=0
1

|q̂|2

)))Φ̂q̂

)))
2

= 1.

Variation of this energy functional leads to the same set of equations

∇2
xφs = β cosφa sinφs, (C.35)

∇2
xφa =

"
β cosφs + αΦ̂(x)

#
sinφa, (C.36)

which should be solved to minimize the energy here also. We will only discuss the

case of a positive infinitesimal β here, the case of general positive β should be similar

to the antiferromagnetic case. The effect of a positive infinitesimal β is to fix a value

for φs, and in this case it turns out that φs = 0 is energetically favored; this will be

justified below.

The only functionality that needs to be determined now is that of φa, and the

only parameter is α; this time Φ̂(x) has a nonzero constant term Φ̂0 as well, and

thus at small α the φa configuration is totally controlled by this constant term; we
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have derived Φ̂0 = 0.026 > 0 which means that this constant imposes ferromagetic

interlayer exchange, and thus the solution at small α turns out to be φa = 0, with an

energy density Hcl = −αΦ̂0. One expects this trivial state to give way to a twisted

solution with lower energy at some value of α; since Φ̂0 is small itself, the transition

to a twisted phase happens at a small α and thus one can set up a perturbative

calculation for the twisted solution of φa at small α; this perburbative calculation,

which is discussed in Sec. C.2 of the SM, yields

φa = φ(0)
a + α

8

:− sinφ(0)
a

(

q̂ ∕=0

Φ̂q̂

|q̂|2
eiq̂·x + φ(1)[q̂=0]

a

;

= +O(α2,α Φ̂0), (C.37)

with cosφ
(0)
a = 1

α
Φ̂0. This means that the twisted solution exists for α above α0 =

Φ̂0 = 0.026 to leading order. The energy density for this state turns out to be

Hcl = −1
2

"
α2 + Φ̂2

0

#
to leading order; this shows that indeed a continuous transition

to the twisted phase happens at α = α0.

For very large values of α similar to what happens in the twisted antiferromagnets

discussed in the main text, the twisted solution implies that φa is either 0 or π almost

everywhere, so that cosφa = sign[Φ̂(x)] except for narrow domain wall regions where

Φ̂(x) = 0.

Here we can see why φs = 0 is chosen for an infinitesimal positive β in two different

limits: at small α, the constant term Φ̂0 is ferromagnetic and thus the energy will

decrease by setting φs = 0; for large α on the other hand, since one is in the extreme

twisted phase, one should note that the area with ferromagnetic interlayer coupling
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is larger than that with antiferromagnetic coupling, or in other words

1

Au.c.

5

unit cell

sign
1
Φ̂(x)

2
> 0,

and thus φs = 0 is again energetically favored. It is worthwhile to mention that

this is a coincidence in CrI3, that both small and large α limits prefer interlayer

ferromagnetism; this could well not be the case in other materials in which cases it

is reasonable to expect a transition at intermediate α from φs = 0 to φs = π.
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Appendix D

Appendix for Chapter 5

D.1 Details on weak-coupling analysis

We describe a complete weak-coupling analysis in this section. Using a polar parametriz-

tion for the magnetization vector M = (sin θ cosφ, sin θ sinφ, cos θ), the Hamiltonian

density takes the form:

H =
1

2
(∇θ)2 +

1

2
sin2 θ (∇φ)2 + α cos θΦ(x)

+ 2 β cos θ [cos θ (sinφ ∂xθ − cosφ ∂yθ) + sin θ (cosφ ∂xφ+ sinφ ∂yφ)] ,
(D.1)

where Φ(x) =
!

α sin(d̂α · x), and x = (x, y). The Euler-Lagrange equations read:

∇2θ − sin θ cos θ (∇φ)2 + α sin θΦ(x) + 2 β sin2 θ (cosφ ∂xφ+ sinφ ∂yφ) = 0,

sin θ ∇2φ+ 2 cos θ (∇φ ·∇θ)− 2 β sin θ (cosφ ∂xθ + sinφ ∂yθ) = 0.
(D.2)
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First, we seek a commensurate solution for θ and φ; the perturbation expansion to

lowest orders in β and α read:

θ =
π

2
+ αΦ(x) +O(α3)

+ 4β2α
$
cos2 φ(0) ∂2

xΦ(x) + 2 sinφ(0) cosφ(0) ∂x∂yΦ(x) + sin2 φ(0) ∂2
yΦ(x)

%
+ . . . ,

φ = φ(0) − 2βα
&
cosφ(0)∂xΦ(x) + sinφ(0)∂yΦ(x)

'
+ . . . .

(D.3)

The energy per unit cell taking the solutions up to this order into account reads:

E = −3

4
α2 + . . .

− 2β2α2
(

a

"
m̂

(0)
‖ .d̂a

#2

+ . . . ,
(D.4)

where m̂‖ is a unit vector in the direction of the in-plane component of the magne-

tization vector M . The . . . on the first row stands for terms higher order in α and

zeroth order in β, while the . . . on the second row represents higher orders in both

α and β. The above form can be further simplified using
!

a

"
m̂

(0)
‖ · d̂a

#2

= 3
2
, this

means that to this order there is no preferred direction for m̂
(0)
‖ or equivalently that

φ(0) is not determined to this order. We expect higher order corrections to break this

rotational symmetry and give φ(0) the three preferred values (that are C3 equivalent)

we found numerically.

Now we turn to a perturbative study of incommensurate configurations close to

the commensurate-incommensurate transition line. Such configurations can show slow

variations of the magnetization over a large incommensurate length scale on top of the

fluctuations on the moiré scale. Additionally, one can see that the above form for the

average energy per unit cell (D.4) contains no linear-in-β contribution; however such

196



a linear term can arise in an incommensurate configuration where the angle θ acquires

some accumulated winding over a long length. In the following, we will study this

contribution and how it can lead to the commensurate-incommensurate transition.

In this limit, the following approximation is made: we take the incommensurate

configuration to look locally like a commensurate one for which we found the per-

turbative solution above. In the above solution, the mean value of θ in moiré unit

cells has to take the value π/2 in order for the energy to be minimized. However, in

order to allow for large scale variations in θ, we let its mean value to change slowly

as one moves in the moiré lattice; this will bring in some energy penalty due to the

fact that in some unit cells the mean value of θ is different from its preferred value.

The requirement for this energy penalty to be compensated by the linear-in-β term

(arising from large-scale variations of θ also) allows us to find the point where the

commensurate-incommensurate transition occurs.

To this end, we modify the above solution to accommodate an arbitrary mean for

θ in each unit cell. This can be done by adding a Lagrange multiplier term to the

Hamiltonian that is minimized. To zeroth order in β, φ = const.+O(β), and thus an

equation of the form ∇2θ+α sin θ Φ̂(x) = λ is obtained. λ is the Lagrange multiplier

and is found order by order to ensure that θ̄ is the mean of θ to all orders. Solving

with a definite θ̄:

θ(x) = θ̄ + α sin θ̄Φ(x). (D.5)

The energy per moiré unit cell is derived using the Hamiltonian density given by
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✓̃

⇡

L w y

Figure D.1: A possible configuration for the variable θ̃ = π/2 − θ̄ in the incommensurate phase
close to the CI transition, where θ̄ is the local mean value of the θ angle in unit cells. An incom-
mensurate configuration consists of large regions with θ̄ close to π

2 which minimizes the energy in
a commensurate configuration, however these regions are separated by narrow discommensurations
(or solitons) where θ̄ varies by π. The width of the discommensurations is shown by w and their
relative distance with L. As one gets closer to the transition line L diverges. This plot is inspired
by a figure in Ref. [28].

1
2
(∇θ)2 + α cos θΦ(x):

E = −3

4
α2 sin2 θ̄. (D.6)

θ̄ = π/2 minimizes this energy density and thus we expect that in the twisted solution

fluctuations of θ happen around θ̄ = π/2 as shown in (D.3).

Now one can let θ̄ to fluctuate slowly from a unit cell to another one that has an

appreciable distance, such fluctuations will be controlled by an effective Hamiltonian

of the form Heff
kin+pot =

1
2

&
∇θ̄

'2 − 3
4
α2 sin2 θ̄, where the gradient is discretized and θ̄

takes values in moiré unit cells and varies slowly with position. One also needs to

add the effect of the DM interaction, to first order in β, the Hamiltonian density

reads Heff
DM = 2β cos2 θ̄(sinφ ∂xθ̄ − cosφ ∂yθ̄), where we have used the fact that φ is

a constant to zeroth order in β. Any choice of φ determines a preferred direction

for θ̄ variations. For example φ = 0 corresponds to having variations of θ̄ in the y

direction only. To this order in perturbation theory, there is no preferred direction for

the incommensurate wavevector. Proceeding with this choice of φ, an effective one-
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dimensional Hamiltonian, taking all the above points into account, can be achieved:

Heff =
1

2

&
∂yθ̄

'2 − 3

4
α2 sin2 θ̄ − β ∂yθ̄, (D.7)

the Hamiltonian is defined on a dicretized lattice but we use a continuum limit

approximation, which is most justified in the simultaneous limits of small α and β and

large incommensurate periodicity. With a transformation θ̃ = π/2− θ̄, the potential

term in the effective Hamiltonian takes a positive definite form and one arrives at

Heff = 1
2

"
∂yθ̃

#2

+ 3
4
α2 sin2 θ̃ + β ∂yθ̃. Such Hamiltonians and their commensurate-

incommensurate transitions are studied extensively in Ref. [28]. In particular, it is

shown that a profile like the one shown in Fig. D.1 is expected for the variable θ̃

in the incommensurate phase; the transition happens at a β value equal to βc =

√
6

π
α, and above this β value, creation of the solitons shown in Fig. D.1 becomes

energetically favored; in fact their relative distance is also found to have a form like

L = 2√
3α

log
"
α2 1

β−βc

#
. Notice that in reality, the value of L is bounded by the sample

size from above, and the transition will happen at a larger β > βc.

A plot of an incommensurate solution with a dominant β term is presented in

Fig. D.2, where the numerical simulation is initialized with a spiral configuration

assuming α = 0, and the effect of the moiré potential with α ∕= 0 is implemented in

the numerical minimization of the energy, which will result in intracell modulations

of the spiral configuration. The period of the incommenurate solution is taken to be

given only in terms of β, i.e. having the value 2π/β; one expects the period to also have

corrections due to the nonzero value of α, but since α is chosen to be small, we expect
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Figure D.2: The incommensurate relaxed spiral configuration at α = 0.3 and β = 2.2 with
incommensurate periodicity of 4π/β in the y-direction. To make explicit the incommensuration, we
draw the moiré triangular lattices in black lines for comparison.

this correction to be perturbative and also expect the general properties of the solution

to be unaltered. Such solution is far from the transition line between commensurate

and incommensurate solutions, and thus not resembling the perturbative solution of

the incommensurate phase as discussed above. However, notice that both of these

solutions lie on the incommensurate side of the transition line.

One can approach the transition line by considering relaxed spirals in larger sys-

tems, and also letting their period vary. In figure D.3, we provide a comparison

between the theoretically predicted CI transition line of βc =
√
6

π
α and the numer-

ically found transition lines at various sample sizes. As the system size increases,

for small enough α (but not too small, see below), the numerical line approaches

the theoretical prediction which is based on infinite sample size and found perturba-

tively for small α and β. Note that for very small α, the numerically found β values

for the transition show a saturation which is due to the finite size of the numerics.

Furthermore, the saturation value decreases as the sample size increases.
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Figure D.3: Comparison between the theoretically predicted and the numerically found CI transi-
tion lines. The numerical results are based on periodic boundary conditions with N moire unit cells.
The system is chosen to consist of 2 unit cells in one direction, and as a result N/2 unit cells in the
other direction. The solution in each case accommodates only a winding equal to 1 in the larger
direction of the system. As the system size increases from N = 8 moiré unit cells to 20 moiré unit
cells, the numerical result approach the theoretical prediction. The numerical lines deviate from
theory at larger values of α and β because the effects of higher-order terms begin kicking in in that
region. The deviations at near the origin result from the fact that at tiny β, the relaxed spirals have
huge periodicity, while the sample size is kept finite.

D.2 Details on numerics

In this section, we give more details on the Landau-Lifshitz-Gilbert simulation and

the numerical phase diagram presented in figure 4. In the LLG equations dM
dt

=

−gM ×Beff + ηM × dM
dt

, can be rewritten as

dM

dt
= − g

1 + η2
M ×B − ηg

1 + η2
M × (M ×B).

For faster convergence, we ignore the torque term M ×B and the simulation evolves

towards the equilibrium along a steepest descent path. Our boundary conditions

include commensurate periodic boundary conditions M (x, y) = M (x + Lx, y) =

M (x, y+Ly) with several different choices of (Lx, Ly): such that the sample consists
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of 2 × 2, 2 × 1 and 1 × 1 moiré unit cells in the orthogonal basis ã1 = (4π/
√
3, 0),

ã2 = (0, 4π) respectively (or 2 × 4, 2 × 2 and 1 × 2 unit cells in the non-orthogonal

basis defined in figure 1). Since we are mainly interested in the configurations com-

mensurate with the moiré potential, a large number of moiré unit cells is not nec-

essary. In general, the states with larger sample sizes typically have higher aver-

aged energy densities because of minor breakings of the moiré translation symmetries

M (x) = M (x + a1) = M (x + a2) allowed by the boundary conditions of larger

periods.

The initial conditions we take are the following:

(1) Uniform magnetization in the x̂-direction, M (x) = x̂.

(2) Uniform magnetization in the ẑ-direction, M (x) = ẑ. The uniform configura-

tions are ground states when there is no DM interaction or moiré potential, i.e.,

α = 0 = β.

(3) Twisted configuration along the ±ẑ directions, M (x) = −sign[Φ(x)], where

Φ(x) is the moiré potential. This state has the lowest energy when β = 0 and

α is finite.

(4) Spiral configuration propagating along the ŷ-direction, M (x) = sin(βy)x̂ +

cos(βy)ẑ, which is the ground state when α = 0 and β > 0.

(5) The skyrmion lattice configuration with the scale characterized by β. It is gen-

erated from summation of three spirals propagating in three different directions.
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(6) The commensurate twisted state which breaks the SO(2) symmetry down to C3,

with the vertex configuration of the type (b)(c)(d) in figure 2. The configuration

pattern is the same as that in figure 3 (left).

(7) The commensurate stripy Ising state with the vertex configuration (e)(f) in

figure 2. The configuration pattern is the same as that in figure 3 (right).

(8) The commensurate moiré skyrmion lattice with the vertex configuration (e)(f)

in figure 2. The configuration pattern is the same as that in figure 3 (middle).

The LLG equations are then solved with OOMMF using the ubermag framework. The

maximal step size is Li/200 in the two directions away from the phase boundaries

and Li/300 near the phase boundaries. After the final configurations are obtained,

we compute the corresponding skyrmion numbers and averaged energy densities and

plot the phase diagram. The phase diagram is generated using 668 data points with

more points distributed near the phase boundaries. Figure D.4 shows the distribution

of parameters that we choose.
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Figure D.4: The set of all parameters we choose for the phase diagram.

Below we show the energy (density) differences between the twisted state and the
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Figure D.5: Energy density differences of the commensurate phases at α = 10 and various β.
Left: Estripy −Etwisted. The blue dots correspond to the twisted-0 solution at lower β, while the red
dots correspond to the twisted-1 solution at higher β. Right: |Eskyrmion − Estripy|. Red/blue dots
correspond to the cases where Eskyrmion is larger/smaller than Estripy, respectively. We view the two
states as degenerate when the magnitude of the energy density difference between the two states is
smaller than 10−5. At smaller β, the stripy Ising state is preferred, while at larger β they become
degenerate.

Figure D.6: The twisted-0 solution at the strong coupling (α = 10,β = 0.6), it harbors a trivial
configuration at all its vertices. The fact that all the vertices are trivial makes the winding number
along the high symmetry line specified with the dashed line vanish. This is in contrast with the
twisted-1 phase where the corresponding winding number is 1.

stripy Ising state, and between the stripy Ising state and the moiré skyrmion state,

respectively. The phase transitions are thus clearly first-order.

Finally, we comment on the incommensurate configurations. In the top left region

of the phase diagram of large β and small α, the configuration with the lowest energy

204



(generated from the initial conditions listed above) is that of the relaxed spiral con-

figuration. The rigid spiral configuration was described in the main text above the

“weak-coupling analysis” section, with magnetization vectors rotating in one plane

as the spiral propagates. The relaxed spiral configuration is roughly the same as

the rigid spiral configuration, but with small modifications due to the moiré poten-

tial. The fact that such relaxed spiral configuration has lower energy than the other

commensurate configurations, means that the effect of β is dominant over that of α.

Therefore, potentially there could be other configurations with different periodicities

that are incommensurate with the moiré potential and have even lower energies. This

periodicity is expected to change smoothly with α and β. Since numerically one can

only implement boundary conditions with a finite set of different periodicities, the

lowest-energy configuration obtained from these boundary conditions is likely not the

true ground state of the system. In particular, the region occupied by the incommen-

surate phases is underestimated. We thus focus only on the commensurate phases in

the main phase diagram that are more predictable. We also perform a numerical anal-

ysis in the weak-coupling regime with large sample size and the results show a nice

match with the theoretical prediction, see section D.1 of this supplemental material

for details.
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D.3 Symmetries of the commensurate solutions

In this section, we discuss the symmetries of the three different commensurate so-

lutions discussed in the main text. The fact that they possess different symmetries

means that they belong to different phases. We focus on strong coupling realizations

below for clarity:

• Twisted phases: The twisted-0 and the twisted-1 phases have the same sym-

metries. Consider for example a twisted-1 solution with e.g. the 3-state clock

vertex configuration named as (b) in the main text Fig. 1 (center). Suppose

such configuration is realized at all of the vertices, its symmetries include: trans-

lation symmetries of the moiré triangular lattice Ta1 , Ta2 (the basis vectors are

also shown in Fig. 1 (left)), reflection symmetry with respect to the y = 0 line,

i.e. a simultaneous action of y → −y and Mz → −Mz.

• Skyrmions phase: Symmetries of this phase include again the transnational

ones Ta1 , Ta2 , and there is an additional C3 rotation symmetry.

• Stripy Ising phase: The symmetries are: Ta1 , T2a2 , and a simultaneous action

of y → −y, Mz → −Mz, x → x+ a2.

In addition, for all these commensurate phases, there is another reflection symme-

try tied to the topological invariance of the winding number along the x = 0 line,

that comprises a simultaneous action of (x, y, z) → (−x, y, z) and (Mx,My,Mz) →

(Mx,−My,Mz); this symmetry dictates that the magnetization should lie in the x−z
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plane on the x = 0 line.

D.4 The type of the Dzyaloshinskii-Moriya inter-

action

We have considered Bloch-type DM interaction in this work and utilized a term as

M · (∇×M ) in the continuum Hamiltonian. However, we argue in this section that

if the DM interaction is of Néel-type, our analysis and results stay valid; in particular,

should we use a form like M · [∇× (ẑ ×M )] in the Hamiltonian, which represents a

Néel type DM interaction, it is straightforward to see that solutions could be obtained

by rotating those discussed in the main text by 90◦ around the ẑ axis. In other words,

if a solution for the Bloch-type DM interaction is represented by M (r), a solution

for the Néel-type DM interaction can be constructed by ẑ ×M (r).
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Appendix E

Appendix for Chapter 6

E.1 Efficient evaluation of wavelet basis

Here we elaborate how the basis elements can be evaluated on dyadic rational points;

we start with the scaling equation for the scaling function φ(x), i.e. Eq. (6.1). If we

consider all integer values of x for which φ(x) is nonzero in (6.1), we get 2K − 2

equations and 2K − 2 variables, i.e. φ(x) for integer values of x (because φ(x) is only

nonzero for integer values that lie within the support of φ(x)). As a result of this, one

can take the right hand side of Eq. (6.1), as a matrix relation and the whole equation

as an eigenvalue equation, such as follows:

Φ = AΦ, (E.1)
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where

Φ =

Q

RRRS

φ(1)
φ(2)
...

φ(2K − 2)

T

UUUV
, (E.2)

is an eigenvector of the matrix A with eigenvalue 1 and A is defined as Anm = 2a2n−m

so that (6.1) and (E.3) are equivalent. This, as a result, gives a way to evaluate

φ(x) for integer values of x; one just needs to find the eigenvector in Eq. (E.3) with

eigenvalue 1.

Then, using equation Eq. (6.1) and having φ(x) for integer x values, it is straight-

forward to calculate φ(x) recursively for dyadic points m
2r
, starting with r = 1 and

terminating at some positive integer r that is large enough.

In order to calculate derivatives, we note that taking a derivative of both sides of

Eq. (6.1) and considering integer x values, results in the matrix equation:

Φ′ = 2AΦ′, (E.3)

with

Φ′ =

Q

RRRS

φ′(1)
φ′(2)
...

φ′(2K − 2)

T

UUUV
. (E.4)

This means that in order to find the derivative of φ at integer points the same

eigenvalue problem as before should be solved; however, this time the eigenvector

with the eigenvalue 1
2
corresponds to the vector of the first derivative at integer

points. It is simple at this point to calculate the derivative an dyadic points such as

m
2r

recursively.
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In general if for some Daubechies wavelet basis (specified by its order K), the

nth derivative of the scaling function exists, the matrix A has an eigenvalue 1
2n
; its

corresponding eigenvector can be used to evaluate the nth derivative of the scaling

function at dyadic points.

Having the scaling function evaluated at dyadic points, the mother wavelet func-

tion and its derivatives can also be evaluated at dyadic points using Eq. (6.7).

E.2 Benchmarking the DMRG

In this appendix, we discuss how the DMRG approach is benchmarked. For bench-

marking, we do not use the fine graining circuit discussed in the main text. We use

the Gaudin-Yang model, a model of 1 dimensional fermions with a δ function inter-

action which is exactly solvable by means of a nested Bethe ansatz[136, 43, 44]; the

Hamiltonian of the model is given by H =
!

i
p2i
2
+ c

!
i<j δ (xi − xj). There is one

dimensionless parameter in the many body problem that is γ = c
n
, where n is the

fermion density. We focus on the thermodynamic limit exact solution of the attractive

model here, which is discussed below. The ground state of the attractive Gaudin-

Yang model is described effectively as a Luther-Emery liquid[80] where BCS-like pairs

are formed and the spin sector is gapped.

In the thermodynamic limit, the Bethe ansatz equations can be written as integral

equations to be solved self-consistently. We focus on the attractive model here, where

the ground state equations exhibit a simple form. According to the theorem by Lieb
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and Mattis, the ground state belongs to the total spin 0 sector[73]; the ground state

can be viewed as a collection of bound pairs of fermions with opposite spins. The

integral equations that need to be satisfied read:

π ρ(k) = 1 +

5 +Q

−Q

dq

n

γ ρ(q)

γ2 +
&
k−q
n

'2 ,

E0

N
= n2

/
−γ2

8
+ 2

5 +Q

−Q

dq

n
ρ(q)

6
q2

2n2

70
,

(E.5)

and the cutoff wavenumber Q is defined through
4 +Q

−Q
dq
n
ρ(q) = 1

2
[41]. In the above

equations ρ(k) is an auxiliary function that needs to be found self-consistently, γ is

the dimensionless interaction stregth, n is the density, N is the total particle number,

and E0 is the ground state energy. These equations are solved iteratively numerically

and their solution is compared with the wavelet DMRG solution.

We perform DMRG to find the ground state of δ-function interacting fermions in

a box with length L = 5 with a high binding potential Vb = 1000 beyond its limits. A

plot of the ground state spin up/down density of a system with a total number of 12

particles for an attractive and a repulsive interaction is shown in Fig. E.1 (top left).

A quantitative comparison with the exact solution is also carried out by calculating

the quantity δE = 1
2
(EN=12 − EN=10), which shows the energy difference between a

system with 12 particles and a system with 10 particles in the numerics and comparing

it with the similar quantity in the exact solution 1. A plot of this quantity is show in

Fig. E.1 (right); note that the thermodynamic limit result is recovered by an order

10 total number of particles. Furthermore, as is expected, a higher resolution basis is

1Since the density of the system with 12 particles is different from that with 10 particles, the
interaction parameter c is also modified to keep the dimensionless parameter γ constant.
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Figure E.1: The solution of the Gaudin Yang model. Top left: up/down spin density of the ground
state for repulsive (j0 = −2, jmin = −3) and attractive (j0 = −3, jmin = −4) interactions. Right:
the quantity δE defined in the main text and computed for the attractive Gaudin-Yang model; the
exact result is shown with the dashed line. For every resolution, j0 = jmin + 1 is used except for

jmin=−4, were j0 = −4 is used. Bottom left: the relative error defined as
(δEwavelet/FD−δEexact)

δEexact,U0=0
is

plotted for two different wavelets and two different FD resolutions. The effective lattice sizes for the
two wavelet calculations with jmin = −1 and jmin = −2 are M = 44 and M = 64 respectively. All
the solutions showed convergence with bond dimension equal to 100.

needed for more accurate results with stronger attractive interactions.

DMRG has also been performed for the same problem using a finite differences

(FD) lattice basis (see the SM for details of the FD calculations). The same quantity

δE introduced above is calculated with this approach. For a comparison between

the wavelet and FD approaches, the quantity
(δEwavelet/FD−δEexact)

δEexact,U0=0
is calculated as a

measure of relative error and plotted in Fig. E.1 (left). It could be seen in the plot

that the wavelets basis works better than the FD one even with smaller numbers of

lattice points. We have also observed that for stronger attractive interaction the FD

basis works better than the wavelets; the reason is the maximal locality of the FD
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basis that allows bound pairs to occupy the same spatial position and thus decrease

the energy to a large extent.

E.3 Details of the Givens circuit

In this appendix, we present details of the Givens rotations circuit that was discussed

in the main text. We will be following the notation and approach in [64] in presenting

the general derivations.

First, we would like to find out what the effect of acting with the operator

U(u) = exp

-
(

ab

log(u)ba c†bca

.
(E.6)

on a state given by
W

i c
†
i |0〉 is. u is a real unitary matrix in our case. To this end, we

define the operator κ =
!

ab log(u)ba c†bca and note that the following relation holds:

U(u) c†i U(u) = eκ c†i e
−κ

= c†i +
1
κ, c†i

2
+

1

2

1
κ,

1
κ, c†i

22
+ . . . .

(E.7)

The nested commutator of κ and c†i with n commutators can be shown to satisfy:

(

b

[log(u)n]bi c
†
b, (E.8)

where log(u)n represents the n matrix power of the matrix log(u). Taking all values

of n into account, it is now obvious that:

U(u) c†i U(u) =
(

b

ubi c
†
b. (E.9)

This means that acting with the operator U(u) has the effect of performing the above

basis transformation which is what we were after in the main text.
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Figure E.2: A schematic view of a spinless ũ matrix as defined in the main text, its elements are
schematically shown as si and wi. The order in which Givens rotations should be implemented is
shown. This order ensures that the whole Givens circuit is shallow.

The above relation also shows that the operator U defines a homomorphism:

U(u1)U(u2) = U(u1 u2). (E.10)

As a result of this, a Givens rotation rpq(θ), shown in Eq. (6.24) can act on a generic

matrix u and change the operator U in the following way:

Rpq(θ)U(u) = U(rpq(θ)u), (E.11)

with Rpq defined in Eq. (6.22). We act with a series of Givens rotations as in Eq.(6.25)

on our u matrix of interest to obtain a upper triangular matrix; since our u of interest

is real and unitary, the identity matrix results. This means that we can reproduce

U(u) as shown in Eq. (6.23)

We now turn to our own case of interest, i.e. finding the Givens rotations for

constructing the fine graining circuit. We consider the spinless case below. The
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spinful case is very similar. As discussed in the main text, we form a nonunitary

matrix ũ and find the set of required Givens rotations to make it upper triangular.

Following the prescription discussed in the main text, the form that the matrix ũ

takes is schematically shown in Fig. E.2. The sequence in which the elements are

made to vanish are also shown in the same figure. It is used that once two adjacent

elements in a column are zero a Givens rotation does not alter the matrix.

One can check that in all steps, except possibly the first few, there are elements

that need to be zeroed but have a zero right above them. Such a situation requires a

Givens rotation by the angle π/2. Interestingly, the π/2 Givens rotations are required

in an alternating order for wavelet and scaling functions of order j + 1 (the solution

from the previous step). The circuit shown in Fig. 6.3 is obtained in this way. Rotation

angles that are not equal to π/2 are determined at each step based on the elements

of the column in consideration.
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[88] Sebastian Mühlbauer, Benedikt Binz, F Jonietz, Christian Pfleiderer, Achim
Rosch, Anja Neubauer, Robert Georgii, and Peter Böni. Skyrmion lattice in a
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