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Abstract

Application of Information Theory to Modeling Exploration and Detecting Protein Coevolution

by

Daniel Ying-Jeh Little

Doctor of Philosophy in Molecular and Cell Biology

University of California, Berkeley

Professor Friedrich T. Sommer, Co-chair

Professor Yang Dan, Co-chair

In this thesis I introduce novel applications of information theory to two fundamental prob-
lems: the modelling of learning-driven exploration and the identification of coevolving protein
residues. While sharing a common approach in the use of information theoretic constructs, they
each represent significant contributions to their respective fields.

Discovering the structure underlying observed data is a recurring problem in machine learning
with important applications in neuroscience. It is also a primary function of the brain. When data
can be actively collected in the context of a closed action-perception loop, behavior becomes a crit-
ical determinant of learning efficiency. Psychologists studying exploration and curiosity in humans
and animals have long argued that learning itself is a primary motivator of behavior. However, the
theoretical basis of learning-driven behavior is not well understood. Previous computational stud-
ies of behavior have largely focused on the control problem of maximizing acquisition of rewards
and have treated learning the structure of data as a secondary objective. Here, I study exploration
in the absence of external reward feedback. Instead, I take the quality of an agent’s learned internal
model to be the primary objective. In a simple probabilistic framework, I derive a Bayesian esti-
mate for the amount of information about the environment an agent can expect to receive by taking
an action, a measure I term the predicted information gain (PIG). I develop exploration strategies
that approximately maximize PIG. One strategy based on value-iteration consistently learns faster,
across a diverse range of environments, than previously developed reward-free exploration strate-
gies. Psychologists believe the evolutionary advantage of learning-driven exploration lies in the
generalized utility of an accurate internal model. Consistent with this hypothesis, I demonstrate
that agents that learn more efficiently during exploration are later better able to accomplish a range
of goal-directed tasks. I will conclude by discussing how our work elucidates the explorative be-
haviors of animals and humans, its relationship to other computational models of behavior, and its
potential application to experimental design, such as in closed-loop neurophysiology studies.

The structure and function of a protein is dependent on coordinated interactions between its
residues. The selective pressures associated with a mutation at one site should therefore depend on
the amino acid identity of interacting sites. Mutual information has previously been applied to mul-
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tiple sequence alignments as a means of detecting coevolutionary interactions. Here, I introduce
a refinement of the mutual information method that: 1) removes a significant, non-coevolutionary
bias and 2) accounts for heteroscedasticity. Using a large, non-overlapping database of protein
alignments, I demonstrate that predicted coevolving residue-pairs tend to lie in close physical
proximity. I introduce coevolution potentials as a novel measure of the propensity for the 20
amino acids to pair amongst predicted coevolutionary interactions. Ionic, hydrogen, and disulfide
bond-forming pairs exhibited the highest potentials. Finally, I demonstrate that pairs of catalytic
residues have a significantly increased likelihood to be identified as coevolving. These correlations
to distinct protein features verify the accuracy of our algorithm and are consistent with a model of
coevolution in which selective pressures towards preserving residue interactions act to shape the
mutational landscape of a protein by restricting the set of admissible neutral mutations.
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Part I

An Information Theoretic Model of
Exploration
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Chapter 1

Introduction

As scientists, we are intimately familiar with the human desire to explore and learn, to pose ques-
tions about the world and seek answers by engaging with it. While our knowledge can be es-
oteric and our experiments complex, the underlying motivation is a universal human trait. Ex-
ploration, along with the curiosity that motivates, is crucial in the cognitive development of chil-
dren [51, 96, 102] and in the maintenace of cogitive systems for problem solving, thinking and
creativity throughout life [67]. It is predictive of academic success [49, 107, 111], positive social
relationships [58, 78, 138], and personal growth and well-being [30, 57, 59]. However, despite the
important role curiosity-driven behaviors play in cognitive development and positive psychology,
they have largely been overlooked by computational models of behavior. In particular, the suc-
cess of reinforcement learning in describing reward-oriented behaviors has led them to dominate
the computational perspective on exploration. The reward-focused exploration of reinforcement
learning stands in sharp contrast to the learning-driven exploration esteemed by psychologists.
This thesis aims to provide a computational framework for studying learning-driven exploration.
In particular, I develop information theoretic and computational principles for guiding explorative
behaviors towards efficiently learning about the world. By omitting the rewards structure of clas-
sic reinforcement learning and instead looking directly at how behavior effects learning I hope to
provide a new perspective of a once underrepresented behavioral motive.

1.1 Outline of thesis

Part I of this thesis consists of five chapters beyond this Introduction. Chapter 2 lays out the
mathematical framework for studying explorative behaviors. In particular, it defines the dynamic
structure of the worlds to be explored and offers an information theoretic measure of learning. In
Chapter 3, I develop PIG(VI) (Value Iterated maximization of Predicted Information Gain) as an
information theoretic model of exploration. I demonstrate its efficacy in directing behaviors to-
wards quickly learning about the world and compare it to an array of competitors drawn from the
field of reinforcement learning and inspired by findings from the field of Psychology. In Chapter
4, I consider the long-term adaptive benefits of efficient exploration and demonstrate that accurate
internal models learned by PIG(VI) offer generalized utility not achieved by a state-of-the-art re-
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Figure 1.1: The reinforcement learning perspective. When facing an uncertain environment (ob-
scuring clouds), exploitation and exploration must be balanced in order to maximize the acquisition
of rewards.

inforcement learning algorithm. In Chapter 5, I begin to relax some of the assumptions of earlier
chapters and consider the impact of uncertain priors on exploration. I also demonstrate that the
discrete framework employed in this thesis can be utilized to direct exploration of a continuous
system. Finally, in Chapter 6, I offer a discussion of the results and of the relationship between my
work and previous work in the fields of Psychology and computational modeling of behavior.

In the remainder of this chapter, I will introduce and contrast the reinforcement learning and
Psychology perspectives on exploration. In particular, I will contrast their responses to the basic
question, “Why do we explore?” My goal is not to draw a fine line between the approaches taken
in this thesis and the vast literature on reinforcement learning. Indeed, I will utilize some of the
same techniques employed by reinforcement learning algorithms. Instead, my hope is to encour-
age a new perspective in computational modeling that considers separately the role of learning as
a primary motivator of exploration and the question of reward-driven behaviors. Finally, I will
conclude this chapter by introducing a second motivation of this thesis framed in terms of closing
the action-perception loop. Work in this half of the thesis has been published, in part, in Frontiers
in Neural Circuits [69].

1.2 The reinforcement learning view of exploration

Reinforcement learning focuses on the control problem of learning a behavioral policy that maxi-
mizes the acquisition of rewards. In their seminal book on the subject, Sutton and Barto described
it as, “learning what to do–how to map situations to actions–so as to maximize a numerical reward
signal” [125]. It was developed, in part, in response to the supervised learning algorithms that dom-
inated the field of machine learning in the early 1980’s. In supervised learning, a knowledgeable
external teacher informs the learner of the correct action. In many learning situations, however,
teachers that can communicate the desired behaviors may not be available and the learner must
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learn from its own experiences alone. Reinforcement learning sought to address how an agent
could learn to accomplish a task (the acquisition of rewards) when a teacher is not available.

Since its introduction (or reintroduction depending on your historical perspective) in the early
1980’s, reinforcement learning algorithms have been successfully applied to an array of problems
in robotics [65, 84, 122, 126], operations research [3, 101], and perhaps most famously in gaming
[12, 110, 127]. These successes highlight the great progress in machine learning that has been
engendered by reinforcement learning. At the same time, recent behavioral and neuroscience
findings have significantly expanded the attention on reinforcement learning by introducing it to a
wider scientific audience. Reinforcement learning models have been able to replicate behavioral
findings in Pavlovian reinforcement [124], social conformity behaviors [64], and decision-making
[24]. Furthermore, potential neural correlates of various reinforcement learning signals have been
identified in the basal ganglia and cerebral cortex from fMRI and electrophysiology studies [9, 29,
31, 43, 108]. These findings support the hypothesis that the brain may be using something similar
to reinforcement learning during goal-directed behaviors.

The modeling of exploratory behavior in reinforcement learning has focused nearly exclusively
on the role of exploration in the acquisition of rewards [54, 61, 74, 125, 128]. This function of
exploration is typically presented in terms of an exploration-exploitation trade-off. An agent that
wishes to optimally gather rewards from an unknown environment must decide whether to focus
on exploiting the reward opportunities it has already found or to explore the unknown in search of
better reward opportunities (Fig. 1.1). Sutton and Barto introduce this as a distinguishing problem
of reinforcement learning:

One of the challenges that arise in reinforcement learning and not in other kinds of
learning is the trade-off between exploration and exploitation. To obtain a lot of re-
ward, a reinforcement learning agent must prefer actions that it has tried in the past
and found to be effective in producing reward. But to discover such actions, it has
to try actions that it has not selected before. The agent has to exploit what it already
knows in order to obtain reward, but it also has to explore in order to make better ac-
tion selections in the future. The dilemma is that neither exploration nor exploitation
can be pursued exclusively without failing at the task. [125]

Thus, to a reinforcement learner the purpose of exploration is to find rewards. While we can
recognize the utility of such reward-driven exploration, this explanation seems insufficient in de-
scribing our own personal motivations for exploring. Both as scientist in particular and as human
beings in general, we experience the drive to explore as coming from within, as being satisfied not
by the accumulation of rewards, but by the very process of interacting with and learning about our
world. We are thus faced with contrasting explanations for exploration. On the one hand we under-
stand that exploration is useful in finding rewards but on the other we feel this to be insufficient at
explaining our drive to explore. I propose that a reconciliation of these two causes of exploration
can be found in the Psychology perspective.
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1.3 Proximate and ultimate causes of behavior

If you ask a psychologist, “Why do we explore?” they are likely to respond, “It depends.” In fact
if you ask them why do we do any behavior, they will likely respond in the same fashion. This
is because psychologists have come to distinguish between different causes of behavior. Mayr
proposed two categories of explanations for the biology of behaviors: proximate and ultimate
[77]. Proximate causes refer to the factors, whether internal or external, that directly control an
individual’s behaviors. Mayr gives the example of birds migrating south during the winter as an
intrinsic physiological response to decreasing day length. He contrasts the proximate cause to an
ultimate cause that led to the behavior being incorporated into a species over many thousands of
generations. The ultimate cause for why birds migrate south during the winter is because they
would starve from loss of food if they didn’t. The proximate cause could be described as the
behavioral cause and the ultimate as the evolutionary one. Mayr describes it as thus:

Still another way to express these differences would be to say that proximate causes
govern the responses of the individual (and his organs) to immediate factors. . . while
ultimate causes are responsible for the evolution of the particular DNA code of in-
formation with which every individual of every species is endowed... [T]he biolo-
gist knows that many heated arguments about the “cause” of a certain biological phe-
nomenon could have been avoided if the two opponents had realized that one of them
was concerned with the proximate and the other the ultimate cause. [77]

1.4 The proximate cause of exploration

Psychologists have long struggled with identifying the proximate causes of exploration. In sup-
porter of the reward-driven perspective of reinforcement learning, a few early psychologists pos-
tulated that explorative behaviors were a learned response to conditioned stimuli [70, 85]. This
perspective however quickly grew out of favor. As D. E. Berlyne, a pioneer in the psychology of
exploration explained:

As knowledge accumulated about the conditions that govern exploratory behavior and
about how quickly it appears after birth, it seemed less and less likely that this behavior
could be derivative of hunger, thirst, sexual appetite, pain, fear of pain, and the like,
or that stimuli sought through exploration are welcomed because they have previously
accompanied satisfaction of these drives. [16]

Instead, Berlyne suggested that “the most acute motivational problems . . . are those in which the
perceptual and intellectual activities are engaged in for their own sake and not simply as aids to
handle practical problems” [15].

Psychologists call the internal motivation that promotes explorative behaviors curiosity or in-
terest [70, 99, 118]. Though it has been difficult to define exactly what curiosity is, a consensus
has emerged in behavioral psychology that learning represents one of its central components and
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a primary drive of exploration [4, 70, 99, 116]. The Encyclopedia of the Sciences of Learning of-
fers the following tentative definition:“[C]uriosity is the desire for new information and sensory
experiences that motivates exploration of the environment” [1]. While a diverse array of theories
of exploration have been developed in the field of Psychology, information, in various guises, has
persisted as a central player. Early theories focused on the informational conditions that encour-
aged exploration. Berlyne identified novelty and complexity as stimulus properties that induced
explorative behaviors [16]. Silvia would later add comprehensibility to this list [118]. Piaget pos-
tulated that expectation violations were the central instigators of exploration [96]. Later theories,
would place information more explicitly at the center of exploration. For example, Lowenstein’s
Information Gap Theory views curiosity as “arising when attention becomes focused on a gap in
one’s knowledge” so that the individual “is motivated to obtain the missing information” [71].

1.5 Quantifying information

Thus, the Psychology perspective regards information, not the search for rewards, as the primary
drive of exploration. A natural path to incorporate information principles into computational mod-
els, and the approach that I take in this thesis, lies in the mathematical foundations of information
theory. Interested in the fundamental limits on communication, C.E. Shannon developed informa-
tion theory to quantify the informational properties of random variables [113]. Many of Shannon’s
measures, along with subsequent measures developed in the field, may offer explicit mathematical
interpretations of some of the theories and central concepts of exploration proposed by psychol-
ogist. For example, considering a random variable X with probability distribution p, Shannon
defined the entropy of X as:

H(X) =−∑
x

p(x) log2(p(x))

Shannon’s entropy quantifies the uncertainty of a random variable by the average number of bits
it would take to communicate it, and could be interpreted as an information theoretic analogue
to Berlyne’s complexity trait [16]. Similarly, self-information, also called surprisal, quantifies the
information content of a specific outcome for a random variable [105, 133]:

SI(X) = ∑
x

log2(
1

p(x)
)

Self-information is highest when an outcome is least expected. It therefor may correspond to the
expectation violations of Piaget’s incongruity theory of exploration [96]. Finally, the Predicted
Information Gain measure which I introduce in this thesis, quantifies the amount of information a
learner can expect to obtain from a particular source of data. As such, it would be an appropriate
information theoretic analogue of the comprehensibility term introduced by Silvia [118]. While
most psychology theories of exploration were developed without an explicit information theoretic
model, Lowenstein is unique amongst the for directly mentioning information theory suggesting
that, “information theory’s entropy coefficient provides a potential measure of the degree of one’s
information (actually one’s ignorance). . . ” [71].
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1.6 The ultimate causes of exploration

If curiosity, and thus information, represents the proximate cause of exploration, what about its ulti-
mate cause? What adaptive benefits might information-driven exploration offer a species. Perhaps
the reinforcement learning perspective offers a reasonable answer. Did curiosity evolve because
exploration increases the likelihood of finding unknown rewards to exploit? We can easily imagine
how this could lead to a survival benefit for curious animals. At the same time, however, recalling
the old adage that curiosity killed the cat, we expect such benefits to be partly counterbalanced by
the increased chance of stumbling upon unknown predators or natural dangers. While accepting
that the search for food, shelter, mating opportunities, etc. is clearly important to fitness, Psychol-
ogists believe that the greatest benefit of curiosity-driven exploration lies in the general utility of
the gathered information that can be applied adaptively in accordance with varying circumstances
and changing needs [55, 97, 98, 103, 104]. The adaptive benefits of exploration are not necessarily
immediate; they can be deferred until that time at which the acquired information becomes rele-
vant [92]. The Surplus Resource Theory notes that across those species that provide parental care
for their young, the juvenile stages of life are marked by higher levels of exploration and play [21].
It is precisely because the juvenile’s survival is disconnected from its actions, its safety and provi-
sioning being supplied by its parents, that it is afforded the opportunity to develop the skills and
accumulate the knowledge it will need to survive into adulthood [92].

Thus, the reinforcement learning and Psychology perspectives on explorative behaviors differ
both in regards to their proximate causes as well as their ultimate causes. In contrast to the reward-
driven exploration of reinforcement learning, little attention has been given to developing compu-
tational principles for learning-driven exploration. Furthermore, the reinforcement learning focus
on the exploration-exploitation tradeoff has prevented it from sufficiently assessing the generalized
utility of information. This thesis aims at filling these gaps.

1.7 Closing the action-perception loop

While the distinction between reward-driven and learning-driven exploration has become central
to this thesis, its original motivation lied in a different theoretical question. My exploration of
exploration began with asking how closing the action-perception loop would change our models of
learning. Machine learning techniques for extracting the structure underlying sensory signals have
often focused on passive learning systems that cannot directly affect the sensory input. Closing the
action-perception loop offers the learner the opportunity to actively pursue information, that is the
opportunity to explore. Learning in closed action-perception loops differs from passive learning
both in terms of “what” is being learned as well as “how” it is learned [45]. In particular, in closed
action-perception loops:

1. Sensorimotor contingencies must be learned, and

2. Actions must be coordinated to direct the acquisition of data.
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Sensorimotor contingencies refer to the causal role actions play on the sensory inputs we receive,
such as the way visual scenes change as we shift our gaze or move our head. They must be taken
into account to properly attribute changes in sensory signals to their causes. This tight interaction
between actions and sensation is reflected in the neuroanatomy where sensory-motor integration
has been reported at all levels of the brain [47, 48]. We often take our implicit understanding
of sensorimotor contingencies for granted, but in fact they must be learned during the course of
development. This is eloquently expressed in the explorative behaviors of young infants (e.g.,
grasping and manipulating objects during proprioceptive exploration and then bringing them into
visual view during intermodal exploration) [86, 89, 106]. Recently, researchers have postulated
that the learning of such sensorimotor contigencies is necessary for the emergence of perception
[86, 90, 95].

Not only are actions part of “what” we learn during exploration, they are also part of “how”
we learn. To discover what is inside an unfamiliar box, a curious child must open it. To learn
about the world, scientists perform experiments. Directing the acquisition of data is particularly
important for embodied agents whose actuators and sensors are physically confined. Since the most
informative data may not always be accessible to a physical sensor, embodiment may constrain an
exploring agent and require that it coordinate its actions to retrieve useful data.

In the model of learning-driven exploration I propose here, an agent moving between discrete
states in a world has to learn how its actions influence its state transitions. The underlying transi-
tion dynamics is governed by a Controllable Markov Chain (CMC). Within this simple framework,
various utility functions for guiding exploratory behaviors will be studied, as well as several meth-
ods for coordinating actions over time. The different exploratory strategies are compared in their
rate of learning and how well they enable agents to perform goal-directed tasks.
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Chapter 2

Mathematical framework for embodied
active learning

2.1 The Controllable Markov Chain

A Controllable Markov Chain (CMC) is a simple discrete-time stochastic control process. It ex-
tends the basic Markov chain with the addition of a control variable for switching between different
transition distributions in each state [38]. The incorporation of this control variable adds the ac-
tive component necessary for studying active learning. Formally, a CMC is a 3-tuple (S ,A ,Θ)
where:

• S is a finite set of states (for example, the possible locations of an agent in its world).
N = |S |

• A is a finite set of control values, or actions, an agent can choose from. M = |A |

• Θ is a 3-dimensional CMC kernel describing the transition probabilities between states for
each action. Θ defines the probability an agent moves from an originating state s to a
resultant state s′ when it chooses action a as follows:

p(s′|a,s;Θ) =Θass′ (2.1)
Θas· ∈ ∆N−1

Here, ∆N−1 denotes the standard (N− 1)-simplex and is used to constrain Θ to describing legiti-
mate probability distributions:

∆N−1 := {(x0,x1, · · · ,xN−1) ∈ RN |
N−1

∑
i=0

xi = 1 and xi ≥ 0 ∀i}

CMCs provide a simple mathematical framework for modeling exploration in embodied action-
perception loops. At each time step, an exploring agent is allowed to select any action a∈A within
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its current state. The agent will then transition to a new state with transition probabilities dependent
on both on its current state and its selected action. For the scope of this thesis, I will assume the
states can be directly observed by the agent, i.e. the system is not hidden. The dynamical structure
of a CMC is thus described by the kernel Θ . Accordingly, I take the learning task of the exploring
agent to be the formation of an accurate estimate, or internal model Θ̂ , of the true CMC kernel that
describes its world Θ .

Despite its simplicity, the CMC framework captures the two distinguishing features of learning
in closed action-perception loops. First, the state transitions are conditioned upon an agent’s action
choice. A full model of the dynamic structure of the world must account for such sensorimotor
contingencies. In other words, the influence of actions on states are a constituent part of “what”
is being learned in a CMC. Second, an agent’s immediate ability to interact with and observe the
world is limited by its current state. This restriction represents an embodiment constraint on the
agent. Should, in the pursuit of learning, an agent wish to investigate a distant state, it will first
have to coordinate its actions to reach that destination. An agent in a CMC, being embodied, can
not simply instantaneously relocate itself to any arbitrary state but must act within the limits of its
world to reach that state. Through coordination, actions become “how” an agent can compensate
for this embodiment constraint.

The primary question asked by this thesis is how action policies can optimize the speed and
efficiency of learning in embodied action-perception loops as modeled by CMCs. In endeavoring
to answer this question, I will have to address the preliminary problem of inference: Given a set
of data, how should an agent construct its estimate Θ̂ . For both questions, it will be necessary to
quantify the quality of a learned internal model. In the following section, I show how information
theory can be used to provide such a quantification.

2.2 Information-theoretic assessment of learning

Following Pfaffelhuber [94], I define missing information IM as a measure of the inaccuracy of
an agent’s internal model. To compute IM, we must first calculate the Kullback-Leibler (KL)
divergence of the internal model from the world for each transition distribution:

DKL(Θas· ‖ Θ̂as·) :=
N

∑
s′=1

Θass′ log2

(
Θass′

Θ̂ass′

)
(2.2)

The KL-divergence is an information theoretic measure of the difference between two distribu-
tions. Specifically, Eq. 2.2 gives the expected number of extra bits it would take to communicate
observations drawn from the true distribution using an encoding scheme optimized for the esti-
mated distribution [25]. It is large when the two distributions differ greatly and zero when they are
identical. Next, missing information is defined as the unweighted sum of the KL-divergences:

IM(Θ ‖ Θ̂) := ∑
s∈S ,a∈A

DKL(Θas·||Θ̂as·) (2.3)
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Table 2.1: Table of Measures

Name used here, Abbreviation (Equation) Name used in [Reference] Mathematical expression

Missing Information, IM (2.3) Missing Information [94] ∑s,a DKL(Θas·||Θ̂as·)

Information Gain, IG (3.1) IM(Θ ‖ Θ̂)− IM(Θ ‖ Θ̂ a,s→s∗)

Predicted Information Gain, PIG (3.2) Information Gain [83] ∑s∗ Θ̂ass∗DKL(Θ̂
a,s→s∗
as· ‖ Θ̂as·)

Posterior Expected Information Gain, PEIG (A.1) KL-Divergence [123] DKL(Θ̂
current
as· ‖ Θ̂

past
as· )

Predicted Mode Change, PMC (3.6) Probability Gain [83] ∑s∗ Θ̂ass∗
[
maxs′ Θ̂

a,s→s∗
ass′ −maxs′ Θ̂ass′

]
Predicted L1 Change, PLC (3.7) Impact [83] ∑s∗ Θ̂ass∗

[
1
N ∑s′

∣∣∣Θ̂ a,s→s∗
ass′ −Θ̂ass′

∣∣∣]

I will use missing information to assess learning under different explorative strategies. Steeper
decreases in missing information over time represent faster learning and thus more efficient explo-
ration. Since missing information utilizes an unweighted sum, it represents the most parsimonious
valuation of information. Specifically, all information is treated as equally important when learning
about the world. For easy reference, Table 2.1 compiles the definitions of several terms introduced
in this manuscript and includes missing information.

2.3 Bayesian inference learning

As an agent acts in its world, it observes the resulting state transitions and uses these observations to
update its internal model Θ̂ . Taking a Bayesian approach, I assume the agent models its world Θ as
a random variable Θ with an initial prior distribution f over the space of possible CMC structures
W = ∆NM

N−1. There is no standard nomenclature for tensor random variables and I will therefore
use a bold upright theta Θ to denote the random variable and a regular upright theta Θ to denote
an arbitrary realization of this random variable. As previously introduced, the italicized theta Θ

denotes the true value of the transition probabilities which are known to me as the experimenter
but not to the exploring agents. Thus, f (Θ) describes the exploring agent’s initial belief that Θ
accurately describes its world, i.e. that Θ = Θ. By Bayes’ theorem, an agent can calculate a
posterior belief on the structure of its world from its prior and any data~d it has collected:

f (Θ|~d) = p(~d|Θ) f (Θ)

p(~d)
(2.4)

Bayes’ theorem decomposes the posterior distribution of the CMC kernel into the likelihood func-
tion of the data, p(~d|Θ), and the prior, f (Θ). The normalization factor is calculated by integrating
the numerator over Θ ∈W :

p(~d) =
∫
W

p(~d|Θ) f (Θ)dΘ
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We can now formulate a Bayesian estimate by directly calculating the posterior belief that one will
transition to state s′ from state s under action a:

Θ̂ass′ := p(s′|a,s,~d) =
∫
W

p(s′,Θ|a,s,~d)dΘ

=
∫
W

p(s′|a,s;Θ) f (Θ|~d)dΘ

=
∫
W
Θass′ f (Θ|~d)dΘ= E

Θ|~d[Θass′] (2.5)

For discrete priors the above integrals would be replaced with summations. Equation (2.5) demon-
strates that the Bayesian estimate is simply the expectation of the random variable given the data.
While other estimates are possible for inferring world structure, such as Maximum Likelihood, the
Bayesian estimate is often employed to avoid over-fitting [75]. Moreover, as the following theorem
demonstrates, the Bayesian estimate is optimal under our minimum missing information objective
function introduced in Section 2.2.

Theorem 1. Consider a CMC random variable Θ modeling the ground truth environment Θ and
drawn from a prior distribution f . Given a history of observations~d, the expected missing infor-
mation between Θ and an agent’s internal model Φ is minimized by the Bayesian estimate Φ = Θ̂ .
That is:

Θ̂ := E
Θ|~d[Θ] = argmin

Φ

E
Θ|~d [IM(Θ ‖Φ)]

Proof. Minimizing missing information is equivalent to independently minimizing the KL-diver-
gence of each transition kernel.

argmin
Φas·

E
Θ|~d [DKL (Θas· ‖Φas·)]

= argmin
Φas·

E
Θ|~d

[
∑
s′
Θass′ log2

(
Θass′

Φass′

)]

= argmin
Φas·

E
Θ|~d

[
∑
s′
Θass′ log2Θass′−Θass′ log2 Φass′

]

= argmin
Φas·

−E
Θ|~d

[
∑
s′
Θass′ log2 Φass′

]
= argmin

Φas·

−∑
s′

E
Θ|~d [Θass′] log2 Φass′

= argmin
Φas·

H
[
E
Θ|~d [Θas·] ;Φas·

]
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Here H denotes cross-entropy [25]. Finally, by Gibb’s inequality [25]:

argmin
Φas·

H
[
E
Θ|~d [Θas·] ;Φas·

]
= E

Θ|~d [Θas·]

= Θ̂as·

The exact analytical form for the Bayesian estimate will depend on the prior distribution. In the
next section I will introduce the three classes of CMCs that will be the primary focus of this thesis.
I would like to emphasize that the utility of the Bayesian estimate rests on the accuracy of its prior.
For now, I will provide the agents with accurate priors that match the generative process by which
I created new worlds for the agents to explore. I will then return to the question of learning with
uncertain or inaccurate priors in Chapter 5.

2.4 Three test environments for studying exploration

Over the course of exploration, the data an agent accumulates will depend on both its behavioral
strategy as well as the structure of its world. I reasoned that studying diverse environments, i.e.
CMCs that differ greatly in structure, would allow me to investigate how world structure effects the
relative performance of different exploratory strategies and to identify action policies that produce
efficient learning under broad conditions. I therefore developed three classes of CMCs that differ
greatly in structure to investigate: Dense Worlds, Mazes, and 1-2-3 Worlds. For each class, random
CMCs were generated by drawing the transition distributions from a specific generative distribu-
tion. These generative distributions were given to the agents as priors for performing Bayesian
inference. I will consider each class of CMC in turn.

Dense Worlds

Dense Worlds correspond to complete directed probability graphs with N = 10 states and M = 4
actions. They are randomly generated from a uniform distribution over all CMCs. They there-
fore represent very unstructured worlds. Specifically, each transition distribution is independently
drawn from a Dirichlet distribution over the standard (N−1)-simplex:

f (Θas·) = Dir(α) =
1

Z(α)
·∏

s′
Θass′

αs′−1

The normalizing constant Z brings the area under the distribution to 1:

Z(α) :=
∫
∆N−1

∏
s′
Θass′

αs′−1dΘas· =
∏s′Γ (αs′)

Γ (∑s′αs′)

where Γ (x) :=
∫

∞

0
tx−1e−tdt
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Figure 2.1: Example Dense World. Dense Worlds consist of 4 actions (separately depicted) and
10 states (depicted as nodes of the graphs). The transition probabilities associated with taking
a particular action are depicted as arrows pointing from the current state to each of the possible
resultant states. Arrow color depicts the likelihood of each transition.

The mean of a Dirichlet distribution takes on a simple form:∫
∆N−1

Θas·
∏s′Θass′

αs′−1

Z(α)
dΘas· =

α

∑s′α
′
s

I will assume a symmetric prior setting αs′ equal to α for all s′. The vector form of the Dirichlet
distribution will nevertheless still be useful in deriving the Bayesian estimate. The parameter α

determines how much probability weight is centered at the midpoint of the simplex and is known
as the concentration factor. For Dense Worlds, I used a concentration factor α = 1 which results
in a uniform distribution over the simplex. An example Dense World is depicted in Fig. 2.1.

To derive an analytic form for the Bayesian estimate of Dense Worlds, I define the matrix FFF
such that FFFass′ is a count of the number of times a,s→ s′, i.e. a transition from s to s′ under action
a, has occurred in the data. Since each layer Θ̂as· of the CMC kernel is independently distributed,
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Figure 2.2: Example maze. The 36 states correspond to rooms in a maze. The 4 actions correspond
to noisy translations in the cardinal directions. Two transition distributions are depicted, each by a
set of 4 arrows emanating from their originating states. Flat-headed arrows represent translations
into walls, resulting in staying in the same room. Dashed arrows represent translation into a portal
(blue lines) leading to the absorbing state (blue target). The shading of an arrow indicates the
probability of the transition (darker color represents higher probability).

its posterior distribution can be computed as follows:

f (Θ|FFF) =
∏s′Θ

Fass′
ass′ ·∏s′Θass′

α−1/Z(α)

p(FFF)
=

∏s′Θ
Fass′+α−1
ass′

Z(α)p(FFF)
= Dir(FFF +α)

Thus, the posterior distribution is also Dirichlet and the Bayesian estimate Θ̂ is simply the mean
of the distribution:

Θ̂ass′ =
Fass′+α

∑s∗ Fass∗+α
=

Fass′+1
∑s∗ Fass∗+1

(2.6)

In this form, we find that the Bayesian estimate for Dense Worlds is simply the relative frequencies
of the observed data with the addition of fictitious counts of size α to each bin. The incorporation
of this fictitious observation is referred to as Laplace smoothing and is often performed to avoid
over-fitting [75]. The derivation of Laplace smoothing from Bayesian inference over a Dirichlet
prior is a well known result [73].

Mazes

In contrast to Dense Worlds, Mazes are highly structured and model moving between rooms of a
6-by-6 maze (see Fig. 2.2). The state space in mazes consist of the N = 36 rooms in a randomly



CHAPTER 2. MATHEMATICAL FRAMEWORK FOR EMBODIED ACTIVE LEARNING 16

generated maze. The M = 4 actions correspond to noisy translations in the four cardinal directions.
Walking into a wall causes the agent to remain in its current location. 30 transporters are randomly
distributed amongst the walls which lead to a randomly chosen absorbing state (concentric rings
in Fig. 2.2). While perhaps not typically abundant in mazes, absorbing states, such as at the
bottom of a gravity well, are common in real world dynamics. States that are not one step away
from the originating state (either directly, through a portal, or against a wall) are assumed to have
zero probability of resulting from any action. Transition probabilities for states that are one step
away are drawn from a Dirichlet distribution with concentration factor α = 0.25, and the highest
probability is assigned to the state corresponding to the preferred direction of the action. The
agents prior contains no information regarding the cardinal directions associated with each action.
The small concentration factor distributes more probability weight in the corners of the simplex
resulting in less entropic transitions.

Letting Ns denote the number of states one-step away from state s, the Bayesian estimate for
maze transitions follows the derivation for Dense Worlds and is given by:

Θ̂a,s,s′ =
Fass′+α

Ns ·α +∑s∗ Fass∗
(2.7)

As with Dense Worlds, the Bayesian estimate (2.7) for mazes is a Laplace smoothed histogram.

1-2-3 Worlds

Finally, 1-2-3 Worlds differ greatly from both Dense Worlds and Mazes in that their transitions are
drawn from a discrete distribution rather than a continuous one (see Fig. 2.3). Since this work is
heavily rooted in the Bayesian approach, the consideration of worlds with a different priors was
an important addition to understanding the dependency of an exploration strategy on these priors.
1-2-3 Worlds consist of N = 20 states and M = 3 actions. In a given state, action a = 1 moves the
agent deterministically to a single target state, a = 2 moves the agent with probability 0.5 to one
of two target states, and a = 3 moves the agent with probability 0.333 to one of 3 potential target
states. An absorbing state is formed by universally increasing the likelihood that state 1 is chosen
as a target. Explicitly, letting Ωa be the set of all admissible transition distributions for action a:

Ωa := {Θ ∈ IRN |∑
s′
Θs′ = 1 and Θs′ ∈ {0,

1
a
}∀s′}

the transition distributions are drawn from the following distribution:

p(Θas·) =



0 if Θas· /∈Ωa
1−0.75a(N−1

a−1

) else if Θas1 =
1
a

1− (1−0.75a)(N−1
a

) otherwise

(2.8)
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Figure 2.3: Example 1-2-3 World. 1-2-3 Worlds consist of 3 actions (separately depicted) and
20 states (depicted as nodes of the graphs). The transition probabilities associated with taking
a particular action are depicted as arrows pointing from the current state to each of the possible
resultant states. Arrow color depicts the likelihood of each transition. The absorbing state is
depicted in gray.

Bayesian inference in 1-2-3 Worlds differs greatly from Mazes and Dense Worlds because of its
discrete prior. If a,s→ s′ has been previously observed, then the Bayesian estimate for Θ̂ass′ is
given by:

Θ̂ass′ =
1
a

If a,s→ s′ has not been observed but a,s→ 1 has, then the Bayesian estimate is given by:

Θ̂ass′ =
1− |S

∗|
a

N−T
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Here T is the number of target states that have already been observed. Finally, if neither a,s→ s′

nor a,s→ 1 have been observed, then the Bayesian estimate is:

Θ̂ass′ =



1
a ·

1−0.75a

1+
((a−1

T

)
−1
)
·0.75a

if s′ = 1

1−
(

T
a +Θ̂as1

)
N−T −1

otherwise
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Chapter 3

Information guided exploration

3.1 Assessing the information-theoretic value of planned actions

With the mathematical framework of learning in CMCs laid out, we are now prepared to turn to the
central question of how behavior affects the learning process in embodied action-perception loops.
The fast reduction of missing information is taken to be the agent’s objective during learning-driven
exploration (2.3). As discussed in Section 2.3, the Bayesian estimate minimizes the expected
missing information and thus solves the inference problem. The control problem of choosing
actions to learn quickly nevertheless remains to be solved. Here, I show that Bayesian inference
can also be used to predict how much missing information will be removed by an action. I call the
decrease in missing information between two internal models the information gain (IG). Letting
Θ̂ be a current model derived from data ~d and Θ̂ a,s→s∗ be an updated model after observing a
transition from s to s∗ under action a, the information gain for this observation is:

IG(a,s,s∗) : = IM(Θ ‖ Θ̂)− IM(Θ ‖ Θ̂
a,s→s∗) = ∑

s′
Θass′ log2

Θ̂
a,s→s∗
ass′

Θ̂ass′
(3.1)

An exploring agent cannot compute IG directly because it depends on the true CMC kernel Θ .
It also cannot know the outcome s∗ of an action until it has taken it. I therefore again take the
Bayesian approach introduced in Section 2.3 and consider the agent to treat Θ and s∗ as random
variables. Then, by calculating the expected value of IG, I show in Theorem 2 that an agent can
compute an estimate of information gain from its prior belief on Θ and the data it has collected. I
term this estimate the predicted information gain (PIG).

Theorem 2. If an agent is in state s and has previously collected data~d, then the expected infor-
mation gain for taking action a is given by:

PIG(a,s) : = Es∗,Θ|~d[IG(a,s,s∗)] = ∑
s∗

Θ̂ass∗DKL(Θ̂
a,s→s∗
as· ‖ Θ̂as·) (3.2)
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Figure 3.1: Accuracy of predicted information gain. The average predicted information gain is
plotted against the average realized information gain. Averages are taken over 200 CMCs, N×M
transition distributions, and 50 trials. Error bars depict standard deviations (only plotted above the
mean for 1-2-3 Worlds). The arrow indicates the direction of increasing numbers of observations
(top-right =none, bottom-left=19). The unity lines are drawn in gray.

Proof.

Es∗,Θ|~d[IG(a,s,s∗)] = Es∗,Θ|~d

[
∑
s′
Θass′ log2

(
Θ̂

a,s→s∗
ass′

Θ̂ass′

)]

= Es∗|~d

[
∑
s′

E
Θ|~d,s∗ [Θass′] log2

(
Θ̂

a,s→s∗
ass′

Θ̂ass′

)]

= Es∗|~d

[
∑
s′

Θ̂
a,s→s∗
ass′ log2

(
Θ̂

a,s→s∗
ass′

Θ̂ass′

)]
= Es∗|~d

[
DKL(Θ̂

a,s→s∗
as· ‖ Θ̂as·)

]
= ∑

s∗
p(s∗|a,s,~d)DKL(Θ̂

a,s→s∗
as· ‖ Θ̂as·) by (Eq. 2.5)

= ∑
s∗

Θ̂ass∗DKL(Θ̂
a,s→s∗
as· ‖ Θ̂as·)

Interestingly, PIG has a rather intuitive interpretation. In a sense, the agent is imagining the
possible outcomes of an action and simply comparing the new model that would result from such
an observation to its current model under the missing information measure. Explicitly, it considers
the possible outcomes s∗ of taking action a in state s. It then determines how each of these re-
sults would hypothetically change its internal model. It compares these new hypothetical models,
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Figure 3.2: Learning curves for control strategies. The average missing information is plotted over
exploration time for the unembodied positive control and random action baseline control. Standard
errors are plotted as dotted lines above and below learning curves. (n=200)

represented by Θ̂
a,s→s∗
as· , to its current model, Θ̂ a,s→s∗ , by computing the KL-divergence between

them. This essentially is calculating the missing information as if the updated hypothetical model
were the ground truth. The larger this difference the more information the agent would likely gain
if it indeed transitioned to state s∗. Finally, it averages these hypothetical gains according to the
likelihood of observing s∗ under its current model.

For each class of environments, Fig. 3.1 compares the average PIG with the average realized
information gain as successive observation are used to update a Bayesian estimate. In accordance
with Theorem 2, in all three environments PIG accurately predicts the average information gain.
Thus, theoretically and empirically, PIG represents an accurate estimate of the improvement an
agent can expect in its internal model if it takes a planned action in a particular state.

Interestingly, the expression on the RHS of Eq. 3.2 has been previously studied in the field of
Psychology where it was introduced ad hoc to describe human behavior during hypothesis testing
[63, 83, 87]. To my knowledge, its equality to the predicted gain in information (Theorem 2) is
novel. In a later section, I will compare PIG to other measures proposed in the field of Psychology.
Again for easy reference, IG and PIG have been added to the compilation of terms in Table 2.1.

3.2 Control learners: unembodied and random action

Before introducing and assessing the performance of different explorative strategies, it will be
useful to first introduce two control strategies to act as positive and negative benchmarks for per-
formance. A naive strategy would be to select actions uniformly randomly. Such random policies
are often employed to encourage exploration in reinforcement learning models. I will therefore use
a random action strategy as a negative control exhibiting the baseline learning rate of an undirected
explorer.
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Figure 3.3: The state of knowledge for a random actor that has explored an example maze for
1000 time steps. The missing information (left) or PIG (right) for each action in each state is col-
orimetrically indicated by the shading of the triangle in that actions direction of highest transition
probability.

As a positive control, I developed an unembodied agent that achieves an upper bound on ex-
pected performance. Unlike an embodied agent, the unembodied control is allowed, at every time
step, to choose not only its action but also its state. That is, the unembodied agent is allowed
to break the dynamics of the CMC and move itself instantaneously to any state of its choosing
before continuing its exploration. For such an agent, optimization of learning decomposes into
an independent sampling problem [94]. Since the PIG for each transition distribution decreases
monotonically over successive observations (Fig. 3.1), learning by an unembodied agent can be
optimized by always sampling from the state and action pair with the highest PIG. Thus, learning
can be optimized in a greedy fashion:

(a,s)Unemb. := argmax
(a,s)

PIG(a,s) (3.3)

Comparing the learning performances of the random action and unembodied control (red and
black curves respectively in Fig. 3.2) I found a notable difference among the three classes of envi-
ronments. The performance margin between these two controls is significant in Mazes and 1-2-3
Worlds (p < 0.001, Wolcoxon rank-sum test), but not in Dense Worlds (p > 0.01). Despite using
a naive strategy, the random actor is essentially reaching maximum performance in Dense Worlds,
suggesting that exploration of this environment is fairly easy. In contrast, in Mazes and 1-2-3
Worlds, a directed exploration strategy seemed necessary to achieve learning speeds closer to that
of the unembodied upper bound.

To illustrate the distribution of information and the failures of random exploration, I have de-
picted in Fig. 3.3 the missing information and PIG for a random actor that has taken 1000 explo-
rative steps in an example maze. As is immediately noticeable, the random actor has spent much
of its time exploring near the absorbing state. In order to gather high information observations, it
will need to more carefully direct its actions.
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Figure 3.4: Coordinating exploration using predicted information gain. The average missing in-
formation is plotted over exploration time for greedy and value-iterated (VI) maximization of PIG.
The standard control strategies and the VI+ positive control are also depicted. The grey shaded
area represents the embodiment constraint (E.C.). Standard errors are plotted as dotted lines above
and below learning curves. (n=200)

3.3 Greedy maximization of PIG by embodied agents

PIG represents a utility function that can be used to guide exploration. Since greedy maximization
of PIG is optimal for the unembodied agent, one might expect a similar strategy to be promising for
an embodied agent. Unlike the unembodied control, however, the greedy embodied agent, which I
denote PIG(greedy), would only be able to select its action, not its state:

aPIG(greedy) := argmax
a

PIG(a,s) (3.4)

The performance comparison between PIG(greedy) (3.4) and the positive control (3.3) is of par-
ticular interest because they differ only in that one is embodied while the other is not. As shown
in Fig. 3.4 the performance difference is largest in Maze worlds, moderate though significant in
1-2-3 Worlds and smallest in Dense Worlds (p < 0.001 for Mazes and 1-2-3 Worlds, p > 0.001
for Dense Worlds). To quantify the embodiment constraint faced in each class of CMCs, I de-
fined an embodiment index as the relative difference between the areas under the learning curves
for PIG(greedy) and the unembodied control. The average embodiment indices for Dense Worlds,
Mazes, and 1-2-3 Worlds are 0.02, 2.59, and 1.27, respectively. Finally, whereas PIG(greedy)
yielded no improvement over random action in Dense Worlds and Mazes (p > 0.001), it signif-
icantly improved learning in 1-2-3 Worlds (p < 0.001), suggesting that this utility function was
most immediately beneficial in the class of CMCs with discrete priors.
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3.4 Coordinated maximization of PIG by embodied agents

Greedy maximization of PIG only accounts for the immediately available information gains and
fails to account for the effect an action can have on future learning. In particular, when the poten-
tial for information gain is concentrated at remote states in the environment, it may be necessary
to coordinate actions over time. To see this, one could reexamine the distribution of information
for the exploring agent depicted in Fig. 3.3. At its current location, greedy maximization of the
PIG would suggest selecting an action that will most likely take the agent back towards its pre-
viously explored locations. Instead, one could imagine that the agent should forgo the immediate
information gains available to it and choose the action that will most likely take it left, towards the
unexplored regions of the maze.

Unfortunately, forward estimation of total future PIG is intractable. I therefore employed a
back-propagation approach previously developed in the field of economics called value-iteration
(VI) [13]. The estimation starts at a distant time point (initialized as τ = 0) in the future with initial
values equal to the PIG for each state-action pair:

Q0(a,s) := PIG(a,s)

Then propagating backwards in time, a running total of estimated future value is maintained ac-
cording to the following update rule:

Qτ−1(a,s) := PIG(a,s)+ γ ∑
s′∈S

Θ̂ass′ ·Vτ(s′) (3.5)

where Vτ(s) := max
a

Qτ(a,s)

Here, γ is a discount factor, set to 0.95. Such discount factors are commonly employed in value-
iteration algorithms to favor more immediate gains over gains further in the future [13]. I briefly
note this particular value of γ was chosen to be consistent with previous literature and a discount
factor of γ = 1 does not qualitatively change any of the subsequent results (data not shown). Nev-
ertheless, as discussed later, discounting may also help in part to account for the decreasing return
on information of successive observations (see Fig. 3.1).

Ideally, the true transition dynamics Θ would be used in Eq. 3.5, but since the agent must learn
these dynamics, it employs its internal model Θ̂ instead. Applying the VI algorithm to PIG, we
construct a behavioral policy PIG(VI) that coordinates actions over several time steps towards the
approximate maximization of expected information gain:

aPIG(VI) := argmax
a

Q−10(a,s);

As shown in Fig. 3.4, the use of VI to coordinate actions yielded the greatest gains in Mazes,
with moderate gains also seen in 1-2-3 Worlds. Along with the embodiment indices introduced
above, these results support the hypothesis that worlds with high embodiment constraints require
agents to coordinate their actions over several time steps to achieve efficient exploration.
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Figure 3.5: Quantifying the structure of the worlds. (a) The embodiment index, defined in Section
3.3, is plotted against the structure index for each of 200 Dense Worlds, Mazes, and 1-2-3 Worlds.
(b) For the same CMCs, the average controllability is plotted as a function of the number of time
steps the state lies in the future. The error bars depict standard deviations. (c) Again for the same
CMCs, the learning performance gap in between PIG(VI) and PIG(VI+) is plotted against the mean
path length between any two states.

Bellman showed that VI accurately estimates future gains when the true transition dynamics Θ

are known and when the utility function is stationary [13]. Neither of these requirements are met
in our case, and PIG(VI) is therefore only an approximation of future gains. Nevertheless, as I will
show, its utility is validated by its superior performance when compared to an array of competitor
exploration strategies.

While a learning agent cannot use the true dynamics for VI, we can ascertain how much this
impairs its exploration by considering a second positive-control PIG(VI+) that is allowed to use
the true dynamics for purposes of coordinating its actions. That is, the PIG(VI+) control uses Θ

instead of Θ̂ in Eq. 3.5 above. Learning efficiency under PIG(VI+) only differs from PIG(VI)
in Mazes, and this difference is relatively small compared to the gains made over the random or
greedy behaviors (Fig. 3.4). Altogether these results suggest that PIG(VI) may be an effective
strategy employable by embodied agents for coordinating explorative actions towards learning.

3.5 Structural features of the three worlds and their effects on exploration

To elucidate the interaction between behavioral strategy and the dynamical structure of the ex-
plored world, I next considered how structural differences in the three classes of environments
correlated with an agents ability to explore. In particular, I developed three measures quantifying
the structure of a world: 1) their tendency to draw agents into a biased distribution over states, 2)
the amount of control a single action provides an agent over its future states, and 3) the average
distance between any two states.
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State bias: To assess how strongly a world biases the state distribution of an agent I quantified
the unevenness of the equilibrium distribution for a random action policy. The equilibrium dis-
tribution Ψ gives the limit likelihood that an agent will be in a particular state at a distant time-
point in the future. To quantify the bias of this distribution, I defined a structure index (SI) as the
relative difference between the entropy of the equilibrium distribution H(Ψ) and the entropy of the
uniform distribution H(U):

SI(Ψ) :=
H(U)−H(Ψ)

H(U)

where:

H(p) :=− ∑
s∈S

p(s) log2(p(s))

In Fig. 3.5a, the structure indices for 200 worlds in each class of environment were plotted against
their embodiment indices (defined in Section 3.3). As depicted, the embodiment index correlates
strongly with the structure index suggesting that state bias represents a significant challenge em-
bodied agents face during exploration.

Controllability: To measure the capacity for an agent to control its state trajectory I computed
a control index as the mutual information between a random action a0 and an agent’s state t time
steps in the future st averaged uniformly over possible starting states s0:

CI(t) = ∑
s0∈S

1
N

MI[A0,St |s0]

= ∑
s0∈S

1
N

(
∑

a0∈A ,st∈S
p(a0,st |s0) log2

(
p(st |a0,s0)

p(st |s0)

))

As shown in Fig. 3.5b, an action in a Maze or 1-2-3 World has significantly more control over
future states than an action in Dense Worlds. One would speculate that the utility of coordinating
actions over several time-steps would be limited by the amount of control those actions had on the
subsequent states. Consistent with this hypothesis, actions had particularly long-reaching effects
on state progression in Mazes, which, of the three classes of CMCs, had shown the greatest gains
from VI (Figure 3.4). 1-2-3 Worlds also revealed high controllability, but only over the more
immediate future. Accordingly, 1-2-3 Worlds showed intermediate gains from coordinated actions.

Mean Path Length: To assess the size of each CMC within the context of behavior, I calcu-
lated the minimum expected path length for moving between any pair of states. To do this, I first
determined the action policy that would minimize the expected path length to any target state. I
then calculated the expected number of time-steps it would take an agent to navigate to that target
state while employing this optimal policy. The average value of this expected path length taken
across start and target states was used as a measure of the extent of the CMC (see Appendix A.1 for
detailed methods). I had previously found that the three classes of CMCs differed in the relative
performance between the PIG(VI) explorer and the PIG(VI+) control. Since these two strategies
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Figure 3.6: Comparison to previous exploration strategies. The average missing information is
plotted over time for PIG(VI) agents along with three exploration strategies from the literature:
least taken action (LTA) [11,109,114], counter-based (CB) [128], and Q-Learning on posterior ex-
pected information gain (PEIG(Q)) [123]. The standard control strategies are also shown. Standard
errors are plotted as dotted lines above and below learning curves. (n=200)

differ only in that the former uses the agent’s internal model to coordinate its actions while the
latter is allowed to use the true world dynamics, I wondered if the performance gap between the
two (the area between their two learning curves) could be related to the path length to a potential
source of information. Indeed, comparing this performance gap to the mean path length for each
world, I found a strong correlation, as shown in Fig. 3.5c. This suggests that an accurate internal
model is more necessary for effectively coordinating actions during exploration of more spatially
extended worlds. Finally, one might notice that in Mazes the mean path lengths are typically larger
than 10 time steps, the planning horizon used in Value Iteration. Ten was chosen simply as a round
number and it may be surprising that it works as well as it does in such spatially extended worlds.
I believe two factors may contribute to this. First, it is likely that states of high informational value
will be close together. Coordinating actions towards a nearby state of high value will therefore
likely bring the agent closer to other states of potentially higher value. Second and, I suspect, more
importantly, since the mean path length is an average, a VI planner can direct its action towards a
high information state under the possibility that it might reach that state within 10 time steps even
if the expected path length to that location is significantly longer.

Taken together, these results begin to reveal the structural features of a world that determine the
constraints faced by embodied agents and the capacity for those agents to overcome or compensate
for these constraints.

3.6 Comparison to previous explorative strategies

Many models of exploration have been previously developed in the field of reinforcement learning
(RL). As discussed in the introduction, these models usually focus on the indirect role of explo-
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Figure 3.7: Comparison between different features of current and previous exploration strategies.
The average missing information is plotted over time for agents that apply either VI (circles) or
Q-learning (triangles) towards maximization of either PIG (green) or PEIG (magenta). Standard
control strategies are also shown. Standard errors are plotted as dotted lines above and below
learning curves. (n=200)

ration in reward acquisition rather than its direct role in learning world structure. Indeed, many
RL models of exploration are explicitly guided by these external rewards. Such models would not
be applicable under the CMC framework as there are no external rewards. Several other RL ex-
ploration principles however do not require external rewards and can be implemented in the CMC
framework. In this section, I compare these various methods to PIG(VI) under the missing infor-
mation learning objective. Random action is perhaps the most commonly employed exploration
strategy in RL. As I have already demonstrated, random action is only efficient for exploring Dense
Worlds. The following directed exploration strategies have also been developed in the RL literature
(their learning curves are plotted in Fig. 3.6):

Least Taken Action (LTA): Under LTA, an agent will always choose the action that it has per-
formed least often in the current state [11, 109, 114]. Like random action, LTA yields uniform
sampling of actions in each state. Across worlds, LTA fails to significantly improve on the learning
rates seen under random action (p > 0.001 for all three environments).

Counter-Based Exploration (CB): Whereas LTA actively samples actions uniformly, CB at-
tempts to induce a uniform sampling across states. To do this, it maintains a count of the oc-
currences of each state, and chooses its action to minimize the expected count of the resultant
state [128]. CB performs even worse than random action in Dense Worlds and 1-2-3 Worlds
(p < 0.001). It does outperform random actions in Mazes but falls far short of the performance
seen by PIG(VI) (p < 0.001).

Q-learning on Surprise (PEIG(Q)): Storck et al. [123] developed Surprise as a measure to
quantify past changes in an agent’s internal model which they used to guide exploration under a
Q-learning algorithm [125]. Interestingly, it can be shown that Surprise as employed by Storck
et al. is equivalent to the posterior expected information gain (PEIG), a posterior analogue to our
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Figure 3.8: Comparison between utility functions. The average missing information is plotted over
time for agents that employ VI to maximize long-term gains in the three objective function, PIG,
PMC, or PLC. The standard control strategies are also shown. (n=200)

PIG utility function (see Appendix A.2 and Table 2.1). Q-learning is a model-free approach to
maximizing long-term gains of a utility function [125]. Implementing their strategy, we found
that, as with CB, PEIG(Q) generally performed even worse than random action.

The results in Fig. 3.6 show that PIG(VI) outperforms the previous explorative strategies at
learning in structured worlds. It is important to note that all of these RL strategies were originally
developed to encourage exploration for the sake of improving reward-acquisition, and their poor
performance under the learning objective does not conflict with their previously demonstrated
utility within the reinforcement learning framework.

The limited number of competitors that can be pitted against the PIG(VI) strategy reflects the
dearth of consideration given to learning-driven, reward-free exploration in reinforcement learning.
PEIG(Q) is unique amongst previous studies in its attempt to employ information theoretic con-
structs to guide exploration, but as was demonstrated it was a poor contender. Given the similarities
between PIG(VI) and PEIG(Q), I wanted to investigate whether their differences in performance
resulted from the choice of utility function (PIG versus PEIG) or from their method of coordinating
actions (VI versus Q-learning). I therefore considered all permutations of these two components
of the exploration strategies. In Fig. 3.7, we see that across all three classes of CMCs the method
of coordinating actions strongly effects performance, with the model-based VI outperforming the
model-free Q-learning in each class. Furthermore we find a significant performance boost in 1-2-3
Worlds from predicting future information gains (PIG) rather than simply estimating past informa-
tion gains (PEIG). These permutations have not been tried before in the reinforcement literature
and represent new findings. In addition, it should be noted that PEIG, being dependent on past
observations, is ill-defined at the start of exploration and thus must be seeded with an initial value.
These initial values add additional free parameters to the PEIG strategies. In these experiements I
generously seeded PEIG with the expect information gain of the first observation. Increasing these
intial seeds did not qualitatively change these results, while decreasing them led to significant
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Figure 3.9: Comparison between utility functions under L1 objective. The average L1 distance is
plotted over time for agents that coordinate actions using VI to maximize long-term gains in PIG,
PMC, or PLC. Standard control strategies are also shown. Standard errors are plotted as dotted
lines above and below learning curves. (n=200)

decreases in the performance of all PEIG strategies (data not shown).

3.7 Comparison to utility functions from Psychology

The previous sections introduced PIG as a useful means of directing efficient exploration in CMCs.
Interestingly, independent findings by Oaksford and Chater in the field of Psychology have sug-
gested that the maximization of a measure similar to PIG can be used to explain human behavior
during hypothesis testing [87]. These results were not derived in the framework of a closed action-
perception loops and did not consider sequences of actions. Additionally, they did not derive the
expression of PIG from first principles and simply introduced it ad hoc. Along with PIG, they also
introduced several other ad hoc measures and could not distinguish between the predictive power
of PIG and two of these alternatives. Inspired by these results, I investigated these two other mea-
sures. Like PIG, both are measures of the difference between the current and hypothetical future
internal models:

Predicted mode change (PMC) approximates the height difference between the modes of the
current and future internal models [10, 83]:

PMC(a,s) = ∑
s∗

Θ̂ass∗

[
max

s′
Θ̂

a,s→s∗
ass′ −max

s′
Θ̂ass′

]
(3.6)

Predicted L1 change (PLC) approximates the average L1 distance between the current and
future internal models [63]:

PLC(a,s) = ∑
s∗

Θ̂ass∗

[
1
N ∑

s′

∣∣∣Θ̂ a,s→s∗
ass′ −Θ̂ass′

∣∣∣] (3.7)
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Both measures have been added to Table 2.1. Following the approach I took for PIG, I tested
agents that approximately maximized PMC or PLC using VI. As Fig. 3.8 reveals, PIG(VI) proved
again to be the best performer overall. In particular, PIG(VI) significantly outperforms PMC(VI)
in all three environments, and PLC(VI) in 1-2-3 Worlds (p < 0.001). Nevertheless, PMC and PLC
achieved significant improvements over the baseline control in Mazes and 1-2-3 Worlds, high-
lighting the benefit of coordinated actions across different utility functions. Interestingly, when
performance was measured by an L1 distance instead of missing information, PIG(VI) still outper-
formed PMC(VI) and PLC(VI) in 1-2-3 Worlds (see Fig. 3.9).
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Chapter 4

Ultimate cause of exploration

4.1 Generalized utility of exploration

Up until now, I have focused on learning as the proximate (i.e. behavioral) cause of explo-
ration [4, 70, 99]. Accordingly, I have considered reduction of missing information to be the
primary objective of exploration from a behavioral viewpoint. In this chapter, I explore the pos-
sible ultimate (i.e. evolutionary) causes of exploration. That is, I ask what adaptive benefit might
learning-driven exploration offer an individual. As discussed in the Introduction, the reinforce-
ment learning perspective would suggest that exploration increases the chances that an individual
will find food, mates, shelter, etc. leading to its survival/reproductive success. In contrast, Psy-
chologists suggest the adaptive benefits of learning-driven exploration lie in the general utility of
possessing an accurate internal model of the world [55,97,98,103,104]. The Psychologist Stephen
Kaplan nicely presented this theory in his essay ”Cognitive Maps, Human Needs and the Designed
Environment”:

Humans, like other animals, operate in a spatial world.. . . To behave effectively with
respect to extended space, especially when different places are interesting at different
times, for different reasons, and never for sure, requires an organized approach.. . . It
would be necessary to have an overall conception of the layout of the spatial environ-
ment, and of the distribution of the assets and the dangers.. . . It thus appears that a well
structured memory, a cognitive map of the spatial environment, would be essential for
survival under circumstances of this kind. A cognitive map is, however, an outcome
of experience, and there is no assurance that random or unmotivated experience would
lead to a cognitive map that is either extensive or well structured.. . . If the quality of
cognitive map were related to the probability of survival, then those who survived
would have been those who loved to explore, who craved to know, whose restlessness
and eagerness for new sights constantly led them to map-extending experiences. [56]

To investigate this hypothesis, I wanted to compare the general utility of the internal models, or
cognitive maps as Kaplan might call them, learned by the various exploration methods. I therefore
assessed the ability of the explorers to apply their internal models towards solving an array of goal-
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Figure 4.1: Demonstration of generalized utility. For each world (n=200), explorative strategies
are ranked for average performance on the navigational tasks (averaged across N start states and
N target states) and the reward tasks (averaged across N start states and 10 randomly generated
reward distributions). The average ranks are plotted with standard deviations. PIG(VI) is depicted
as a filled green circle. Strategies lying outside the pair of horizontal green lines differ signifi-
cantly from PIG(VI) in navigational performance. Strategies lying outside the pair of vertical green
lines differ significantly from PIG(VI) in reward performance (p < 0.0001). The different utility
functions and heuristics are distinguished by color: PIG(green), PEIG(magenta), PMC(dark-blue),
PLC(cyan), LTA(orange), CB(yellow). The different coordination methods are distinguished by
symbol: Greedy(squares), VI(circles), VI+(diamonds), Heuristic Strategies(asterisks). The two
standard controls are depicted as points as follows: Unembodied(black), Random(red). The BOSS
reinforcement learner is depicted by a black cross.

directed tasks. It should be noted that these studies were performed without any changes to the
exploration strategies employed by the agent. To do this, I interrupted an agent’s exploration at
several benchmark time points. I then asked, given its present internal model, how the agent would
solve a particular task. I would then allow it to continue exploring and would assess its solutions
off-line. I compared the solutions each explorer provided to the optimal solution derived from the
true transition dynamics. I considered two types of tasks, navigation and reward acquisition:

Navigation: Given a starting state, the agent has to quickly navigate to a target state.
Reward Acquisition: Given a starting state, the agent has to gather as much reward as possible

over 100 time steps. Reward values are drawn from a normal distribution and randomly assigned
to every state in the CMC. The agent is told the reward value of each state.

For each task, I calculated the behavioral strategy that would optimize performance under
the internal model. As a positive control, I also calculated a true optimal policy that maximizes
performance given the true CMC kernel. The difference in realized performance between the
agent’s policy and the control was used as a measure of navigational or reward loss. For detailed
methods, please see Appendix A.3.
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Fig. 4.1 depicts the average rank in the navigational and reward tasks for the different explo-
rative strategies. In all environments, for both navigation and reward acquisition, PIG(VI) always
grouped with the top performers (p > 0.001), excepting positive controls. PIG(VI) was the only
strategy to do so. Thus, the explorative strategy that optimized learning under the missing infor-
mation objective function also prepared the agent for accomplishing arbitrary goal-directed tasks.

This assessment of the generalized utility of efficient exploration differs from the standard re-
inforcement learning paradigm in that it tests an agent across multiple tasks. The agent therefore
cannot simply learn habitual sensorimotor responses specific to a single task. Though most re-
inforcement learning studies consider only a stationary, unchanging reward structure, I wanted
to compare PIG(VI) to reward-driven exploration. BOSS is a state-of-the-art model-based re-
inforcement learning algorithm [5]. To implement reward-driven exploration I trained a BOSS
reinforcement-learner to navigate to internally chosen target-states. After reaching its target, the
BOSS agent would randomly select a new target, updating its model reward structure accordingly.
I then assessed the internal model formed by the BOSS explorer under the same navigational and
reward acquisition tasks. As can be seen in Fig. 4.1, BOSS (black asterisk) did not perform as well
as PIG(VI) at either class of objectives despite being trained specifically on the navigation task.

4.2 Direct competition between exploring agents

As a final test of the generalized utility of efficient exploration, I placed the different exploring
agents head-to-head in a game of tag. I first allowed a pair of agents to explore a common maze
for 1000 time-steps. I then placed the agent designated as “It” and the agent designated as the
target in opposite corners of the maze. These roles could also be thought of as predator and prey
respectively. “It” was then given 25 time-steps to try and tag its target. Planning in a game of tag
is difficult, especially when one must anticipate the movements of the opponents. Since I was not
interested in introducing complex new methods to approximate the opponent’s actions, particularly
as these approximations could unfairly favor one explorative strategy over another, I chose instead
to allow both “It” and the target to know directly the plans of their opponent. Both competitors
however would have to use their own internal models to devise their strategy. The difference be-
tween being caught and escaping could rest in the accuracy of an agent’s assessments on the likely
outcomes of its and its opponent’s actions. Given the long run-times of these experiments, I de-
cided to focus on comparing my PIG(VI) to the PEIG(Q) and PEIG(VI) competitors, the former
because it is the most closely related exploration strategy to mine previously developed in the liter-
ature and the latter because of its close performance to PIG(VI) in exploring mazes. I also included
the two controls, random action and the unembodied positive control, in these experiments.

In Fig. 4.2, I show the distribution of time-to-tag lengths for the various competitions across
50 different mazes. For each maze, both the PIG(VI) explorer and its opponent were given one
opportunity to be “It” and one opportunity to be the target. Consistent with the theory that efficient
explorers are better able to solve complex tasks, PIG(VI) outperformed all other strategies (except
the unembodied positive control) taking less time to tag the opponent when “It” and avoiding being
tagged for longer when not “It”. The next closest contender was the PEIG(VI) strategy introduced
in this manuscript. The closeness between PIG(VI) and PEIG(VI) is consistent with their similar
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Figure 4.2: Performance in one-on-tag competitions. PIG(VI) was pitted against four competitor
strategies. Each column depicts the distribution of times taken for It to tag its opponents across
50 mazes. The number of mazes in which a tag was achieved in the indicated time is proportional
to the area of each circle. The results are paired based on PIG(VI)’s opponent. In each pair, the
first column represents the condition where PIG(VI) is It and the second column represents the
condition where PIG(VI) is the target. Asterisks denote median tag time and error bars indicates
lower and upper quartiles.

performance under the learning objective. It would be interesting to compete these two strategies
in a world with a discrete prior, like 1-2-3 Worlds, but this experiment fell outside the scope of this
thesis.
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Chapter 5

Exploring with inaccurate priors

The optimality of the Bayesian estimate (Theorem 1) and the estimation of information gain (The-
orem 2) both require an accurate prior over the transition kernels. For biological agents, such
priors could have been learned from earlier exploration of related environments or may repre-
sent hardwired beliefs optimized by evolutionary pressures. Alternatively, an agent could attempt
to simultaneously learn a prior while exploring its environment. Finally, biological agents may
not always have access to an accurate prior for an environment and it remains an open question
how well an exploring agent could fair in light of an inappropriate prior. In this chapter, I begin to
address some of these issues. I begin by demonstrating that maximum-likelihood estimation is suf-
ficient for an agent to accurately estimate its prior when exploring Dense Worlds and Mazes. I then
show how the exploration strategy developed in this thesis can be applied to learning the dynamics
of a countinuous system. The representation of a continuous system by a discrete internal model
is a significant departure from the accurate priors of my earlier experiments and demonstrates the
utility of the information theoretic approach even for complex dynamic systems.

5.1 Learning the prior distribution

In the previous experiments, the agent’s were given an accurate prior with which to perform
Bayesian inference and direct exploration. In particular, in Mazes and Dense Worlds, the agents
were given the concentration factor α of the Dirichlet distribution from which the transition dis-
tributions were drawn. I wanted to see if this information was necessary to obtain efficient explo-
ration. Specifically, I wanted to see if the priors could be learned over the course of exploration
while still being used to direct an agents actions. A Bayesian approach to learning the prior, for
example by using a hyper-prior distribution, proved intractable. I therefore considered the Maxi-
mum Likelihood Estimate (MLE) of the prior. Given a set of data, the MLE α̂MLE identifies the
value of α for which the likelihood of the data, or equivalently the log-likelihood, is largest:

α̂MLE = argmax
α̂

p(~d|α = α̂) = argmax
α̂

log
(

p(~d|α = α̂)
)
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Letting~das· be the data for transitions originating in state s and given action a and once again letting
FFFass′ be a count of the number of times s′ occured in~das·, the likelihood of the data is:

p(~d|α = α̂) = ∏
s∈S ,a∈A

p(~das·|α̂)

= ∏
s∈S ,a∈A

∫
∆Ns−1

p(~das·|Θas·) f (Θas·|α̂)dΘas·

= ∏
s∈S ,a∈A

∫
∆Ns−1

∏
s′∈S

Θ
FFFass′
ass′

∏s′Θ
α̂−1
ass′

Z(α̂)
dΘas·

= ∏
s∈S ,a∈A

1
Z(α̂)

∫
∆Ns−1

∏
s′∈S

Θass′FFFass′+α̂−1dΘas·

= ∏
s∈S ,a∈A

Z(FFFas·+ α̂)

Z(α̂)

Recalling that:

Z(xxx) =
∏i Γ (xi)

Γ (∑i xi)

We can derive the log-likelihood of the data:

L (~d) = log(p(~d|α̂ = ̂̂α)

= log

(
∏

s∈S ,a∈A

Z(FFFas·+ α̂)

Z(α̂)

)

= ∑
s∈S ,a∈A

log
(

∏s′∈S Γ (FFFass′+ α̂)

Γ (Nsα̂ +∑s′∈S FFFass′)

Γ (Nsα̂)

∏s′∈S Γ (α̂)

)

= ∑
s∈S ,a∈A

[
∑

s′∈S
logΓ (FFFass′+ α̂)− logΓ (Nsα̂ + ∑

s′∈S
FFFass′)+ logΓ (Nsα̂)−Ns logΓ (α̂)

]
(5.1)

Given an uncertain prior, an exploring agent can formulate an MLE of α by maximizing Eq. 5.1.
This was done using Quasi-Newton maximization as implemented by the minFunc program freely
distributed by Mike Scmidt (http://www.di.ens.fr/ mschmidt/Software/minFunc.html). To avoid di-
vergent estimates, the inferred α̂ was constrained to a maximum value of 20. For the experiments
described in Fig. 2.1, PIG(VI) explorers determined an MLE of α after every step of exploration
and updated their predicted information gain using their new estimates of the prior. As shown in
Figs. 2.1 a and b, this approach was sufficient to allow the exploring agents to quickly and accu-
rately predict the concentration factor. Accordingly, these agents also quickly recovered efficient
learning of the transition dynamics, and after about 20 exploration steps their internal models were
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Figure 5.1: Inferring the concentration parameter during learning. (a,b) The mean error in inferred
concentration parameter over time is plotted for Dense Worlds and Mazes. (c,d) The missing
information over time is plotted for a PIG(VI) explorer updating its internal model using the true
(green with circles) or inferred (purple with stars) concentration factor. Standard control explorers
(with α given) have been included. Dotted lines above and below learning curves depict standard
errors.

as accurate as those learned by explorers given accurate priors (Fig. 2.1 c and d). Thus, even when
agent’s were required to infer the concentration parameter, the PIG(VI) explorer was still able to
quickly learn an accurate internal model.
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Figure 5.2: Pendulum exploration. Graphs depict the distribution of states visited during explo-
ration of the continuous dynamics for a pendulum. The employed exploration strategy is noted
above each graph. Darker areas represent more frequently visited states. Three angles (−2π , 0,
and 2π) all correspond to the same downward position. Each graph is thus showing in repetition
two cycles through the angles.

5.2 Exploring continuous dynamics

The discrete structure of CMCs may pose a significant limitation on the types of dynamics that
can be simulated in this framework. While discrete dynamic systems have been greatly studied,
many real world problem that an individual may wish to explore are more appropriately described
by continuous dynamics. Having an exploring agent model its continuous world as a discrete one
would represents a significant departure from the accurate priors considered in the previous exper-
iments. I wanted to test whether the PIG(VI) strategy could be used to explore a continuous system
despite these potential limitations of the discrete framework and chose the idealized pendulum as
a test case. The state of the idealized pendulum is given by an angle θ and angular velocity ω .
Actions correspond to applying torque τ in either direction on the pendulum. The pendulum’s
continuous dynamics are given by the following system of differential equations:

dθ

dt
= ω

dω

dt
=

τ

I
− g

L
sinθ − c

Lm
ω

Where I is the moment of inertia, g is the standard gravity, L the length of the pendulum arm, c
the friction constant, and m the mass. While exploring this continuous system, I had my agents
construct an internal model of the dynamics as a CMC. The set of states for the system were defined
by discretizing the angle and angular velocity into a total of 288 states. The agent was allowed at
discrete time-points to apply torque at preassigned strengths (either strong, weak, or none) in either
the positive or negative directions making for a total of 5 actions. A small amount of Gaussian noise
was added to the torque applied at each step. While the agent was modeling the system as a CMC,
the actual dynamics, and thus the sensory feedback it received, were governed by the continuous
dynamics. Thus the agent’s prior for the system, for which I again used a Dirichlet distribution,
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Figure 5.3: Reaching the inverted state. Graphs depict the distribution of states visited during the
goal-directed task of reaching the inverted state at ±π . Goal-directed action policies were derived
from internal models learned under the exploration strategy noted above each graph. Darker areas
represent more frequently visited states. The green box denotes the target. Again, each graph
shows two cycles through the angles.

very poorly described the system. I tested three strategies under this paradigm: random action
as a naive control and prominent strategy from reinforcement learning, PIG(VI) as my candidate
strategy, and PEIG(Q) as the most closely related competitor develop in reinforcement learning.
Since there is no true CMC describing this system I could not calculate the missing information
of the explorers. I could however look qualitatively at the resultant behavior of exploration. The
density plot in Fig. 5.2 depicts the distribution of states covered by the different strategies during
exploration of an idealized pendulum. Notice that 0 radians (corresponding to a hanging position)
represents an absorbing state of the system, while π radians (corresponding to an upright pendulum
and equivalent to −π radians) represents a critical state. Of the tested strategies, only PIG(VI)
seemed to effectively reach and explore the states of this upright position.

While I could not quantify the missing information of the system, I could ask about the utility
of the learned internal model. Following the methods described in Section 4.1, after exploration, I
tasked the agents to apply their internal models to design a strategy for reaching the inverted states
at θ = π . The density plot in Fig. 5.3 shows the distribution of states reached under this goal-
directed strategy. The green rectangles denote the target states. Again, of the different strategies
tested, PIG(VI) was the only one whose internal model was a sufficient approximation of the
continuous dynamics to allow the agent to reach the inverted state. Altogether, these results show
that the CMC framework, despite its limitation, is capable of modeling exploration in even complex
dynamics. It also further demonstrates the utility of the PIG(VI) algorithm for exploration.
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Chapter 6

Discussion

In this thesis I introduced a parsimonious mathematical framework for studying learning-driven
exploration by embodied agents based on information theory, Bayesian inference, and controllable
Markov chains (CMCs). I compared agents that utilized different exploration strategies towards
optimizing learning. To understand how learning performance depends on the structure of the
world, three classes of environments were considered that challenge the learning agents in different
ways. I found that fast learning could be achieved in all environments by an exploration strategy
that coordinated actions towards long-term maximization of predicted information gain, PIG(VI).

6.1 Caveats

A potential limitation of my approach is that the VI algorithm is only optimal if the utility function
is stationary (i.e. unchanging) [13]. Any utility function, including PIG, that attempts to capture
learning progress will necessarily change over time. This caveat may be partially alleviated by
the fact that PIG changes only for the sampled distributions. Furthermore, PIG decreases in a
monotonic fashion (see Fig. 3.1) which can potentially be captured by the discount factor of VI.
Interesting future work may lie in accounting for such monotonic decreases in estimates of future
information gains either through direct estimation or through improved approximations perhaps
by a guided choice of discounting mechanism. The problem of accounting for diminishing returns
on utility has been previously approached in the field of optimal foraging theory. Modeling the
foraging behaviors of animals, optimal foraging theory considers an animals decision of when
it should leave its present feeding area, or patch, in which it has been consuming the available
food and expend energy to seek out a new, undiminished patch [72]. Charnov’s Marginal Value
Theorem, a pivotal finding in the field, suggests that the decision to transition should be made once
the expected utility of the current patch decreases to the average expected utility across all patches
accounting for transition costs [23]. Extending this work to my information theoretic approach
in CMCs may provide the necessary insights to address the challenges of diminishing returns on
information gain.

Furthermore, the VI algorithm scales linearly with the size of the state space, and the calcu-
lation of PIG can scale linearly with the square of the size of the state space. This means as we
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consider larger CMCs, these approaches will become more computationally expensive to perform.
For large worlds, clever methods for approximating these approaches or for sparsifying their rep-
resentation may be necessary. An explicit model of memory may also be necessary to fully capture
the limitation on computational complexity biological organisms face. A wealth of literature from
machine learning and related fields may offer insights in approaching these challenge which I
reserve for future work.

6.2 Related work in Reinforcement Learning

CMCs are closely related to Markov Decision Processes (MDPs) commonly studied in Reinforce-
ment Learning. MDPs differ from CMCs in that they explicitly include a stationary reward function
associated with each transition [38, 125]. RL research of exploration usually focuses on its role
in balancing exploitative behaviors during reward maximization. Several approaches for inducing
exploratory behavior in RL agents have been developed. One very common approach is the use of
heuristic strategies such as random action, least taken action, and counter-based algorithms. While
such strategies may be useful in gathering unchanging external rewards, my results show that they
are inefficient for learning the dynamics of structured worlds.

Other RL approaches involve reward-driven exploration. In the absence of external rewards,
exploration could still be induced under reward-driven strategies by having the agent work through
a series of internally chosen reward problems. This is essentially how the described BOSS agent
operates. It was nevertheless insufficient to reach the performance accomplished by PIG(VI).

In addition, several RL studies have investigated intrinsically motivated learning. For example,
Singh et al. [119] have demonstrated that RL guided by saliency, an intrinsic motivation derived
from changes in stimulus intensity, can promote the learning of reusable skills. As described in
Section 3.6, Storck et al. introduced the combination of Q-learning and PEIG as an intrinsic moti-
vator of learning [123]. In their study, PEIG(Q) outperformed random action only over long time
scales. At shorter time scales, random action performed better. Interestingly, I found exactly the
same trend, initially slow learning with eventual catching-up, when I applied PEIG(Q) to explo-
ration in my test environments (Fig. 6). One might consider the approach taken in this thesis to be
one of modeling exploration as intrinsically motivated by learning. The significant departure from
reinforcement learning in the present work lies in changing the perspective on exploration from
one where reward is the immediate objective to one where information is. A fundamental chal-
lenge to extending reinforcement learning to the learning-driven perspective lies in the inherent
way information values change as an agent gathers observations. Barto and Sutton noted in there
introduction to reinforcement learning that “the reward function must necessarily be unalterable by
the agent” [125]. This requirement will need to be addressed if information gain is to be mapped
into the reinforcement learning framework.

6.3 Between learning-driven and reward-driven exploration

While curiosity, as a value for learning, is believed to be the primary drive of explorative behaviors,
other factors, including external rewards, may play a role either in motivating exploration directly
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or in shaping the development of curiosity [4,70,99,116]. In this manuscript, I wished to focus on a
pure learning-based exploration strategy and therefore chose to take an unweighted sum of missing
information as a parsimonious objective function (2.3). Two points, however, should be noted
in considering the extension of this work to previous work in the literature. First, my objective
function considers only the learning of the transition dynamics governing a CMC as this fully
describes such a world. If we incorporate additional features into this framework, such as rewards
in MDPs, those features too could be learned and assessed under the missing information objective
function. Towards this goal, interesting insights may come from comparing my work with the
multi-armed bandits literature. Multi-armed bandits are a special class of single state MDPs [40].
By considering only a single state, multi-armed bandits remove the embodiment constraint of
multi-state CMCs and MDPs. Thus, CMCs and multi-armed bandits represent complimentary
special cases of MDPs. That is, a CMC is an MDP without reward structure, while a multi-
armed bandit is an MDP without transition kernels. Recent research has attempted to decouple the
exploration and exploitation components of optimal control in multi-armed bandits [2, 19]. These
studies aim at minimizing, through exploration, a construct termed regret, the expected reward
forgone by a recommended strategy. Regret is similar to the navigational and reward acquisition
loss values I calculated for ranking the explorers under goal-directed tasks. Importantly, while
my work considered a wide array of goal-directed tasks, these multi-armed bandit approaches
typically consider only learning a single fixed reward structure. Understanding these differences
will be important if one wishes to shift attention from the unbiased information theoretic view I
take to a directed task-dependent view. Identifying a means, perhaps through information theory,
of quantifying the uncertainty regarding which strategy will optimize a task, will be an important
extension bridging these two approaches.

The idea of directed information brings us to our second consideration in extending this work
to previous literature. Psychologists have found that curiosity, or interest, can vary greatly both
between and within individuals [115,117]. While one should be careful to not conflate the valuation
of an extrinsic reward with the emotion of interest, it is possible such valuations could act to
influence the development of interests. By transitioning away from the non-selective measure of
missing information towards a weighted objective function that values certain information over
others, we may begin to bridge the learning-driven and reward-driven approaches to exploration.
One interesting proposal, put forth by Vergassola et al. suggests that information regarding a reward
often falls off with distance as an organism moves away from the source of the reward [134].
Accordingly, a greedy local maximization of information regarding the reward may simultaneously
bring the individual closer to the desired reward. The resultant “infotaxis” strategy is closely
related to the PIG(greedy) strategy but is applied only to the single question of where a particular
reward is located.

6.4 Related work in Psychology

In the Psychology literature, PIG, as well as PMC and PLC, were directly introduced as measures
of the expected difference between a current and future belief [10, 63, 83, 87]. Here, I showed that
PIG equals the expected change in missing information (Theorem 2). Analogous theorems do not
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hold for PMC or PLC. For example, PLC is not equivalent to the expected change in L1 distance
with respect to the true world. This might explain why PIG(VI) outperformed PLC(VI) even under
an L1 measure of learning.

In this thesis, I applied PIG, PMC, and PLC to the problem of learning a full model of the world.
In contrast, the mentioned psychology studies focused specifically on hypothesis testing and did
not consider sequences of actions or embodied action-perception loops. These studies revealed
that human behavior during hypothesis testing can be modeled as maximizing PIG, suggesting
that PIG may have biological significance [83, 87]. However, their results could not distinguish
between the different utility functions (PIG, PMC and PLC) [83]. The finding that 1-2-3 Worlds
give rise to large differences between the three utility functions may help identify new behavioral
tasks for disambiguating the role of these measures in human behavior.

To model bottom-up visual saliency and predict gaze attention, Itti and Baldi recently devel-
oped an information theoretic measure closely related to PEIG [8,52,53]. In this model, a Bayesian
learner maintains a probabilistic belief structure over the low-level features of a video. Attention is
believed to be attracted to locations in the visual scene that exhibit high Surprise. Several potential
extensions of this work are suggested by my results. First, it may be useful to model the active
nature of data acquisition during visual scene analysis. In Itti and Baldi’s model, all features are
updated at all points in the visual scene regardless of current gaze location or gaze trajectory. Dif-
ferences in acuity between the fovea and periphery however suggest that gaze location will have
a significant effect on which low-level features can be transmitted by the retina [137]. Second,
my comparison between PIG and PEIG (Fig. 6) suggests that predicting future changes may be
more efficient than focusing attention only on those locations where change has occurred in the
past. A model that anticipates Surprise, as PIG anticipates information gain, may be better able to
explain some aspects of human attention. For example, if a moving object disappears behind an
obstruction, viewers may anticipate the reemergence of the object and attend that location. Finally,
a subtle difference between our two approaches lies in the choice of random variable for which we
measure information gain. Recall that in my framework, missing information is calculated for the
transition kernel describing the world. At the same time, this transition kernel itself is considered
by the agent to be a random variable with a distribution updated from the prior according to the
data. If one takes the true distribution over the transition kernel to be a delta function, one could
attempt to assess missing information in the context of this hyper distribution rather than at the de-
scriptive level of the transition kernels themselves. That is, instead of considering the information
measures of Θ̂ and Θ one could consider the same measures applied to f (Θ|). and δΘ (Θ). The Sur-
prise construct of Itti and Baldi uses this latter approach [8]. In my framework, exploration guided
by predicted information gain with respect to the prior distributions is less efficient at exploration
and offers less generalized utility when compared to exploration guided by PIG with respect to the
descriptive distributions (data not shown). Incorporating these insights into new models of visual
saliency and attention could be an interesting course of future research.
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6.5 Information-theoretic models of behavior

Recently information-theoretic concepts have become more popular in computational models of
behavior. These approaches can be grouped under three guiding principles. The first principle
uses information theory to quantify the complexity of a behavioral policy, with high complexity
considered undesirable. Tishby and Polani for example, considered RL maximization of rewards
under such complexity constraints [131].

The second principle is to maximize a measure called predictive information which quantifies
the amount of information a known (or past) variable contains regarding an unknown (or future)
variable [6, 121, 130]. Predictive information has also been referred to as excess entropy [28] and
should not be confused with predicted information gain (PIG). When the controls of a simulated
robot were adjusted such that the predictive information between successive sensory inputs was
maximized, Ay et al. found that the robot began to exhibit complex and interesting explorative be-
haviors [6]. This objective selects for behaviors that cause the sensory inputs to change often but to
remain predictable from previous inputs, and we can therefore describe the resulting exploration as
stimulation-driven. Stimulation-driven exploration generally benefits from a good internal model
but on its own, does not drive fast learning. It is therefore more suitable later in exploration, after
a learning-driven strategy, such as PIG(VI), has had a chance to form an accurate model. PIG,
in contrast, is most useful in the early stages when the internal model is still deficient. These
complimentary properties of predictive information and PIG lead us to hypothesize that a simple
additive combination of the two objectives may naturally lead to a smooth transitioning from learn-
ing-driven exploration to stimulation-driven exploration, a transition that may indeed be present in
human behavior (see Section 6.6).

Epsilon machines introduced by Crutchfield [27] and the information bottleneck approach in-
troduced by Tishby et al. [130] combine these first two principles of maximizing predictive in-
formation and constraining complexity. In particular maximizing the information between a com-
pressed internal variable and the future state progression subject to a constraint on the complexity
of generating the internal variable from sensory inputs. Recently, Still extended the information
bottleneck method to incorporate actions [121].

Finally, the third information-theoretic principle of behavior is the minimization of free-energy,
an information-theoretic bound on surprise. Friston put forth this Free-Energy (FE) hypothesis as
a unified variational principle for governing both the inference of an internal model and the control
of actions [37]. Under this principle, agents should act to minimize the number of states they visit.
This stands in stark contrast to both learning-driven and stimulation-driven exploration. A learning-
driven explorer will seek out novel states where missing information is high, while a stimulation-
driven explorer actively seeks to maintain high variation in its sensory inputs. Still, reduced state
entropy may be valuable in dangerous environments where few states permit survival. The balance
between cautionary and exploratory behaviors would be an interesting topic for future research.
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6.6 Towards a general theory of exploration

With the work of Berlyne [16], psychologists began to dissect the different motivations that drive
exploration. A distinction between play (or diversive exploration) and investigation (or specific
exploration) grew out of two competing theories of exploration. As reviewed by Hutt [50], “cu-
riosity”-theory proposed that exploration is a consummatory response to curiosity-inducing stim-
uli [14, 81]. In contrast, “boredom”-theory held that exploration was an instrumental response for
stimulus change [41, 82]. Hutt suggested that the two theories may be capturing distinct behav-
ioral modes, with “curiosity”-theory underlying investigatory exploration and “boredom”-theory
underlying play. In children, exploration often occurs in two stages, inspection to understand what
is perceived, followed by play to maintain changing stimulation [51]. These distinctions nicely
correspond to the differences between my approach and the predictive information approach of Ay
et al. [6] and Still [121]. In particular, I hypothesize that my approach corresponds to curiosity-
driven investigation, while predictive information a la Ay et al. and Still may correspond with play.
Furthermore, the proposed method of additively combining these two principles (Section 4.4), may
naturally capture the transition between investigation and play seen in children.

For curiosity-driven exploration, there are many varied theories [70]. Early theories viewed
curiosity as a drive to maintain a specific level of arousal. These were followed by theories in-
terpreting curiosity as a response to intermediate levels of incongruence between expectations
and perceptions, and later by theories interpreting curiosity as a motivation to master one’s envi-
ronment. Loewenstein developed an Information Gap Theory and suggested that curiosity is an
aversive reaction to missing information [70]. More recently, Silvia proposed that curiosity is mo-
tivated by two traits, complexity and comprehensibility [116]. For Silvia complexity is broadly
defined, and includes novelty, ambiguity, obscurity, mystery, etc. Comprehensibility is simply an
appraisal of how well something can be understood. It is interesting how well these two traits
match information-theoretic concepts, complexity being captured by entropy, and comprehensi-
bility by information gain [94]. Indeed, predicted information gain might be able to explain the
dual aspects of curiosity-driven exploration proposed by Silvia. PIG is bounded by entropy and
thus high values require high complexity. At the same time, PIG equals the expected decrease in
missing information and thus may be equivalent to expected comprehensibility.

All told, these results add to a bigger picture of exploration in which the theories for its different
aspects fit together like pieces of a puzzle. This invites future work for integrating these pieces into
a more comprehensive theory of exploration and ultimately of autonomous behavior.

6.7 Conclusion

The fundamentally new perspective I took in the thesis allowed me to re-examine the computational
principles of exploration free of the prior assumptions propounded by reinforcement learning. By
separating considerations of the proximate and ultimate causes of exploration, I’ve introduced
new methods for evaluating the effectiveness and utility of learning-driven exploration. I believe
these new performance benchmarks represent in themselves a significant contribution to the field.
Furthermore, they have allowed me to develop a novel and effective new strategy for exploration,
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PIG(VI). The question of how to direct behavior during embodied learning towards the formation
of accurate internal models and the development of adaptable skills I believe will be central to
future work in machine learning, neuroscience, and robotics.
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Part II

Using information theory to identify
coevolving protein residues
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Chapter 7

Introduction

A complete understanding of protein evolution will require full characterization of the many factors
that determine the selective forces acting on each amino acid of a protein. Although it has long
been hypothesized that the residues within a protein interact and influence each other’s evolution,
models of protein evolution, for simplicity and lack of sufficient data, have traditionally assumed
that residues evolve independently of each other. However, the increasing power of bioinformatics
and the increasing availability of genomic data offer a new opportunity to search for specific signals
of coevolution.

The covarion (concomitantly variable codon) hypothesis, put forth by Fitch and Markowitz
[35], postulated that, at any point during the evolution of a protein, only a small fraction of its
residues are free to vary. As the freely varying sites mutate, however, interacting sites can switch
between variable and invariant states. While Fitch and Markowitz emphasized this binary switch-
ing, they acknowledged that more subtle changes in selective pressures might occur. For example,
in response to a mutation at a neighboring site, a residue might switch from varying among one
set of amino acids to varying among another set. To encompass this broader conceptualization
of coevolution, the covarion hypothesis can be restated as: at any point during the evolution of
a protein, only a small fraction of possible mutations are admissible, but as one site changes, it
can alter the selective forces associated with other sites, thus altering the set of mutations that are
selectively admissible at those site. This form of coevolutionary interaction could be recognized
within a protein as residue pairs in which the variability at one site is dependent upon the amino
acid state of the other.

Mutual information (MI) is a statistical measure of the codependency between two random
variables. By considering the final amino acid states of a protein’s residues, after a span of evo-
lution, as discrete random variables, MI becomes a natural method for detecting codependencies
between them. Using multiple sequence alignments (MSAs) to estimate the amino acid distribu-
tion at each site, MI quantifies how much uncertainty in the amino acid state at one site can be
removed by knowledge of the amino acid state at another site.

The application of MI to sequence alignments was first introduced by Korber et al. as a means
of identifying covarying sites in a viral peptide [66]. This approach was later extended to general
proteins as a measure of coevolution [39]. Without refinement, however, MI yielded limited suc-
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cess and several attempts have been made to improve the measure [32,42,46,129,139]. Wollenberg
and Atchely, for example, used parametric bootstrap simulations to model the effect of phyloge-
netic relationships on MI in the absence of coevolution [139]. Their approach, however, could not
separate this global phylogenetic influence from the specific coevolutionary signal between a pair
of sites [139]. Tillier and Lui attempted to capture biases acting on each site of a protein through an
analysis of the total amount of interdependencies each site had across all other sites [129]. They,
however, did not characterize the correlation between MI and their measure of this bias. Their
method of removing this bias from MI may, therefore, have been suboptimal and may have hin-
dered the accuracy of their algorithm. These and the other researchers have emphasized the need
to quantify and effectively remove the poorly understood biases that are hindering the efficacy of
MI as a measure of coevolution [32, 42, 46, 76, 129, 139].

Since the true coevolutionary history of a protein cannot be experimentally determined, mea-
sures of coevolution cannot currently be directly tested. This complicates the validation of any
measure and necessitates the use of indirect evidence. A correlation between predicted coevolving
residue-pairs and protein structure is the most common evidence offered to support the accuracy
of an algorithm [32,36,42,44,46,60,66,88,91,129,132,135,139,140]. Indeed, many researchers
who develop algorithms for quantifying covariability between sites abandon coevolution as their
primary goal and instead focus on the algorithm’s potential as a tool for structure prediction, in
particular contact prediction [33,44,88,112]. Still, the correlation that these algorithms yield with
protein structure is likely mediated by their capacity to accurately measure coevolution combined
with an inherent tendency for physically close residues to interact evolutionarily.

Demonstrating that a measure’s predicted coevolving residues are further correlated to addi-
tional relevant protein features aside from structure can, by an argument of parsimony, greatly
increase the support for that measure as it limits the range of potential non-coevolutionary ex-
planations. Towards this end, researchers occasionally offer examples of coevolving residues that
they consider to be functionally relevant or near functionally relevant sites [42,132,135,140]. Such
correlations should, however, be evaluated carefully and with consideration of two factors. First,
site-specific biases, such as conservation, may artificially conflate the coevolutionary measure of
functionally relevant residues. Second, the appropriate controls are rarely given to demonstrate
that the highlighted examples represent a true trend. Once a correlation is shown to be statistically
significant and not the result of artefactual biases, it not only supports the accuracy of a measure
but also provides insight into the nature of coevolution.

In this thesis, I offer a refinement of MI as a measure of coevolution that removes a strong
non-coevolutionary influence and accounts for differences in within-site variability. I demonstrate
a high correlation between the predicted coevolving residues and protein structure, which even
extends to quaternary structures. I also demonstrate a significant trend for those residues that
are annotated as participating directly in a protein’s catalytic activity to coevolve with each other.
Going beyond these two more commonly considered correlations, I offer a novel measure of the
propensity for each pair of the 20 amino acids to be found at coevolving sites, which I term their
coevolution potentials. I found that amino acid pairs known to interact in bond formation exhib-
ited the strongest coevolution potentials, providing a unique correlation for my measure with the
known biochemistry of proteins that had not previously been explored. I concluded by demonstrat-
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ing directly that my measure surpasses previous methods in its degree of structural correlation, a
standard comparison for evaluating measures of coevolution [32, 36, 141]. Work in this part of the
thesis has been published in PLoS ONE [68].
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Chapter 8

Developing an information theoretic
measure of coevolution

8.1 Multiple sequence alignments

All protein alignments were obtained from the PFAM database (http://pfam.sanger.ac.uk/, Pfam
21.0) [34]. In total, 1592 PFAM full alignments were utilized. These full alignments were chosen
based only on the criteria that they contained at least 500 sequences and at least two sites with
fewer than 20% gaps. 1240 of these alignments had solved crystal structures available from the
Protein Data Bank (http://www.pdb.org/) [17, 18].

8.2 Mutual information as a biased measure of coevolution

To develop a statistical framework for measuring coevolution, I began by modeling the propensity
for each amino acid to evolve at a site in a protein as a discrete random variable with 20 possible
outcomes representing the 20 amino acids. To look for interdependencies between two sites (i.e.
two random variables), I considered the mutual information, MI, between them. MI is a statistical
quantity that measures the codependency of two random variables by examining how much less
entropy (i.e. more order) there is in their joint distribution than would be expected if the two
distributions were completely independent. If the propensity for a particular amino acid to evolve
at one site is completely independent from the amino acid state of the other site, mutual information
would be zero. If, however, the propensity for a particular amino acid to evolve at one site is
completely determined by the amino acid state at the other site, then the two single distributions
and their joint distribution will have entropy equal to the mutual information.

Given a multiple sequence alignment (MSA), let pi be the vector of length 20 whose entries
are the frequencies of the 20 amino acids amongst all the sequences at position i ignoring gaps.
Next let pi, j be the 20-by-20 matrix whose entries are the joint distribution of each ordered amino
acid pair at positions i and j. Entropy, Hi, is a measure of the uncertainty associated with pi and is
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given by:

Hi =− ∑
x∈A

pi(x) log2 pi(x)

Here, A = {A,C,D, . . . ,Y} is the set of the 20 amino acids. Hi has a minimum value of 0, i.e. no
uncertainty, when all sequences in the MSA have the same amino acid at position i, and it increases
as the amino acid frequencies become more evenly distributed with a maximal value when all 20
amino acids are equally represented. The joint entropy, Hi, j, between pi and p j is simply the
entropy of the joint distribution pi, j and is given by:

Hi, j =− ∑
x,y∈A

pi, j(x,y) log2 pi, j(x,y)

If pi and p j are completely independent, then Hi, j = Hi+H j. As pi and p j become more codepen-
dent, Hi, j decreases and is minimized when the amino acid at i completely determines what amino
acid must occur at j.

Finally, the mutual information of pi and p j, MIi, j, is a statistical quantification of the interde-
pendency between them and is given by:

MIi, j = Hi +H j−Hi, j

MI can be interpreted as the increase, due to codependency, in the certainty of the joint outcome
over the expected certainty assuming complete independence. Gaps in an MSA can bias which
phylogenies are represented at a site and decrease the sample size for estimating frequencies. For
this reason, if any pair of sites had more than 20% of the sequences in the MSA gapped at either
positions then no MI score, nor any of the derived measures of coevolution, were calculated for
that pair. Such gapped pairs were thus left untested for any coevolutionary relationship.

Due to the phylogenetic relationships between the sequences of an MSA, the assumption that
these sequences evolved independently from one another is false. Indeed, for any pair of proteins
in an MSA, there will have been a most recent common ancestor. While the mutations that became
stabilized in the lineages of these proteins following the branching of this common ancestor rep-
resent independent evolutionary events, those mutations that stabilized prior to this branch point
would only be a single evolutionary event even though they would be treated by the MI analysis as
independent events. This treatment of a single event as multiple independent events gives rise to
a phylogenetic bias that increases the mutual information among the residues. By independently
mixing the amino acids at each site among the sequences of an MSA, we can calculate random
mutual information (RI) scores in which all coevolutionary signals and phylogenetic biases have
been removed. As an example, I plotted the MI scores for each pair of amino acid sites in the
PFAM full alignment of 5612 PDZ domains against their average RI scores from 300 randomiza-
tions (Figure 8.1A; Pfam ID: PF00595 [34]). The PDZ domain is commonly found in scaffolding
proteins where it serves as a binding site for specific peptide sequences in target proteins. 80-90
amino acids in length, its small size makes it amenable towards easily visualizing the coevolution-
ary pairs identified by my algorithm. One would expect most residues to have strong interactions
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Figure 8.1: Measuring coevolution without biases. (A) MI scores are correlated to random infor-
mation scores (RI) in which all coevolutionary and phylogenetic relationships have been removed
by random perturbations. (B) The percentage of tested residue pairs that have coevolution mea-
sures higher than their average random measure (standard deviations are plotted but are too small
to be visualized). Phylogenetic biases induce high MI and MI/Hi, j scores, which are unobtainable
from randomized results. (C) MI is correlated to Hi, j. (D) MI/Hi, j is correlated to its randomized
values. MI/Hi, j is therefore still subject to non-phylogenetic biases. (E) A colorimetric represen-
tation of MI scores between pairs of residues in the 2nd PDZ domain of the Human Erbin protein.
The striated appearance highlights a large variation in basal MI values between sites. Residue po-
sitions are aligned from the N-terminus to the C-terminus. Red = high MI, Blue = low MI, Darkest
Blue = untested (> 20% gaps). (F) MI is correlated to MIi ·MI j. (G) Res is not correlated with its
randomized values. (H) Positions are ranked in order of increasing variance in Res scores (red line
indicates deviation of Res scores) and the distribution of Res scores are plotted. (I) ZRes scores are
calculated as the product of the z-scores of a Res value relative to its distribution across each site.
Light red points represent residue pairs where both z-scores were negative. The ZRes score for
such sites are taken as the negative of the product of the z-scores (dark red points). The negative of
the lower bound of ZRes (gray lines) is a cutoff for choosing coevolving residues (green points).
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with only a few evolutionarily closely-coupled sites [129], but the MI scores were almost always
higher than RI scores (Figure 8.1B; less than 1 residue pair out of all 2193 pairs per randomization).
This suggests that the high mutual information scores obtained were likely a result of phylogenetic
relationships within the MSA and not true signals of coevolution. Furthermore, MI proved to be
significantly correlated to RI (R = 0.7892) despite having removed the coevolutionary and phylo-
genetic interactions. This suggests that MI is further subject to additional non-phylogenetic biases,
which I collectively termed the stochastic bias.

8.3 Derived coevolutionary measures

To remove the biases associated with MI, I first calculated the average MI for each position:

MIi =
1
ni

∑
j 6=i

MIi, j

Where ni is the number of positions j for which an MI score was calculated between i and j.
Plotting MIi, j against MIi ·MI j, I found a strong linear relationship (Figure 8.1F). Since each
site would be expected to coevolve with only a few other sites, their average MI would not be
expected to contain much coevolutionary signal. Yet this correlation persisted even when MIi, j
or the top 5 MI values for each site were removed (data not shown). MIi ·MI j is therefore a
confounding variable which potentially contains the phylogenetic or stochastic biases of MI. To
remove the influence of this non-coevolutionary variable from MI, I calculated the linear least
squares regression of MIi, j against MIi ·MI j and took the residual of each MIi, j over this line of
best fit as a new measure of coevolution, Resi, j.

As shown in Figure 8.1G, Res no longer correlated with randomized results (R=0.0863), sug-
gesting that it successfully removed the stochastic bias. Furthermore, about 50% of all residue pairs
exhibited random scores higher than the measured Res values suggesting that the phylogenetic bi-
ases driving up global coevolution signals may have also been attenuated (Figure 8.1B). I however
noticed that the variation in the residuals still displayed heteroscedasity: increased variation with
increasing MI (Figure 8.1F). To examine how differences in variation might be influencing the Res
scores, I plotted the distribution of Res scores for each site, sorting the sites by increasing variance
(Figure 8.1H). While average Res values tended to be similar across all sites, the variation at each
site differed dramatically. A plot of the standard deviation in Res scores for each site against the
entropy of that site revealed that the two are correlated, suggesting that sites with more variation
in amino acid composition (i.e. more entropy) have an increased tendency to vary in their Res
value (R = 0.4516, p < 0.0001; Supplemental Figure B.1). Without correction, more variable sites
would have a wider distribution of Res values and thus an increased chance to surpass any chosen
threshold. To adjust for these differences in variation, I compared the Res score for a particular pair
of sites to the distribution of Res scores for each of those sites considered separately. Specifically,
I calculated z-score, Zi( j), for Resi, j relative to the distribution of Res scores across partners of i,
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Resi,·:

Zi( j) =
Resi, j−µ(Resi,·)

σ(Resi,·)

Here, µ(Resi, ·) and σ(Resi, ·) represent the mean and standard deviation of Resi,· respectively.
Finally, to normalize for the variability at both i and j, I calculated a final measure, ZRes:

ZResi, j =


Zi( j) ·Z j(i) if Zi( j)> 0 or Z j(i)> 0

−Zi( j) ·Z j(i) otherwise

Thus ZRes is a normalized measure of the position of a site-pair’s Res score relative to the dis-
tribution of Res scores for those sites. The split function was used to address the situation where
both z-scores are negative. This was problematic since their multiplication would then become
positive (Figure 8.1I, light-red). I therefore interpreted only position pairs where both Zi( j) and
Z j(i) were positive as potentially coevolving. Since the z-scores distribute around zero, and since
there can not be a negative coevolutionary interaction, I was able to derive a natural threshold for
detecting coevolving sites. Specifically, by letting ZLB (ZRes lower bound) be the most negative
value obtained by ZRes, −ZLB was a natural cutoff threshold for selecting predicted coevolving
residues:

ZLBi, j = min{ZResi, j s.t. Zi( j)≤ 0 or Z j(i)≤ 0}

Those site pairs whose ZRes value exceeded the −ZLB cutoff were identified as coevolving (Fig-
ure 8.1I, green).
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Figure 8.2: Coevolving residues in the 2nd PDZ domain of Human Erbin. (A) The structure
of 2nd PDZ domain of Human Erbin with peptide ligand. Coevolving networks of at least 3
residues are depicted as balls-and-sticks in shades of red with dashed yellow lines connecting the
coevolving pairs. Isolated pairs of coevolving residues are depicted as spheres in shades of blue.
The molecular surface of the peptide ligand is depicted in white. Black ribbons represent untested
residues (> 20% gaps). (B) Backside of A. (C) Isolated pairs of coevolving residues. (D) Networks
of 3 or more coevolving residues.
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Chapter 9

Identified coevolving sites correlate with
protein structure, biochemical interactions,
and catalytic function

9.1 Identified coevolving sites in PDZ domains

The structure of the 2nd PDZ domain of the Human Erbin protein has been solved and shown to
be similar in general topology to other PDZ representatives [120] (PDB ID: 1N7T [17, 18]). To
examine spatial relationship between coevolving residues identified by my algorithm, I mapped
all residue pairs with ZRes scores higher than the −ZLB cutoff onto the structure of the Erbin
2nd PDZ domain (Figures 8.2A&B; visualizations done with UCSF Chimera [93]). Isolated pairs
of residues that were identified as coevolving with each other and no other sites are depicted as
space-filled spheres, each pair a different shade of blue (Figure 8.2C). Networks of three or more
residues connected by coevolutionary interactions are depicted in ball-and-stick form with dashed
yellow lines connecting the β carbons of the coevolving pairs (Figure 8.2D). In total I identified
30 coevolving pairs falling into 13 networks and involving 39 unique residues, nearly half of the
tested residues.

The close physical proximity between each coevolving residue pair is quite striking. I plotted
the distribution of distances between pairs of coevolving residues in comparison to the distribution
for all pairs of tested residues (Figure 9.1) and found that the interacting residues were significantly
closer together (p < 1x10−16, 2-sample Kolmogorov-Smirnov (K-S test); median distances: 2.88
Å (coevolving), 11.30 Å (all)). I interpret this strong correlation between my measure and physical
structure as arising from the tendency for coevolving residues to be close to each other. These
results suggest that the ZRes measure is indeed picking up a signal of coevolution. Interestingly,
while many of the coevolving residues where found to lie in the same secondary structure (e.g. Val-
83 and Lys-87 which align on one side of the only α-helix; Figure 8.2C), several examples were
also found of residue interacting between secondary structures (e.g. Gln-68 and Ile-96 interacting
between the 4th and 6th β -sheets; Figure 8.2D).
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Figure 9.1: Distribution of distances between coevolving residues of PDZ domains. The fraction
of coevolving (black bars) or all (white bars) residue pairs that lie within the specified interval of
physical distance from each other is depicted.

9.2 Coevolution in 1592 Pfam families

The PFAM website (http://pfam.sanger.ac.uk/) maintains a database of alignments of well-charac-
terized protein families and domains [34]. In order to test the generality of my results from the
PDZ alignment across a larger set of proteins, I downloaded 1592 PFAM full alignments chosen
based on the criteria that they contained at least 500 sequences and at least one pair of sites with
less than 20% gaps.

Applying the ZRes algorithm to all 1592 alignments, I identified 126,085 coevolving residue
pairs (out of 18,073,342) with ZRes scores above the −ZLB cutoff. On average, 57.1% ± 19.6%
of the tested residues for each protein family were identified as coevolving with at least one other
residue. In comparison, the MI/Hi, j measure developed by Gloor et al. yielded coverage of only
11.2%± 7.5% (58,267 pairs; utilizing the 4 standard scores cutoff suggested by Gloor et al. [135]).

To test whether the identified coevolving residues correlated with physical structure, I obtained
the structural data for representative members of 1240 of the 1592 PFAM alignments [17]. Fig-
ure 9.2A shows the distribution of the distances between the 86,084 identified coevolving residue
pairs present in the representative structures. For comparison, the distribution of distances be-
tween all 12,203,471 tested pairs of residues in the 1240 crystal structures is also shown. Indeed,
the coevolving residues were significantly closer together (p< 1x10−307, K-S test) with a median
distance of 4.3Å as compared to a median of 19.2Å for all tested residue pairs. 56% of the identi-
fied coevolving residues were within 6 Å of each other, indicative of direct physical contact [42].
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In comparison, only 7% of all tested residue pairs were in a similar range of contact. Furthermore,
to test whether these results could have arisen from a bias in the ZRes measure towards selecting a
specific set of sites that as a population tended to be close together, I examined the set of all sites
identified as coevolving with at least one other site. The median distance between pairs of sites
amongst this set (19.3 Å) was no different than the total distribution for all tested pairs of sites
nor was the percentage of site pairs in contact (7%). This demonstrates that the correlation be-
tween ZRes and physical structure is specifically dependent on the pairing of identified coevolving
residues and not the result of single-site biases. I therefore interpret these results as emerging from
the accuracy of my algorithm at identifying coevolving residues paired with the tendency for direct
structural interactions to strongly influence residue coevolution.

To further explore correlations between coevolving residues and structural interactions, I next
considered secondary structure. Of the 86,084 coevolving residue pairs, 14,653 (17.0%) were
found to lie in a common α-helix or β -sheet. In comparison, only 3.8% of all residue pairs were
identified as lying in a common α-helix or β -sheet, suggesting that residues interacting within a
secondary structure have an increased tendency to influence each other’s evolution. In the PDZ
domain, coevolutionary interactions had tended to space out to align along the same side of the
α-helix or β -sheets. To test the generality of this observation, I considered all coevolving pairs
of residues where both residues lied in the same α-helix (Figure 9.2B) or the same β -sheet (Fig-
ure 9.2C) and determined their primary sequence separation. The results are given as a fraction
of the total number of residue pairs that were located within a common secondary structure of the
respective type and separated by the given primary distance. Residues within an α-helix exhibited
a strong peak at 3 and 4 amino acids primary distance, coincident with the first turn of an α-helix
(3.6 amino acids, first dashed line in Figure 9.2B). The propensity to coevolve quickly died off
for primary distances past 4 amino acids, probably because subsequent helix turns become further
and further away from each other in the molecular structure. Still a subtle peak can be seen every
3-4 amino acids consistent with the approximate 3.6 amino acids per turn characteristic of α-he-
lices [26]. Even though the correlation for β -sheets was not as strong, it did exhibit a strong peak
for residues that were separated by only a single amino acid (i.e. the closest residues to align on
the same side of a β -sheet; Figure 9.2C).

I next tested whether coevolving residues that were distant in primary sequence were still close
in tertiary structure. I therefore calculated the median physical distance between residues for a
spectrum of minimum primary distance separations (Figure 9.2D). Even at a minimum of 30 amino
acids primary distance, coevolving sites were significantly closer in physical distance (median: 9.8
Å) than the total distribution of sites for that separation (median: 22.5 Å; p < 10−307, K-S test;
Figure 9.2D). Similar statistical significance was obtained for all minimum primary distances from
1 to 30 (p < 10−307, separate K-S tests for each minimum primary distance). For increasing mini-
mum primary distance thresholds from 1 through 6, a moderate decrease in the difference between
the median coevolving distances and the median for all sites was observed (Figure 9.2D, dashed
line). This is perhaps due to the significance of secondary structural relationships in this range
of primary sequence separation. Past a minimum primary distance of 6, however, the differences
between the coevolving sites and all sites become constant suggesting that the tendency towards
coevolution is indifferent to the degree of primary sequence separation beyond those separations
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strongly correlated to interactions within a secondary structure.
Finally, I examined the influence of sequence length and alignment size on the accuracy of

the ZRes algorithm. I approximated accuracy in identifying coevolving residues by accuracy in
contact prediction (the percentage of identified coevolving residue pairs separated by at most 6 Å).
Across alignments, the total number of tested residue pairs that contacted each other scaled with
the protein’s effective sequence length (the square-root of the number of tested residue pairs; Fig-
ure B.2A). This led to a strong correlation between the percentage of tested residue pairs that were
in contact and the reciprocal of effective sequence length (R = 0.8428; Figure B.2B). Thus, one
might expect that the ability to preferentially identify those residue pairs in contact as coevolving
over those not in contact would decrease with increases in effective sequence length. However, the
robustness of my previous results led me to speculate that the use of the −ZLB selection threshold
potentially adjusted for this bias. Indeed, the contact accuracy for identified coevolving residue
pairs was much less correlated to the reciprocal of effective sequence length than were the percent-
ages of all tested residue pairs contacting (R = 0.1976; Figure B.2C), though there was still a slight
overall gain in performance for shorter proteins. This suggests that the ZRes effectively compen-
sated for the decreased representation of coevolving residue pairs (which should increase linearly
with protein length) relative to the total number of tested residue pairs (which increased quadrati-
cally with protein length). Finally, I also found a subtle but significant positive correlation between
the contact accuracy for identified coevolving residue pairs and the number of sequences in an
alignment, suggesting that larger alignments yielded increased accuracy (R = 0.1003, p < 0.001;
Figure B.2D). These correlations to contact prediction accuracy most likely reflect a corresponding
correlation to coevolution prediction accuracy.

9.3 Coevolution potentials

Having applied the ZRes algorithm to a large set of proteins, I next wanted to search for possible
trends in the amino acid compositions of coevolving sites. I therefore developed a measure of
the propensity for strongly coevolving sites to be composed of each of the 210 possible pairings
of the 20 amino acids, which I termed the coevolution potentials between the amino acids. For
each pair of coevolving sites (with ZRes≥−ZLB), I calculated the frequency of each amino acid
pair amongst the sequences of the corresponding MSA. I then weighted these frequencies by the
ZRes score between those sites. These weighted values were calculated for all coevolving pairs
and then summed. To account for biases resulting from differences in the frequency of occurrence
for each amino acid, I determined the statistically expected outcome for repeating this calculation
using randomly selected residue pairs weighted by the ZRes values of the original coevolving pairs.
My final coevolution potentials represent the standard score for the coevolving amino acid pairs
relative to their expected values and variance under the random process (Figure 9.3A).

The 11 highest coevolution potentials (in decreasing order) were found to be between: Asp-
Arg, Cys-Cys, Glu-Arg, Glu-Lys, Asp-Lys, His-His, Asp-His, His-Thr, His-Tyr, His-Glu, His-Ser
(Table S1). The high coevolution potentials of the acid-base amino acid pairs (Asp-Arg, Glu-Arg,
Glu-Lys, Asp-Lys) suggest that coevolutionary forces act to maintain balanced ionic charges or
specific ionic interactions. Similarly, the series of pairings with histidine highlights the impor-
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Figure 9.2: Coevolving residues correlate with structure. (A) The fraction of coevolving (black
bars) or all (white bars) residue pairs that lie within the specified interval of physical distance from
each other across 1592 Pfam families. (B) The fraction of residue pairs lying within the same
α-helix and having the specified primary sequence separation that are coevolving. Neighboring
residues have a primary (1◦) distance of 1. Multiples of 3.6 have been superimposed onto the
plot (dashed lines) to indicate typical spacing between turns of an α-helix. (C) The fraction of
residue pairs lying within the same β -sheet and having the specified primary sequence separation
that are coevolving. (D) The median distance of coevolving (closed circles) or all (open circles)
residue pairs with the indicated minimum primary sequence separation. The dotted line depicts the
difference between all and coevolving median distances.

tance of maintaining acceptor[A]-donor[D] interactions in side-chain hydrogen bonds (His[A/D]-
His[A/D], Asp[A]-His[D], His[A/D]-Thr[A/D], His[A/D]-Tyr[A/D], His[D]-Glu[A], His[A/D]-
Ser[A/D]) [7]. Interestingly, as noted, histidine along with serine, tyrosine, and threonine rep-
resent a class of amino acids whose side chains can act both as hydrogen donors and accepters [7].
I speculate that these amino acid pairs represent an evolutionary ‘pivot-point’ around which accep-
tors and donors can reverse roles. I also note that histidine is unique in its ability to act both as an
acid and a base at physiological pHs suggesting that it may play a similar role in the evolutionary
transitions between different acid-base pairs. Finally, coevolutionary pressures selecting against
the reactive thiol group of cysteine may explain the high coevolution potential of the Cys-Cys pair.

The known importance of ionic interactions, hydrogen-bonds, and disulfide bonds in protein
structure also offer a biochemical explanation for the correlation between physical structure and the
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Figure 9.3: Coevolution potentials between the amino acids. (A) Coevolution potentials calculated
using all identified coevolving sites. (B) Coevolution potentials are correlated with the MJ contact
energies.

ZRes coevolution scores. Indeed the coevolution potentials showed high correlation to Miyazawa
and Jernigan’s contact energies, which describe the potential for amino acid pairs to be in phys-
ical contact with each other (MJ; R = −0.8109, Figure 9.3B) [112]. It is possible that the high
coevolution potentials for these biochemically interacting amino acid pairs is actually a result of
their correlation to physical proximity rather than an explanation for it. To test this possibility, I
recalculated the coevolutionary potentials but only considered those pairs of sites that were already
known to be within 6 Å of each other in the representative structure. Since these contacting coevo-
lution potentials were normalized by the expected results for randomly selected contacting site-
pairs, they represent the tendency for each amino acid pair to be found at a coevolving sites above
and beyond the biases due to physical proximity. The results show that even once physical proxim-
ity has been removed as a bias in the potentials, acid-base, cysteine-cysteine, and hydrogen bond
acceptor-donor pairs still dominate the coevolutionary interactions (Figure B.3A). Indeed the con-
tacting coevolution potentials still strongly correlate with the MJ contact energies (R = −0.7394,
Figure B.3B). I interpret these results as suggesting that a common form of coevolution arises from
selective pressures to maintain important biochemical bonds, which are inherently short-range in-
teractions. Such selective pressure would help to explain the tendency for coevolving sites to be
close to each other.

While the correlation between the coevolution potentials and the MJ contact energies is con-
sistent with my earlier findings that coevolving residues tend to be close together, many of the
coevolving residues were not close in their representative structures. To investigate the amino acid
compositions of these distant coevolving sites, I again recalculated the coevolution potentials con-
sidering only those residue pairs that were greater than 6 Å apart in their representative structures
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(Figure B.3C). Surprisingly, even when considering only residue pairs that were greater 6 Å apart,
the high coevolution potentials between acid-base pairs and the cysteine-cysteine pair remained
high and still correlated to MJ contact energies (R = −0.6601, Figure B.3D). Thus, while these
residues may be distant in the representative structures, their high coevolution score suggests that
they may nonetheless still be close together in a different context such as different protein con-
formations, different representative structures, or contacts between copies of the protein in multi-
protein complexes. I examined this last possibility in the following section.

My inability to separate distant coevolving residues out from those that interact at close-range
makes it difficult to address the question of which amino acid pairs are common in long-range co-
evolutionary interactions. Nevertheless, the distant coevolution potentials did exhibit an increased
ranking for pairs of aromatic amino acids in preference over several of the hydrogen-bond form-
ing pairs identified by the earlier potentials: His-His (rank 6), Trp-Tyr (rank 7), Phe-Tyr (rank 8),
and Trp-Trp (rank 10). It is unclear to me why these aromatic amino acid pairs were particularly
represented among the distant coevolving residues.

9.4 Inter-molecular coevolution

In examining the coevolving residues of chorismate synthase I happened upon a surprising finding.
Chorismate synthase is a homotetramerizing protein important in the synthesis of aromatic com-
pounds in bacteria, and its crystal structure has been solved (PDB ID: 1UM0) [80]. Examining the
distribution of distances between residues within a single chain of chorismate synthase (chain A in
the representative crystal structure), I had found, as usual, that the coevolving residue pairs were
significantly closer together than all tested residue pairs (p < 1x10−48, K-S test; median distances:
5.78 Å (coevolving), 23.63 Å (all); Figure B.4). However, many of the strongly coevolving sites
still seemed to be separated by a large physical distances. Interestingly, when I began mapping the
strongest coevolving sites onto the crystal structure of the chorismate synthase tetramer, I found
that many of these distant coevolving pairs were actually directly apposed to each other across the
dimer interfaces (Figure 9.4A-C). Amongst the top 50 ZRes scoring residue pairs, 34 residue pairs
(68%) were found to be contacting each other ( 6 Å apart) within a single molecule of chorismate
synthase (chain A). Of the 16 pairs that were not in intra-molecular contact, 9 were found to be
in contact between molecules of the tetramer (Figure 9.4A-C) and an additional pair was found to
form a planar ring at the interface of the four chains (Lys-232 and Leu-349; Figure 9.4D). Many
of these coevolving residues were predicted by UCSF Chimera to form inter-molecular hydrogen
bonds (data not shown) [93]. Taken together with the previous results, this suggests that residues
may coevolve to maintain structural interactions both within and between protein molecules.

To further test this hypothesis, I identified 532 alignments whose representative crystal struc-
ture contained multiple copies of the corresponding peptide. Since formation of protein crystals
inherently imposes a multimerization of the peptides, I restricted my analysis to only those chains
in the structure identified as being part of a biologically relevant assembly (REMARK 350 in PDB
files) [17]. Plotting the joint histogram of intra-molecular and inter-molecular distances for the
coevolving sites normalized to the joint histogram for all tested sites, I found that the coevolving
sites were disproportionately represented amongst sites that were physically close either within a
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Figure 9.4: Inter-molecular interactions between coevolving residues of the chorismate synthase
tetramer. (A-C) Coevolving residues are highlighted by the same hue. Light residues are from
chain A. Dark residues are from chain D (panels A and B) or chain C (panel C). (B) The back side
of the structure depicted in panel A. (D) A pair of coevolving residues forming a planar ring at the
center of the tetramer. Each molecule of chorismate synthase is depicted in a different color.

protein or between interacting copies of the protein (Figure 9.5). Of all 9207 residues pairs that
were within 6 Å of each other in inter-molecular distance, over 10% (1167 pairs) of them were
identified as coevolving. In comparison, only 0.7% of all site-pairs (distant or close) were selected
as coevolving. These results clearly demonstrate the importance of inter-molecular interactions in
the coevolution of residues.
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Figure 9.5: Joint distribution of intra-molecular and inter-molecular distances between coevolv-
ing residues. 532 protein and domain alignments whose representative PDB structures contained
multiple copies of the corresponding peptide were used for the analysis. The color of each cell
depicts the fraction of all residues pairs lying within the specified intervals of intra-molecular and
inter-molecular distances that are coevolving. Coevolving pairs are particularly prevalent amongst
residues pairs that lie in close physical proximity to each other either intra-molecularly or inter-
molecularly.

9.5 Coevolution of catalyic sites

I next examined whether catalytic sites, being direct participants in the functional role of enzymatic
proteins, exhibited specific coevolutionary tendencies. Two lines of evidence have commonly
been offered to support the hypothesis that catalytic sites elicit or require strong coevolutionary
interactions: 1) examples of catalytic sites coevolving with other (not necessarily catalytic) sites
are highlighted, or 2) a prevalence of non-catalytic coevolving sites within 10 Å of a protein’s
active sites is demonstrated [32, 42, 132, 135, 140]. Statistical support verifying that these trends
surpass random expectations, however, is often not offered. Furthermore, care should be given
towards considering what biases in an algorithm might inappropriately increase coevolutionary
measures for catalytic sites. For example, since low entropy is correlated with high conservation,
the normalization of MI by Hi, j introduced by Gloor et al. might bias the measure towards selecting
evolutionarily conserved sites [42, 135].

The Catalytic Site Atlas (CSA) provides information on which residues in a PDB structure are
implicated in the direct catalytic activity of an enzyme [141]. Of the 1240 representative crystal
structures utilized in this study, a total of 645 catalytic sites in 257 proteins had been identified
in the CSA. Using the ZRes method, I found that 61.6% (397) of these sites were identified as
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Figure 9.6: Coevolution between catalytic sites. All catalytic sites annotated by the CSA [100] and
tested for coevolution (i.e.20% gaps) are depicted in red. The protein backbones are depicted as
a white ribbon. Coevolving catalytic residues are connected by orange lines. (A) The nucleotide
binding site of Methanosarcina thermophila acetate kinase (PF00871, PDB 1g99) [22]. The bound
ADP molecule and a sulfate ion are depicted in blue. (B) Active site of murine adenosine deam-
inase (PF00962, PDB 1a4l) [136]. The inhibitor, pentostatin, and a coordinating Zn2+ ion are
depicted in blue. The coordinating interactions with Zn2+ is depicted as purple lines [136]. (C)
Active site of Pseudomonas fluorescens carboxylesterase (PF02230, PDB 1aur) [62]. The inhibitor,
phenylmethylsulfonyl fluoride, is covalently bound to Ser114 and its phenylmethylsulfonyl moiety
is depicted in blue.

coevolving with at least one other site, and 97.8% (631) were within 10Å of a coevolving pair of
sites. While these may seem like a large representations of the catalytic sites and are comparable
to previous reports [42, 46, 60, 129, 135], they were not larger than the portion of all sites that had
coevolving partners (61.2%) nor larger than the portion of all sites within 10Å of a coevolving
pair (98.8%). I therefore conclude that, while functionally relevant sites are indeed amongst the
coevolving sites, they have no increased propensity to be coevolving over other sites.

While functional sites are no more likely to have coevolving partners than random sites, I
wondered whether functional sites tend to coevolve specifically with each other. Of the 257 PDB
structures with CSA entries, 175 had at least two catalytic sites annotated and were used for the
subsequent analysis. I found that 61 of these PDB structures contained at least one pair of catalytic
sites identified as coevolving with each other. In total, there were 90 such coevolving pairs of
catalytic sites, representing 11% of all possible catalytic site pairs (793). To determine whether
this propensity for catalytic sites to coevolve with one another was significant, for each of the
175 crystal structures I selected a number of random sites equal to the number of catalytic sites
and asked how many random site pairs were coevolving. Over 2000 randomizations, the average
total number of coevolving random pairs was only 6.5 ± 2.7 (0.8%), significantly fewer than the
number of identified coevolving catalytic sites (the probability of finding at least 90 coevolving
sites given a normal fit of the random results, log transformed to satisfy normalicy, was less than
10−16). When random pairs were chosen only amongst those sites that were contacting each other,
only 56.7 ± 7.2 (7.2%) were identified as coevolving, showing that the tendency for catalytic sites
to coevolve was not due to their potential tendency to be located near each other at active sites
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(p < 10−16). Three example proteins containing coevolving catalytic sites have been depicted in
Figure 9.6.
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Chapter 10

Comparison to previous algorithms

To compare the performance of the ZRes algorithm to previously published methods, I consid-
ered several measures that attempt to detect residue coevolution by quantifying the covariability
between sites. I had chosen to utilize an MI-based approach because MI is well established in
Information Theory as a measure of codependency. Other methods for quantifying the covariabil-
ity, however, have been adapted towards coevolution detection. The Observed Minus Expected
Squared (OMES) approach developed by Kass and Horovitz utilized a χ2 goodness-of-fit test to
identify site pairs at which the observed distribution of amino-acid pairs diverged significantly from
expectation [36, 60]. The McLachlan Based Substitution Correlation (McBASC) approach devel-
oped by Göbel et al. looked for correlations in the degrees of divergence for paired substitutions
at two sites [36, 44, 88]. Furthermore, a recent report from Dunn et al. independently developed a
measure of coevolution (MIp) analogous to our Res measure [32]. A subtle difference lies in how
MIi ·MI j is removed from the MI score. Dunn et al. utilized an insightful mathematical proof, to
estimate the relationship between MI and MIi ·MI j. I, on the other hand, directly calculated the
residuals of the linear regression of the measure on the bias. Dunn et al. however, did not account
for the differences in within-site variability addressed by the ZRes measure [32].

To compare the ZRes algorithm to these previously developed methods, I used contact predic-
tion accuracy as an approximate correlate of coevolution prediction accuracy. Since none of these
algorithms utilize structural data (including primary sequence order) and since none of them are
based on known signals for contact prediction, any correlation with structural data should arise
from their ability to recognize coevolving sites combined with a tendency for coevolving sites to
be close together (or for close residues to be coevolving). Contact prediction therefore is a reason-
able approximation of algorithm accuracy. In order to make the comparisons, each measure was
used to rank all tested site pairs for each analyzed protein family, and the percentage of the top
ranking site pairs contacting in their representative structures were calculated. Our ZRes measure
out-performed both OMES and McBASC (p< 1016, Friedman’s nonparametric two-way ANOVA;
Figure 10.1A). Furthermore, whereas MIp and Res performed equally well, they both under-per-
formed ZRes, showing that accounting for heteroscedasticity significantly improved the measure
(p < 1016; Figures 9.6A and B). Since shorter protein sequences have a large fraction of residue
pairs in contact with each other (Figure B.2B), I repeated the analysis adjusting for sequence length
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Figure 10.1: Comparison of ZRes to other measures of coevolution. (A) To ease processing load,
calculations were limited to the 424 alignments with representative structures for which the product
of the protein sequence length and alignment size was less than or equal to 100,000. Following
the analysis performed previously [129], all residue pairs were ranked from highest to lowest ZRes
score. For ranks 1 up to 100, the fraction of residue pairs at or higher than each rank lying within
6 Å of each other was calculated. The average of this contact accuracy across all alignments was
then plotted (blue). The process was repeated with the Res (green), OMES (brown), McBASC
(magenta), MIp (red), and MI (black) measures. (B) as in A, but utilizing all 1240 alignments with
representative crystal structure. The results from one randomization of residue pair rankings are
plotted in black. Statistical significance was assessed by Friedman’s nonparametric 2-way ANOVA
for measure effects on selectivity after factoring out rank effects. All pair-wise comparison in both
A and B were significant except between MIp and Res.

by normalizing the number of top scoring site pairs chosen for each protein family by the length
of the protein sequence (Figure B.5). Again, ZRes performed significantly better than all other
measures (p < 0.05 for 1% protein sequence length down to p < 105 for 32% protein sequence
length, K-S test).
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Discussion

Since it is presently infeasible to directly test whether two residues in a protein interacted evolu-
tionarily, researchers must defer to correlation as evidence for the accuracy of an algorithm. Even
when such correlations exist and are shown to be statistically significant, care must be taken in
considering whether a non-coevolutionary variable or bias in the measure might be the underlying
source of the correlation. Once such non-coevolutionary explanations have been ruled out, these
correlations not only validate an algorithm but also provide insights into the nature of coevolution.

The coevolving residues found by my algorithm show a strong correlation with physical struc-
ture, namely coevolving residues tend to be in close proximity to each other. Since the algorithm
uses no information on structural data, not even the primary sequence order, this correlation sug-
gests that residues that lie in close physical proximity are more likely to influence the selective
pressure acting on each other. While previous algorithms have demonstrated high correlation to
structure, they achieve this with only a limited number of residue pairs. While retaining high selec-
tivity, my algorithm on average identified over half of all residues measured as coevolving with at
least one other residue, a level of coverage not previously reported. For example, a recent study by
Yeang et al. searched 2000 protein families to find 2000 coevolving residue pairs, 50% of which
were in contact [140]. In comparison, applying my algorithm to 1592 protein families, I isolated
over 50 times as many coevolving pairs (126,085) and yet retained the same level, if not higher, of
contact accuracy (59%), demonstrating the increased sensitivity of my algorithm.

The high performance of the ZRes algorithm at predicting residue contacts may in the future
offer a means of improving protein structure prediction algorithms. Indeed several methods for
combining coevolutionary measures in structural predictions have been previously described and
would be interesting to pursue in future studies [33, 79, 112].

The calculation of coevolution potentials between the 20 amino acids offers new insights into
the role of biochemical interactions in evolution. The results suggest that bond forming residue
pairs may commonly face particularly strong coevolutionary selective pressure, probably towards
maintaining these bonds. Although selective pressure typically suggest conservation, one should
bear in mind that coevolution requires variation. Thus the capacity for similar bonds to be formed
by different amino acid pairs may provide a means to maintain necessary physical interactions
while tolerating variation. The predominance among coevolving residues of acid-base pairs could
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also suggest that coevolutionary selective pressures act to maintain a balance of ionic charges. The
high coevolution potential of the cysteine-cysteine pair may suggest a similar balancing pressure
to protect against the high reactivity of the cysteine thiol group.

The coevolution potentials for “distant” residues highlighted the importance of context in inves-
tigating algorithms for detecting coevolution. While one could explain the coevolution of distant
residues of opposite charges as maintaining a global balance of ionic charge, the persistence of
cysteine-cysteine pairs among the highest coevolution potentials would be hard to explain if such
residues were indeed distant. More likely they are only distant in one context but are close in
another. The physical interaction of these residues may be revealed if we consider their structures
from a different context such as looking at different representative structures within an alignment
or at different conformational states of the protein. As one example (Figure 9.6), I showed that the
structural correlations between seemingly distant coevolving sites can be revealed upon consider-
ation of inter-molecular distances within a protein complex.

It is often expected that coevolving residues tend to play fundamental roles in the function
of a protein. Researchers therefore often highlight those predicted coevolving residues that are
known to play important roles in protein function. However, they rarely offer statistical support
for the hypothesis that coevolving residues have a propensity for being directly involved in protein
function. I have shown that catalytic sites, as determined by the CSA, do not have an increased
propensity to coevolve in general. I did, however, reveal an increased tendency for these sites to
coevolve specifically with each other. Thus, catalytic sites selectively coevolve more strongly with
other catalytic sites. Since this correlation to coevolution was identified only for pairs of catalytic
sites and was not present when considering catalytic sites one at a time, it is not likely to arise from
site-specific biases. These findings underscore the importance of residue coordination in realizing
and maintaining an optimal enzymatic activity.

To explain the competing roles of selective pressure and variation, both necessary for coevolu-
tion, I offer a coevolutionary extension of the Neutral Model of Evolution offered by Kimura [79],
and King and Jukes [20]. I hypothesize that coevolutionary change predominantly occurs through
the genetic drift of neutral mutations at interacting sites, but the set of neutral mutations available
to those sites is largely restricted to maintaining structural and biochemical interactions. When
multiple means of retaining such interactions are available (e.g. multiple ways of forming similar
bonds), these selective forces would not be so constraining that they prevent any variation at the
sites. As nearly-neutral mutations stabilize, the interactions between each residue change, alter-
ing the set of subsequently available neutral mutations. Given that variability is important in the
detection of coevolution, those residue pairs that most strongly cooperate in defining the shape of
a protein’s mutational landscape without severely restricting it will exhibit the strongest coevolu-
tionary signal. This might further explain why catalytic sites do not exhibit a general increase in
tendency to coevolve. Perhaps many functional sites are too constrained to allow any variation,
and thus do not allow any covariation.
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Appendix A

Supplemental proofs and methods for Part I

A.1 Derivation of Mean Path Length

To optimize navigation to a target state s∗, we consider modified transition probabilities:

pnavigation(s′|a,s) =


Θass′ if s 6= s∗

1 if s = s′ = s∗

0 otherwise

A navigational utility function is then defined as:

Unavigation(s) =
{
−1 if s 6= s∗

0 otherwise

An optimal policy π is derived through value-iteration as follows:

Q0(a,s) :=Unavigation(s)

Qτ−1(a,s) :=Unavigation(s)+ ∑
s′∈S

pnavigation(s′|a,s) ·Vτ(s′)

where Vτ(s) := max
a

Qτ(a,s)

Value-iteration is continued until V converges, and the optimal policy is then defined as:

π(s) = argmax
a

Qconvergence(a,s)

The expected path length to target s∗ is then calculated as:

E[steps to s∗] = ∑
s
− 1

N
Vconvergence(s)

The mean path length is then taken to be the average of the expected path length over the N possible
target states.
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A.2 Derivation of PEIG

Theorem 1. Surprise, as employed by Storck et al. [123], is equal to the posterior expected infor-
mation gain. That is, if an agent is in state s and has previously collected data~d, then the expected
information gain for taking action a and observing resultant state s∗ is given by:

Surprise(a,s,s′) : = DKL(Θ̂
~d∪s∗
as· ‖ Θ̂

~d
as·) = E

Θ|~d∪s∗[IG(a,s,s∗)] (A.1)

Proof.

E
Θ|~d∪s∗[IG(a,s,s∗)] = E

Θ|~d∪s∗

[
∑
s′
Θass′ log2

(
Θ̂
~d∪s∗
ass′

Θ̂
~d
ass′

)]

= ∑
s′

E
Θ|~d∪s∗ [Θass′] log2

(
Θ̂
~d∪s∗
ass′

Θ̂
~d
ass′

)

= ∑
s′

Θ̂
~d∪s∗
ass′ log2

(
Θ̂

a,s→s∗
ass′

Θ̂
~d
ass′

)
= DKL(Θ̂

~d∪s∗
as· ‖ Θ̂

~d
as·)

A.3 Methods for assessing performance in goal-directed tasks

To assess the general utility of an agent’s internal model, the agent is first allowed to explore for
a fixed number of times steps. After exploring, the agent is asked, for each goal-directed task, to
choose a fixed policy that optimizes performance under its learned model:

Navigation: To optimize navigation to a target state s∗ under internal model Θ̂ , I took an
approach analogous to the method for calculating the mean path length of a world (see Appendix
5.4). We first consider modified transition probabilities:

pnavigation(s′|a,s;Θ̂) =

 Θ̂ass′ if s 6= s∗

1 if s = s′ = s∗

0 otherwise

A navigational utility function is then defined as:

Unavigation(s) =
{
−1 if s 6= s∗

0 otherwise
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An optimal policy π
Θ̂

is derived through value-iteration as follows:

Q0(a,s) :=Unavigation(s)

Qτ−1(a,s) :=Unavigation(s)+ ∑
s′∈S

pnavigation(s′|a,s;Θ̂) ·Vτ(s′)

where Vτ(s) := max
a

Qτ(a,s)

This process is iterated a number a times, τconvergence > 1000, sufficient to allow Q to converge to
within a small fixed margin. An optimal policy is then defined as:

π
Θ̂
(s) = argmax

a
Q−τconvergence(a,s)

The realized performance of π
Θ̂

is assessed as the expected number of time steps, capped at 20,
it would take an agent employing π

Θ̂
to reach the target state. A true optimal policy is calculated

as above except using Θ instead of Θ̂ . For each world and each exploration strategy, navigation is
assessed after t ∈ {25, 50, 75, 100, 150, 200, 250, 300, 350, 400, 450, 500, 600, 700, 800, 900,
1000, 1500, 2000, 2500, 3000} exploration time steps and compared to the true optimal strategy.
Performance difference from true optimal is calculated is averaged over the tested exploration
lengths, all starting states, and all target states. The different explorative strategies are then ranked
in performance.

Reward Acquisition: Policies in reward acquisition tasks are derived as above for navigational
tasks except as follows:

preward(s′|a,s;Θ̂) = Θ̂ass′

Ureward(s)∼Uni f orm([−1,1])
π

Θ̂
(s) = argmax

a
Q−100(a,s)

Realized performance is assessed as the expected total rewards accumulated by an agent employing
π

Θ̂
over 100 time steps.
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Appendix B

Supplemental figures for Part II
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Figure S1. Within-site Res score variability correlates with entropy 
The entropy of each site is plotted against the standard deviation of Res scores at that site. 
This suggests that sites with higher variation in amino acid composition are more likely 
to exhibit spuriously high Res scores when measured with multiple partner sites. 

Figure B.1: Within-site Res score variability correlates with entropy. The entropy of each site is
plotted against the standard deviation of Res scores at that site. The positive correlation suggests
that sites with higher variation in amino acid composition are more likely to exhibit spuriously
high Res scores.
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Figure S3. Contact accuracy is weakly correlated with the reciprocal of protein 
length and alignment size. 
For each alignment for which a representative structure was available: 
(A) The number of tested residue pairs that were contacting each other was plotted 
against the effective protein sequence length; (B) The fraction of the tested residue pairs  
that were contacting each other was plotted against the reciprocal of effective sequence 
length; (C) The fraction of residue pairs identified as coevolving that were contacting 
each other was plotted against the reciprocal of effective sequence length; (D) The 
fraction of residue pairs identified as coevolving that were contacting each other was 
plotted against the alignment size. 

Figure B.2: Contact accuracy is weakly correlated with the reciprocal of protein length and align-
ment size. For each alignment for which a representative structure was available: (A) The number
of tested residue pairs that were contacting each other was plotted against the effective protein
sequence length; (B) The fraction of the tested residue pairs that were contacting each other was
plotted against the reciprocal of effective sequence length; (C) The fraction of residue pairs iden-
tified as coevolving that were contacting each other was plotted against the reciprocal of effective
sequence length; (D) The fraction of residue pairs identified as coevolving that were contacting
each other was plotted against the alignment size.
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C D

Figure S4. Amino acid coevolution potentials for contacting and distant residue 
pairs 
(A) Coevolution potentials calculated only for residues pairs no further than 6 Å apart 
(intra-molecular distance). (B) Coevolution potentials amongst contacting residue pairs 
are correlated with the MJ contact energies. (C) Coevolution potentials calculated only 
for residues pairs that are at least 6 Å apart. (D) Coevolution potentials amongst distant 
residue pairs are still correlated with the MJ contact energies. 

Figure B.3: Amino acid coevolution potentials for contacting and distant residue pairs. (A) Co-
evolution potentials calculated only for residues pairs no further than 6 Å apart (intra-molecular
distance). (B) Coevolution potentials amongst contacting residue pairs are correlated with the MJ
contact energies. (C) Coevolution potentials calculated only for residues pairs that are at least 6
Å apart. (D) Coevolution potentials amongst distant residue pairs are still correlated with the MJ
contact energies.
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Figure S5. Distribution of intra-molecular distances between coevolving residues of 
chorismate synthase 
The fraction of coevolving (black bars) or all (white bars) residue pairs that lie within the 
specified interval of physical distance from each other is depicted. 

Figure B.4: Distribution of intra-molecular distances between coevolving residues of chorismate
synthase The fraction of coevolving (black bars) or all (white bars) residue pairs that lie within the
specified interval of physical distance from each other is depicted.



APPENDIX B. SUPPLEMENTAL FIGURES FOR PART II 80

0.01 0.02 0.04 0.08 0.16 0.320

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Fraction of Sequence Length

Fr
ac

tio
n 

of
 Id

en
tif

ie
d 

C
oe

vo
lv

in
g 

P
ai

rs
 in

 C
on

ta
ct

 

 
ZRes
Res
MIp

MI
OMES

McBASC

Figure S6. The same dataset used in Figure 9A was reanalyzed to normalize for 
variation in protein sequence length.  
Again all residue pairs were ranked from highest to lowest ZRes score. For each protein, 
a number of top ranking residue pairs proportional to the length of the protein sequence 
(characterized as fractions of the protein sequence length) were considered. The fraction 
of these high-ranking residue pairs that lied within 6 Å of each other was then calculated. 
The average of this contact accuracy across all alignments was then plotted (blue). The 
process was repeated with the Res (green), OMES (brown), McBASC (magenta), MIp 
(red), and MI (black) measures. 

Figure B.5: The same dataset used in Figure 10.1A was reanalyzed to normalize for variation in
protein sequence length. Again all residue pairs were ranked from highest to lowest ZRes score.
For each protein, a number of top ranking residue pairs proportional to the length of the protein
sequence (characterized as fractions of the protein sequence length) were considered. The fraction
of these high-ranking residue pairs that lied within 6 Å of each other was then calculated. The
average of this contact accuracy across all alignments was then plotted (blue). The process was
repeated with the Res (green), OMES (brown), McBASC (magenta), MIp (red), and MI (black)
measures.
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