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Abstract 

Sensorimotor Integration in Speech Production 

Hardik Kothare 

 

When we speak, there’s a complex sequence of events occurring within us. A symphony, if you 

will, with the brain as the conductor; the respiratory muscles pushing air out of our bellow-like 

lungs; this exhaled air setting the vocal cords into vibration like the strings of a musical 

instrument; the tongue, lips, nose, teeth and jaw acting as an ensemble and obstructing this air 

flow to produce speech sounds. The smooth execution of this sequence of events requires the 

human brain to monitor sensory feedback during speech, correct for any errors and learn from 

any past errors. This phenomenon is called sensorimotor integration and is essential for efficient 

speech motor control. Various theoretical and computational models of speech production 

explain how sensorimotor integration occurs but many aspects of this process still remain 

underexplored. This dissertation starts by investigating how sensorimotor learning of vowels 

depends on the complex relationship between articulatory dimensions and acoustic space. 

Specifically, formant adaptation or response to altered formant frequency feedback depends on 

the direction of the shift in two-dimensional F1-F2 vowel space. Using 

magnetoencephalographic imaging, I then investigate how sensorimotor integration is affected 

during speaking in a voice disorder called Laryngeal Dystonia (or Spasmodic Dysphonia). 

Significant differences in neural activity at various nodes of the speech motor control network 

were observed in patients with Laryngeal Dystonia at various time points around the act of 

phonation. Lastly, the dissertation describes cortical dynamics of the speech motor control 

network in a neurodegenerative disorder affecting speech and language called the non-fluent 



 xi 

variant of Primary Progressive Aphasia (nfvPPA). These patients have significant motor speech 

impairments which were investigated using a pitch perturbation experimental paradigm. Neural 

and behavioural results showed that sensorimotor integration is severely impacted in patients 

with nfvPPA. Taken together, the work in this dissertation aims to help inform current 

computational models of speech production and underlines the important role of sensorimotor 

integration in human speech. 
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Chapter 1: Introduction 

That human beings are social animals is an indisputable fact. The human ability to communicate 

with each other enables us to build and strengthen bonds of cohesion with the people 

surrounding us. The year 2020, with worldwide lockdowns and bouts of social isolation due to a 

global pandemic, has further highlighted the role that communication plays in our personal, 

social and professional lives.  

 

For many of us, the primary medium of communication is speech. We transmit our thoughts and 

ideas to others as sound or vibrations in the air. The production of speech sounds is an 

extraordinarily complex task that requires the orchestration of nearly 100 muscles.  When we 

speak, we exhale air out of our lungs, thus setting our vocal folds, which are held in a tense 

position in our voice box or larynx, into vibration. This vibration creates a buzzing sound that is 

transformed into distinct consonant and vowel sounds by our articulators like the nose, lips, 

tongue and jaw which together change the shape of our oral and nasal cavities.  

 

Despite the sheer complexity of the task of speech production, human beings are incredibly good 

at producing intelligible speech. One reason why this is possible is because speech production 

requires continuous monitoring of sensory feedback. It is not just our intended audience who are 

listening to our speech; we need to listen to our own speech to ensure that it is steady and fluent. 

Along with auditory feedback, humans also continuously monitor somatosensory feedback from 

the articulators involved in speech production. The brain relies on both these kinds of sensory 

feedback to correct for any speech errors while speaking and also to learn from prior speech 
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errors. This phenomenon of changing the speech motor output based on sensory feedback is 

called sensorimotor integration and it is key to error-free speech production. 

 

We have come a long way in understanding how the brain produces and controls speech. Thanks 

to modern tools like neuroimaging and computational models, we have answers to several 

questions posed by speech scientists and neuroscientists. However, most of these answers are 

incomplete. We still have a long way to go before we have unlocked every secret and solved 

every mystery. This dissertation aims to provide yet another piece of the puzzle in the form of 

three chapters exploring sensorimotor integration in speech. 

 

In Chapter 2, I explore the phenomenon of sensorimotor adaptation or the ability of the motor 

control system to adapt to a consistently altered sensory map and modify the motor output 

accordingly. Formants are frequency components of a speech signal that define vowel sounds. 

Generally, the first two formants are sufficient to distinguish vowels. When formant frequencies 

in auditory feedback are consistently altered while a person is speaking, the speaker registers a 

feedback error and responds by changing the formants of the produced speech (or compensating 

for the altered feedback) such that the feedback error is reduced. This is called formant 

adaptation in speech. Chapter 2 demonstrates how compensation in formant adaptation is not 

strictly oppositional to the applied feedback shift and that adaptation depends on the direction 

and magnitude of formant alteration in a two-dimensional space defined by the first two formants 

(F1 and F2).  
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One approach to examining how sensorimotor integration works is by investigating how it is 

impacted in patients with impaired speech. Chapters 3 and 4 consider two disorders impacting 

speech production in patients. In both these chapters I used magnetoencephalography (MEG), a 

neuroimaging technique that helps detect neural activity by sensing magnetic fields produced by 

electrical currents in the brain, to observe differences between neural activity in patients and that 

in healthy controls.  

 

In Chapter 3, I explore neural activity around various phonatory events in patients with 

Laryngeal Dystonia (LD), a voice disorder that causes spasms in the vocal folds during voiced 

speech (and thus also called Spasmodic Dysphonia). There have been several studies with 

conflicting findings about which parts of the Central Nervous System (CNS) are impacted in LD. 

Most of these studies investigate where abnormalities exist in the brains of patients with LD. 

However, as mentioned before, speech production is a rapid process with various parts of the 

brain, respiratory muscles and articulatory muscles involved at various timepoints during the 

course of speech production. Surprisingly, there has been no study to investigate when neural 

abnormalities arise in patients with LD. MEG provides the temporal resolution required to ask 

this question. LD patients show abnormal neural activity in various parts of the speech motor 

control network during motor planning, initiation of phonation and during sustained phonation.  

 

In Chapter 4, I explore sensorimotor integration in patients with the non-fluent variant of 

Primary Progressive Aphasia (nfvPPA), a neurodegenerative disorder affecting motor speech. 

Structural neuroimaging studies have shown that patients with nfvPPA exhibit atrophy in the 

cerebral cortex in regions that are crucial to speech production. Furthermore, these patients also 
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show aberrant connectivity between the various regions of the brain that form the speech 

production network. However, not much is known about the functional recruitment of the 

cortical regions that are part of the speech production network during speech in patients with 

nfvPPA. Understanding how these patients control speech and integrate sensory feedback with 

their motor output may help shed light on why motor speech is impacted in nfvPPA. Chapter 4 

talks about how patients with nfvPPA are unable to rapidly adjust their motoric output in 

response to sudden changes to auditory feedback, suggesting deficits in sensorimotor integration. 

Indeed, differences in neural activity also provide supporting evidence to the hypothesis of 

abnormal sensorimotor integration. 

 

Together the findings from the chapters in this dissertation pave the way for further exploratory 

studies by speech scientists, neuroscientists, phoneticians, neurologists, laryngologists and other 

researchers engaged in the task of decoding how the human brain produces speech. 
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Chapter 2: Sensorimotor adaptation of speech depends on the direction of auditory 

feedback alteration 

2.1 Abstract 

A hallmark feature of speech motor control is its ability to learn to anticipate and compensate for 

persistent feedback alterations, a process referred to as sensorimotor adaptation. Because this 

process involves adjusting articulation to counter the perceived effects of altering acoustic 

feedback, there are a number of factors that affect it, including the complex relationship between 

acoustics and articulation and non-uniformities of speech perception. As a consequence, 

sensorimotor adaptation is hypothesised to vary as a function of the direction of the applied 

auditory feedback alteration in vowel formant space. This hypothesis was tested in two 

experiments where auditory feedback was altered in real time, shifting the frequency values of 

the first and second formants (F1 and F2) of participants’ speech. Shifts were designed on a 

subject-by-subject basis and sensorimotor adaptation was quantified with respect to the direction 

of applied shift, normalised for individual speakers. Adaptation was indeed found to depend on 

the direction of the applied shift in vowel formant space, independent of shift magnitude. These 

findings have implications for models of sensorimotor adaptation of speech. 

 

2.2 Introduction 

The intent of human speech communication is to transmit information or express emotions and it 

relies on successful audition by the intended recipient. However, speech communication also 

involves continuous monitoring of auditory feedback by the speaker (Lee, 1950; Fairbanks, 

1954; Houde et al., 2002; Houde and Nagarajan, 2011; Guenther, 2016). The purpose of this 

monitoring may be to distinguish between self-generated and externally-generated speech 
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(Korzyukov et al., 2017; Subramaniam et al., 2018) and also to detect and correct speech errors 

(Levelt, 1983; Levelt, 1993).  

 

Speech feedback monitoring has been examined in numerous experiments showing that real-time 

changes in auditory feedback cause speakers to modify speech production in a compensatory 

manner. Speakers have been shown to compensate for changes in fundamental frequency (F0) 

(Burnett et al., 1998; Jones and Munhall, 2000), vowel formant frequency (Houde and Jordan, 

1998; Purcell and Munhall, 2006) and fricative centroid frequency (Shiller et al., 2009). 

Persistent alterations to sensory feedback cause long-term changes in motor behaviour where 

sensory feedback alterations are anticipated. This learnt compensatory process is called 

sensorimotor adaptation in speech and has been studied widely over the last couple of decades 

(Caudrelier and Rochet-Capellan, 2019).  

 

Since sensorimotor adaptation involves adjusting articulation to counter the perceived effects of 

altering acoustic feedback, there are a number of factors that affect it. First, there is the complex 

relationship between acoustics and articulation (Stevens, 1968; Stevens, 1998; Johnson, 2012; 

Gick et al., 2013). In particular, we can consider the muscles, articulators and motor programs 

involved in changes to vowel height and vowel backness that create acoustic changes in F1 and 

F2 respectively. Articulatory changes in vowel height and backness are achieved by relatively 

independent control of different tongue muscles (Takano and Honda, 2007; Gick et al., 2013). 

For instance, the anterior genioglossus lowers and retracts the tongue tip and blade to produce 

low back vowels, the middle genioglossus can contract to lower the tongue body and pull it 

forward to produce low front vowels, whereas the posterior genioglossus can contract to pull the 
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tongue root forward to produce high front vowels (Gick et al., 2013). Therefore, the acoustic 

changes needed to counter different acoustic feedback alterations are likely accomplished by 

distinct articulatory motor programs that differ in their degrees of adaptability. In this way, 

adaptation response may depend on the changes in perceived vowel backness and vowel height 

created by the altered auditory feedback. Additionally, depending on the direction of the 

response to the altered auditory feedback, non-linearities in the acoustic-articulatory mapping 

(Stevens, 1989) would also create different changes in the magnitude of somatosensory and 

auditory feedback. This, in turn, would affect the magnitude of adaptation response since it is 

thought to be determined, in part, by the weighting of conflicting somatosensory and auditory 

feedback about the feedback error driving the adaptation (Lametti et al., 2012). Second, factors 

like categorical perception create non-uniformities in speech perception (Pisoni and Remez, 

2005). The acoustic change needed to counter feedback alteration may differ depending on how 

acoustic changes are perceived in the neighbourhood of the speech sound being produced. Indeed 

it has been shown that shifts nearer to vowel category boundaries cause enhanced feedback 

compensation responses (Niziolek and Guenther, 2013) and that individual differences in 

perceptual categories influence the magnitude of sensorimotor adaptation (Daliri and Dittman, 

2019). The current study sought to test the following hypothesis: As measured by its magnitude 

and orientation, the extent to which the adaptation response opposes the applied feedback shift 

varies as a function of the direction of the applied feedback shift in vowel formant space.  

 

2.3 Methods 

Eighteen (10 female) participants were recruited for the study (average age = 28.83, standard 

deviation =11.82 years). Data on participants’ linguistic background was not collected prior to 
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the experiment but a survey on linguistic background was sent out to the participants after the 

experiments. 10 out of the 18 participants responded to this survey. Four respondents identified 

as trilingual or multilingual, three of them identified as bilingual and the remaining three 

identified as monolingual English speakers. Six respondents indicated that they were most fluent 

in English and the remaining four stated that they were as fluent in English as another language. 

Six respondents said that English was the first language they were exposed to and all respondents 

said that English was their language of formal education. None of the participants reported any 

hearing loss or a history of speech and language deficits. The procedures of testing were 

explained to the participants and informed consent was obtained. The study was approved by the 

Committee on Human Research of the University of California, San Francisco.  

 

Participants were seated in an audio booth (Eckoustic C-14A LP Mod. Rev., Eckel Industries of 

Canada, Morrisburg, Ontario, Canada) and were wearing a headset microphone (MicroMic 

C520, AKG Acoustics, Vienna, Austria). Baseline vowel formant frequency values for 10 

vowels (/ɛ/, /ɪ/, /i/, /e/, /æ/, /ɑ/, /o/, /ɔ/, /ʊ/ and /u/) were collected for all individuals using these 

prompt words respectively: ‘bet’, ‘fit’, ‘meet’, the first part of the diphthong in ‘late’, ‘bad’, 

‘car’, ‘hope’, ‘bought’, ‘book’ and ‘pool’, three samples for each vowel. Formants were tracked 

using Linear Predictive Coding (LPC) and optimal LPC order for tracking was determined on a 

subject-by-subject basis (Schuerman et al., 2017). Vowel formant frequency values for every 

subject were calculated by averaging values for every vowel across the three samples. These 

average values were used as the basis for determining the altered feedback in Sec. 2.3.A and Sec. 

2.3.B. 
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Two experiments were conducted on separate days and are described in detail below. Fourteen of 

the eighteen participants were able to participate in both experiments and the order of 

Experiment 1 and Experiment 2 was randomised for these subjects. The median difference 

between the date of Experiment 1 and Experiment 2 for these participants was 6 days. Two 

subjects could participate only in Experiment 1 and two could participate only in Experiment 2 

due to scheduling conflicts.  

 

During both experiments, participants wore circumaural headphones (DT 770 PRO 250 OHM, 

beyerdynamic, Heilbronn, Germany). Speech signals from the microphone were routed to a 

computer (Optiplex 9020 SFF, Dell, Round Rock, TX) with a Delta 44 sound card (M-Audio, 

Cumberland, RI) via a preamplifier (HR-MP2, Radio Design Labs, Prescott, AZ). These signals 

were analysed and re-synthesised by a real-time feedback alteration tool called Feedback Utility 

for Speech Processing (FUSP) designed by author JFH. This tool employs sinusoidal synthesis 

methods (Quatieri and McAulay, 1986) as described in previous studies (Katseff et al., 2012). 

 

2.3.1 Experiment 1  

This experiment consisted of six cases. Each case started with an unaltered block of 10 trials, 

followed by an altered block of 50 trials, and concluded with an unaltered washout block of 30 

trials. During every trial, subjects were prompted to read the nonsense word ‘bep’ (/bɛp/). During 

the altered block, the first two formants were shifted from those of the subject’s production of /ɛ/ 

to those of a different vowel sound, so that subjects heard formant frequency values 

corresponding to a perceivably-different vowel sound, depending on the case (see Fig. 2.1A and 

Fig. 2.1B). The order of these six cases was randomised across participants. The shifts applied 
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were based on individual baseline vowel formant frequency values collected prior to the 

experiment as described above. In particular, the shift in F1 was calculated as the difference 

between F1 of /ɛ/ and F1 of either /ɪ/ (as in fit), /i/ (as in meet), /e/ (as in the first part of the 

diphthong in late), /æ/ (as in bad), /ɑ/ (as in car) or /u/ (as in pool), depending on the case; the 

shift in F2 was calculated similarly. Thus, the magnitude and direction of shifts varied across 

cases and subjects (Fig. 2.3, Supp Fig. A.1).  

 

Fig. 2.1 Schematics of the experimental setup and the experimental design 
A. Schematic of the experimental setup. Participants spoke the syllable ‘bep’ into a microphone 
when prompted; this input signal from the microphone was relayed to a digital signal processing 
unit which altered the first two formants (F1 and F2) during the altered block. This processed 
signal (altered or unaltered, depending on the block) was then played through headphones. B. 
Schematic of the experimental design. Each case consisted of 90 trials which were divided into 
three blocks. The initial 10 trials were part of the baseline block where the participants’ 
feedback was unaltered, i.e. they heard what they said. This block was followed by the altered 
block of 50 trials where the formants from the speech signal were altered and fed back through 
the headphones. The last block was the washout block of 30 trials where formant alteration was 
turned off and feedback returned to normal.  
 

 

2.3.2 Experiment 2 

The sequence of blocks in this experiment was exactly the same as Experiment 1. The auditory 

feedback in the altered block was shifted towards the six target vowels from Experiment 1 but 

“bep”

Formant 
alteration

Microphone

Auditory
Feedback

b/ɑ/p

(b /ε/ p) Baseline 
Block

10 trials

Altered 
Block

50 trials 

Washout 
Block

30 trials

A B
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the magnitude of shift was just 50 Hz in all six cases. Again, the direction of applied shift was 

determined based on the baseline vowel formant frequency values for individual subjects 

collected prior to both experiments.  

 

2.3.3 Extraction of formant values 

Each trial was visually inspected and played using custom-built speech analysis software called 

Wave Viewer (https://github.com/SpeechNeuroscienceLab/Wave-Viewer) written in MATLAB 

(The MathWorks, Inc., Natick, MA). This software analyses and displays the raw waveform as 

well as the spectrogram, formant tracks, time course of pitch and amplitude of the speech signal. 

Trials were marked bad if formants were tracked incorrectly on the spectrogram or if subjects 

phonated multiple times within a single trial. All trials that were not marked as bad were 

considered good trials. For each good trial, formant tracks for F1 and F2 were extracted for the 

entire duration of vowel phonation, excluding the transitions to the flanking consonants, and 

mean F1 and F2 values were calculated. All good trials from the last 20 trials of the altered block 

were taken into consideration to determine adaptation response, as done in other sensorimotor 

adaptation studies (Jones and Munhall, 2000; Kitago et al., 2013).  

 

2.3.4 Vocal tract length normalisation  

According to the source-filter theory of speech production (Fant, 1960), the acoustic properties 

of speech are a function of the shape and length of the supralaryngeal vocal tract. To account for 

differences in participants’ vocal tract lengths based on gender and age and to ensure that 

behavioural differences are not influenced by speaker differences, we performed the DF method 
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of vocal tract length normalisation (Johnson, 2018). The DF value represents average spacing 

between vowel formants and is related to the talker’s vocal tract length by the following formula: 

Vocal	Tract	Length = !
"D#

  

 where c = 35000cm/s or the speed of sound in warm, moist air. 

Each speaker’s DF value was calculated using the following formula: 

 DF	 = $
%&
∑ ∑ [ #!"

'().+
]&

'
%
, 	, where i = formant number and j = token number 

For each participant, two formants (F1 and F2) and seven tokens (/ɛ/, /ɪ/, /i/, /e/, /æ/, /ɑ/ or /u/) 

were used to calculate DF. F1 and F2 values for every production in every trial and even those 

for the applied shifts were then vocal-tract-length-normalised by dividing them by DF.  

 

Thus, vocal tract length normalisation converted F1-F2 space (Hz) into a normalised F1-F2 space 

for the purposes of the analysis. As an example, the shifts for one participant are shown in Fig. 

2.2 A. Fig. 2.2 B shows the Experiment 2 shifts for the same participant as in Fig. 2.2 A. 
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Fig. 2.2 Scatter plot of vowel locations and visual representations of formant shifts 
A. A scatter plot of the vowel locations of all 16 participants who took part in Experiment 1 
represented in vocal-tract-length-normalised F1-F2 space. The x-axis denotes vocal-tract-
length-normalised F2 values and the y-axis represents vocal-tract-length-normalised F1 values. 
The vectors represent six shifts for one particular participant. B. A visual representation of the 
formant shifts for all six cases in Experiment 2 for the same example participant as in A. The x-
axis denotes vocal-tract-length-normalised F2 values and the y-axis represents vocal-tract-
length-normalised F1 values. 
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Fig. 2.3 Mean magnitudes of applied shift vectors and circular means of the angles between 
the applied shift vectors and the F1-axis 
A. Mean magnitude of the applied shift vector (in vocal-tract-length-normalised units) for all 6 
cases in Experiment 1 (crosses) and Experiment 2 (circles) averaged across participants. Error 
bars depict ± 1 standard error of mean. B. Circular mean angle between the applied shift vector 
and the F1-axis (in degrees) for all 6 cases in Experiment 1 (crosses) and Experiment 2 (circles) 
averaged across participants. Positive values indicate that the angle is measured clockwise from 
a line parallel to the F1-axis to the shift vector (see Fig. 2.4A). Negative values indicate that the 
angle is measured anticlockwise from a line parallel to the F1-axis to the shift vector. Error bars 
depict ± 1 standard error of mean.  
 

 

2.3.5 Vector resolution of response vector  

To look at the results of Experiment 1 and Experiment 2, both the applied shift and response to 

this shift were expressed as vectors in the two-dimensional vocal-tract-length-normalised F1-F2 

space. For every case in both experiments, subjects’ baseline vowel formant frequency values for 

/ɛ/ were determined by averaging the frequency values for the first 10 trials (baseline block). For 

every trial in every case, the Total Response (TR) was calculated as the length of the response 

vector in vocal-tract-length-normalised F1-F2 space from the point representing the baseline 

A B



 15 

vowel formant frequency values to the formant frequency values of the vowel production in that 

particular trial. The response vector was resolved into a component along the axis of applied shift 

and a component perpendicular to the axis of applied shift (Fig. 2.4A), henceforth called 

Compensatory Response (CR) and Orthogonal Response (OR) respectively.  CR was thus the 

scalar projection of the response on the shift axis. CR values were assigned a negative sign if the 

response was in the direction opposite to the applied shift and a positive sign if it was in the same 

direction (example in Fig. 2.4B, see also Fig. 2.4A). OR values were assigned a negative sign if 

the response vector was located in the first or second quadrant of the cartesian coordinate system 

with the shift-axis as the reference and a positive sign if the response vector was located in the 

third or fourth quadrant (example in Fig. 2.4C, see also Fig. 2.4A). TR took the same sign as that 

assigned to CR. The angle between the response vector and the F1 - axis (ANG) was also 

measured for every trial.  
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Fig. 2.4 Vector resolution 
A. In this example, the compensatory response is negative because it opposes the applied shift, 
the orthogonal response is negative as well because it lies in the second quadrant with respect to 
the direction of the shift. Quadrant numbers are mentioned in Roman numerals. Here, the total 
response takes the sign of the compensatory response and is therefore negative. The angle 
between the response vector and a line parallel to the F1-axis was measured in degrees. B. A 
scatter plot showing all 90 trials from one case for one participant on the x-axis with 
compensatory response (in vocal-tract-length-normalised units) represented by the y-axis. The 
last 20 trials of the adaptation block, which were considered in the statistical analysis, are 
represented by asterisks (blue; colour online). The large asterisk (red; colour online) is the 
example trial shown in A. C. A scatter plot showing all 90 trials from one case for one 
participant on the x-axis with orthogonal response (in vocal-tract-length-normalised units) 
represented by the y-axis. The last 20 trials of the adaptation block are represented by asterisks 
(blue; colour online). The large asterisk (red; colour online) is the example trial shown in A.  
 

We suggest that each of these four measures defines a particular aspect of sensorimotor 

adaptation. TR is a direct measure of the articulatory realisation and thus represents the size of 

the response. CR is a measure of the actual compensation in articulation to ‘nullify’ the effect of 
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the applied shift. OR represents the component of the response that doesn’t contribute to 

compensation but contributes to the total size of the response. Collectively, CR and OR measure 

the efficiency of the response. ANG indicates the invariant direction of response, not with 

respect to the applied shift but in two-dimensional vocal-tract-length-normalised space and 

represents the acoustic and articulatory consequences of the adaptive response. 

 

2.3.6 Statistical Analyses 

In this subsection, we describe the statistical analyses we ran. We first talk about the tests we ran 

to test the dependence of TR, CR and OR on the independent variables in both experiments and 

across experiments. We then talk about how we dealt with circular quantities in our statistical 

analyses. We proceed to talk about the dependence of ANG on the independent variables in both 

experiments and across experiments. Lastly, we talk about how we controlled for false positives 

due to multiple significance testing. 

 

2.3.6.1 TR, CR and OR in Experiment 1 and Experiment 2 

In both experiments, the primary independent variable of interest was the direction of applied 

auditory feedback (angle of shift in vowel formant space). To test the hypothesis that the 

adaptation response depended on the direction of applied shift, we evaluated separate linear 

mixed effect models (LMM) for three of the dependent variables TR, CR and OR (implemented 

in SAS 9.4 (SAS Institute Inc., Cary, NC)). For each model and for data from both experiments, 

magnitude of shift and gender were included as covariates in the LMM. The linear mixed effects 

model provides a principled framework for examination of the effect of an independent variable 

of interest on a dependent variable of interest even in the presence of covariates that are 
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correlated with the independent variable of interest. For experiment 2, the applied shifts were 

uniform in magnitude in F1-F2 space across participants and cases (50 Hz). However, after 

vocal-tract-length-normalisation, the shift values were uniform only within-participant and not 

across participants. Therefore, magnitude of applied shift was also included as a covariate for 

experiment 2 (even though the magnitude difference across participants was minimal).  

 

Across all the above LMMs, subjects were treated as a random effect. For each of these LMMs, 

we compared a fixed effects model without varying slopes to a model with varying slopes and 

we were unable to reject the null hypothesis of equal slopes using the Type III F-statistic for an 

interaction term (Littell et al., 2006). Therefore, we chose to report the models with random 

intercepts.  

 

To evaluate the secondary hypotheses that adaptation responses depended on the relative 

backness or height of the applied shift, we ran separate and reduced LMMs for vowel backness 

and height. For relative vowel height, we grouped shifts towards vowels into two categories 

based on the relative height with respect to the produced vowel /ɛ/ (relatively higher: /i/, /ɪ/, /e/ 

and /u/, relatively lower: /æ/ and /ɑ/). For relative vowel backness, we grouped shifts into two 

groups according to relative vowel backness with respect to the produced vowel /ɛ/ (relatively to 

the front: /i/, /ɪ/ and /e/, relatively to the back: /æ/, /u/ and /ɑ/). For these reduced LMMs, across 

both experiments, the dependent variables were TR, CR and OR. 
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2.3.6.2 Comparison of TR, CR and OR across the two experiments 

To examine differences in response measures across the two experiments, we used data from the 

14 participants who took part in both experiments. To account for differences in the magnitude 

of applied shift across the two experiments, normalised measures were computed and used.  

Normalised Compensation Ratio (NCR), Normalised Orthogonal Ratio (NOR) and Normalised 

Total Ratio (NTR) were calculated for every subject and case by first averaging CR, TR and OR 

values across the last 20 trials of the adaptation block and dividing these averaged values by the 

magnitude of the applied shift. First, separate LMMs were computed with experiment number as 

an independent categorical variable, and NTR, NCR and NOR as the dependent variables. The 

angle of applied shift as an independent variable of interest and an interaction term (experiment 

number by angle of shift) were also included in these models. Second, separate and reduced 

LMMs were examined for the effect of relative vowel height and backness. For these reduced 

models, as before, shifts were grouped by either relative vowel height or backness. These 

reduced LMMs included experiment number and vowel height or backness as the independent 

variables of interest, and also included interaction terms. For these LMMs, subjects were treated 

as a random effect in all models and the models included random slopes and intercepts (Littell et 

al., 2006).  

 

2.3.6.3 Dealing with circular quantities 

The primary independent variable of interest (angle of shift) and one dependent variable (ANG) 

were circular quantities or values that were measured along a circle. Due to the periodic nature of 

such quantities, they may require statistical analyses designed for circular data (Mardia and Jupp, 

2009; Cremers and Klugkist, 2018).  
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2.3.6.3.a Circular independent variable of interest (angle of shift) 

To account for the independent variable, angle of shift, being a circular quantity, we used target 

vowel direction (/ɪ/, /i/, /e/, /æ/, /ɑ/ or /u/), a categorical variable, as a surrogate for angle of shift 

to represent the direction of applied shift. We reran all the LMMs involving angle of shift as the 

primary variable of interest for TR, CR and OR in both experiments as well as the normalised 

measures comparing values from Experiment and Experiment 2. We did not find evidence 

suggesting that replacing the circular quantity by a surrogate variable changes the findings of our 

study. Therefore, we chose to report the results from the LMMs with angle of shift as an 

independent variable in the subsequent sections because angle of shift captures the between-

subject variability in the direction of applied shift (because angle of shift is a continuous 

variable). 

 

2.3.6.3.b Circular dependent variable (ANG) 

To account for the dependent variable, ANG, being a circular quantity, we first verified that our 

data followed the von Mises distribution (von Mises, 1918) using Watson’s U2 goodness-of-fit 

test (Watson, 1961; Lockhart and Stephens, 1985) (Experiment 1: U2-statistic = 2.8248, p < 0.01, 

R-squared = 0.2255; Experiment 2: U2-statistic = 1.9357, p < 0.01, R-squared = 0.2243; 

Experiment 1 vs Experiment 2: U2-statistic = 4.3611, p < 0.01, R-squared = 0.2208). For each 

experiment, we then ran three separate parametric Watson-Williams (WW) tests as one-way 

ANOVA tests for circular data (Watson and Williams, 1956; Berens, 2009; Cremers and 

Klugkist, 2018) with ANG as the dependent variable and target vowel direction, target vowel 

relative height and target vowel relative backness as the categorical independent variables in 
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those three tests respectively. For the comparison of response measures across both experiments, 

we ran three separate parametric Harrison-Kanji (HK) tests as a two-way ANOVA for circular 

data (Harrison and Kanji, 1988; Berens, 2009) with ANG as the dependent variable. The two 

independent categorical variables for the three tests were, respectively: experiment number and 

target vowel direction, experiment number and target vowel height, experiment number and 

target vowel backness. An interaction term between the independent variables was also included 

for each HK test.  

 

2.3.6.4 Multiple correction 

Finally, to control for false positives due to multiple significance testing, p-values for 

significance were adjusted using the Benjamini-Hochberg False Discovery Rate (a = 0.05) 

Procedure (Benjamini and Hochberg, 1995) and only findings that survived this adjusted 

significance threshold were reported. 

 

2.4. Results 

2.4.1 Experiment 1  

Results showed (Fig. 2.5A, Supp Fig. A.2) that the compensatory response (CR) was in the 

direction opposite to the applied shift in all cases except the shift towards /u/. Although most CR 

values indicated that participants tried to oppose (or compensate for) the shift whether the angle 

of shift was positive or negative, the value of CR varied along with the angle of shift [F(1,1828) 

= 39.97, p < 0.0001]. If we look at CR values for shifts towards /i/ and /ɪ/, although the angles of 

shift were close to each other and on the same side with respect to the F1-axis (Fig. 2.3B), their 

CR values were very different from each other. CR also varied along with the magnitude of shift 
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[F(1,1828) = 119.51, p < 0.0001]. The largest shifts, on average, were towards /u/ (Fig. 2.3A) 

and produced a following response. The shifts towards /ɪ/ and /æ/ were smaller than the rest but 

still produced differing CR values.  

 

 

Fig. 2.5 Experiment 1 results 
Mean results for all 6 cases in Experiment 1 averaged across participants. Error bars depict ± 1 
standard error of mean.  A. Mean compensatory response (in vocal-tract-length-normalised 
units). Negative values indicate a response opposing the applied shift whereas positive values 
indicate a response following the applied shift. B. Mean orthogonal response magnitude (in 
vocal-tract-length-normalised units). Negative values indicate a response in the first and second 
quadrant with the direction of the shift vector as the reference. Positive values indicate a 
response in the third or fourth quadrant. C. Mean total response (in vocal-tract-length-
normalised units). Negative values indicate a response opposing the applied shift whereas 
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positive values indicate a response following the applied shift. D. Circular mean angle between 
the response vector and the F1-axis (in degrees). Negative values indicate that the angle is 
measured clockwise from the F1-axis to the response vector. Positive values indicate that the 
angle is measured anticlockwise from the F1-axis to the response vector.  
 

If we examine the orthogonal response (OR) (Fig. 2.5B), we observe that shifts towards /e/, /æ/ 

and /u/ produced a small OR but shifts towards /i/, /ɪ/ and /ɑ/ engendered a comparatively larger 

OR. On average, with the notable exception of /u/, the pattern seems to match that of angle of 

shift, with positive angles of shift producing a positive OR and negative angles of shift producing 

a negative OR. Indeed, OR was dependent on angle of shift [F(1,1828) = 87.97, p < 0.0001]. 

Looking at the figure, there seems to be a natural grouping based on whether the shifts were 

towards vowels that are relatively higher (a decrease in F1 values) than /ɛ/ or whether the shifts 

were towards vowels that are relatively lower (an increase in F1 values). OR, however, is not 

dependent on magnitude of shift.  

 

In Fig. 2.5C, we see that total response (TR) shows a pattern that is very similar to CR. It was 

dependent on angle of shift [F(1,1828) = 44.27, p < 0.0001] and magnitude of shift [F(1,1828) = 

93.48, p < 0.0001]. As expected, responses to shifts towards /u/ stood out as an exception 

because of their following nature.  

 

When we look at ANG values in Fig. 2.5D, we again observe clear groupings in responses to 

shifts towards vowels that are relatively higher than /ɛ/ versus shifts towards vowels that are 

relatively lower than /ɛ/. Because shifts towards /i/, /ɪ/ and /e/ caused responses that were 

compensatory in nature and their angles of shift with respect to F1- axis were positive, it makes 

sense to see that their ANG values were negative. Similarly, since shifts towards /ɑ/ and /æ/ also 
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produced compensatory responses and their angles of shift were negative, their ANG values were 

positive. It is then obvious that /u/ with its following response would have an average ANG 

value that is negative. Thus, ANG, the angle made by the response vector with the F1-axis or the 

orientation of the response in formant frequency space regardless of the applied shift, depended 

on the target vowel direction [F(5,1845) = 154.06, p < 0.0001].  

 

OR was dependent on whether the shift was towards higher vowels or lower vowels [F(1,1829) = 

91.28, p < 0.0001] and so was ANG [F(1,1845) = 737.24, p < 0.0001]. Even CR [F(1,1829) = 

34.47, p < 0.0001] and TR [F(1,1829) = 22.27, p < 0.0001] showed dependency on relative 

vowel height. CR and TR values for shifts towards /æ/ and /ɑ/, on average, did not differ much 

from those for shifts towards /i/, /ɪ/ and /e/. However, the differences found could be explained 

by the exceptional following behaviour in the case of shifts towards /u/. 

 

Also, CR [F(1,1829) = 37, p < 0.0001], TR [F(1,1829) = 38.65, p < 0.0001], OR [F(1,1829) = 

91.49, p < 0.0001] and ANG [F(1,1845) = 474.83, p < 0.0001] were all dependent on whether 

shifts were towards vowels to the front of /ɛ/ versus to the back of /ɛ/. Responses to shifts 

towards /u/ may be responsible for the effect in CR and TR, whereas in OR it could be the 

relatively large negative value for shifts towards /ɑ/.  

 

To summarise, in Experiment 1, all response measures, Compensatory Response (CR), 

Orthogonal Response (OR), Total Response (TR) and the angle between the response vector and 

F1-axis (ANG), depend on the angle of applied shift. Additionally, CR and TR also depend on 
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the magnitude of shift. All four measures were also dependent on the relative vowel height and 

vowel backness of the target vowel of the altered auditory feedback. 

 

2.4.2 Experiment 2  

Results from Experiment 2 showed that the smaller shifts produced two clear groups of CR 

values (Fig. 2.6A, Supp Fig. A.3). For shifts in the directions of /i/, /ɪ/ and /e/, the responses 

were, on average, compensatory in nature whereas responses to shifts towards /æ/, /u/ and /ɑ/ 

were, on average, following in nature. There was a clear subdivision based on shifts towards 

vowels that are relatively to the front of /ɛ/ (increase in F2) versus shifts towards vowels that are 

relatively to the back of /ɛ/ (decrease in F2). For angles of shift that were positive, participants 

seemed to compensate whereas they seemed to follow when angles of shift were negative. Thus, 

CR depended on angle of shift [F(1,1823) = 75.55, p < 0.0001]. CR also depended on magnitude 

of shift [F(1,1823) = 7.05, p = 0.008].  
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Fig. 2.6 Experiment 2 results 
Mean results for all 6 cases in Experiment 2 averaged across participants. Error bars depict ± 1 
standard error of mean. A. Mean compensatory response (in vocal-tract-length-normalised 
units). Note: The y-axis scale differs from the y-axis scale in Fig. 2.5A. B. Mean orthogonal 
response magnitude (in vocal-tract-length-normalised units). Note: The y-axis scale differs from 
the y-axis scale in Fig. 2.5B. C. Mean total response (in vocal-tract-length-normalised units). 
Note: The y-axis scale differs from the y-axis scale in Fig. 2.5C. D. Circular mean angle between 
the response vector and the F1-axis (in degrees). Note: The y-axis scale differs from the y-axis 
scale in Fig. 2.5D. 
 

In Fig. 2.6B, we can observe that although the average OR value for shifts towards /u/ was small 

just like in Experiment 1, the average value in Experiment 2 was negative. While OR values for 

shifts towards /u/ were an exception in Experiment 1, OR values in Experiment 2 were positive 

for angles of shift that were positive with respect to F1-axis (i.e. shifts with an increase in F2 
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values) and negative for angles of shift that were negative (shifts with a decrease in F2 values). 

There was a clear divide along shifts towards vowels that are relatively to the front of /ɛ/ and 

shifts towards vowels that are relatively to the back of /ɛ/. Thus, OR was dependent on angle of 

shift [F(1,1823) = 101.75, p < 0.0001]. OR was not dependent on magnitude of shift. 

 

TR values (Fig. 2.6C) showed a pattern similar to CR. TR was dependent on angle of shift 

[F(1,1823) = 76.98, p < 0.0001] with positive angles of shift causing a net compensatory 

response and negative angles of shift causing a net following response. TR was dependent on 

magnitude of shift [F(1,1823) = 4.13, p = 0.0423]. 

 

In Fig. 2.6D, ANG values showed an interesting pattern in Experiment 2. All shifts produced 

ANG values that were negative on average. This makes sense when you note that positive angles 

of shift caused a compensatory response and thus should have negative ANG values. Similarly, 

since negative angles of shift caused a following response, one would expect to see negative 

ANG values for these shifts. ANG values varied according to the target vowel direction 

[F(5,1840) = 12.3, p < 0.0001] .  

 

In Experiment 2, although the main divide was not along the lines of vowel height, TR 

[F(1,1824) = 32.14, p < 0.0001], CR [F(1,1824) = 31.44, p < 0.0001], OR [F(1,1824) = 171.79, p 

< 0.0001] and ANG [F(1,1840) = 33.53, p < 0.0001] all depended on whether the shifts were 

towards higher vowels or towards lower vowels as compared to /ɛ/. The larger effect size in the 

case of OR as compared to CR and TR was perhaps a result of the average OR value of shifts 

towards /u/ being closer to the average OR values of the other relatively higher vowels. 
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The response measures that showed a clear dichotomy between shifts towards vowels that are 

relatively to the front of /ɛ/ and shifts towards vowels that are relatively to the back of /ɛ/ (Fig. 

2.6A, 2.6B, 2.6C) were CR [F(1,1824) = 71, p < 0.0001] , OR [F(1,1824) = 196.28, p < 0.0001] 

and TR[F(1,1824) = 67.01,p < 0.0001]. Even ANG [F(1,1840) = 37.72, p < 0.0001] depended on 

relative vowel backness. 

 

To summarise, in Experiment 2 as well, all response measures, Compensatory Response (CR), 

Orthogonal Response (OR), Total Response (TR) and the angle between the response vector and 

F1-axis (ANG), depended on angle of shift in Experiment 2 just as in Experiment 1. 

Additionally, CR and TR also depended on variations in the magnitude of applied shift. All four 

measures also depended on whether the applied shift involved an increase or decrease in F1 

value and whether they involved an increase or decrease in F2 value. 

 

2.4.3 Accounting for perceptual differences in magnitude of applied shift 

The applied shifts in our experiments were in Hertz values. In Experiment 2, the shift was 50Hz 

for all cases. Vocal tract length normalisation of the vowel formant space maintained shifts of 

equal magnitudes across directions of shift for a given subject but the magnitudes varied slightly 

across subjects, as mentioned before in section 2.3.6.1. 

 

However, shifts designed in Hertz values, although uniform in F1-F2 vowel space, may not be 

uniform on a psychoacoustic or perceptual scale. Each subject’s individual perceptual scale for 

formant frequency values may be too idiosyncratic to be captured on a fixed scale like the mel 
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scale (Greenwood, 1997). Nevertheless, to account for the possibility of perceptual differences 

for different shifts in both experiments, we converted all shift magnitudes to mels (Supp Fig. 

A.4) (O'Shaughnessy, 1987) and reran the statistical models including magnitude of shift in mels 

as a covariate instead of magnitude of shift in vocal-tract-length-normalised units. We did not 

observe any differences in the fixed effect of angle of shift in either experiment. It is important to 

note that this conversion to mels would cause shift magnitudes to vary both within and across 

subjects.  

 

2.4.4 Comparison of response measures across experiments  

In Fig. 2.7A, it can be seen that for all shifts, the magnitude of Normalised Compensatory 

Response (NCR), i.e. the compensatory response divided by the magnitude of applied shift, was 

larger in Experiment 2 than in Experiment 1. In proportion to the applied shift magnitude, 

participants had larger CR values in Experiment 2 as compared to Experiment 1. Therefore, NCR 

was dependent on experiment number [F(1,3225) = 30.25, p < 0.0001], angle of shift [F(1,3225) 

= 119.9, p < 0.0001] and there was a significant interaction between experiment number and 

angle of shift [F(1,3225) = 28.89, p < 0.0001]. Since NCR values were normalised CR values 

and since CR was dependent on angle of shift in both experiments, it comes as no surprise that 

NCR would depend on angle of shift. Moreover, the significant interaction term indicates that the 

pattern of covariation of NCR with angle of shift depended on experiment number. NCR 

depended on target vowel backness [F(1,3225) = 106.01, p < 0.0001]. This dichotomy between 

shifts towards vowels to the front of /ɛ/ and vowels to the back of /ɛ/ is clearer in Experiment 2 

than in Experiment 1 seen in the interaction term between experiment number and target vowel 

backness [F(1,3225) = 34.59, p < 0.0001]. Similarly, NCR also depended on target vowel height 
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[F(1,3225) = 35.29, p < 0.0001] and its interaction with experiment number [F(1,3225) = 33.28, 

p < 0.0001]. 

 

Fig. 2.7 Comparison of responses across experiments 
Mean results for 14 of the 18 participants who took part in both Experiment 1 and Experiment 2. 
Error bars depict ± 1 standard error of mean. A. Average compensatory responses for both 
experiments were normalised (i.e. divided by the applied shift magnitude) and were called 
Normalised Compensation Ratios. The Normalised Compensation Ratio values for Experiment 1 
(crosses) and Experiment 2 (circles) are shown. B. Average orthogonal responses for both 
experiments were normalised (i.e. divided by the applied shift magnitude) and were called 
Normalised Orthogonal Ratios. The Normalised Orthogonal Ratio values for Experiment 1 
(crosses) and Experiment 2 (circles) are shown. C. Average total responses for both experiments 
were normalised (i.e. divided by the applied shift magnitude) and were called Normalised Total 
Ratios. The Normalised Total Ratio values for Experiment 1 (crosses) and Experiment 2 (circles) 
are shown. D. Circular mean angle between the response vector and the F1-axis (in degrees) for 
Experiment 1 (crosses) and Experiment 2 (circles) are shown.  
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Fig. 2.7B tells us that Normalised Orthogonal Response (NOR) values too were larger in 

Experiment 2 than in Experiment 1. Smaller shifts in Experiment 2 produced proportionally 

larger OR values. However, NOR was not found to be dependent on experiment number 

[F(1,3225) = 1.9, p = 0.1678]. Looking at the pattern of NOR across cases, it seems that the 

mean NOR values for each experiment were not that different from each other. NOR was 

dependent on angle of shift [F(1,3225) = 102.39, p < 0.0001] and there was a significant 

interaction between experiment number and angle of shift [F(1,3225) = 42.21, p < 0.0001]. This 

reiterates that the angle of shift determined OR values and how OR covaried with angle of shift 

depended on experiment number. There was also a significant target vowel backness effect for 

NOR [F(1,3225) = 188.07, p < 0.0001] and this effect had an interaction with experiment 

number [F(1,3225) = 100.41, p < 0.0001]. The shifts towards front vs shifts towards back divide 

was clearly much more evident in Experiment 2. NOR depended on the target vowel height 

[F(1,3225) = 145.79, p < 0.0001] and its interaction with experiment number [F(1,3225) = 69.34, 

p < 0.0001]. 

 

Normalised Total Response (NTR) (Fig. 2.7C) showed a pattern that was similar to NCR. TR 

was proportionally larger for the smaller shifts in Experiment 2 as compared to Experiment 1. 

Although NCR was dependent on experiment number and NOR was not, NTR was indeed 

dependent on experiment number [F(1,3225) = 14.51, p = 0.0001]. NTR also varied according to 

angle of shift [F(1,3225) = 125.27, p < 0.0001] and there was a significant interaction between 

experiment number and angle of shift [F(1,3225) = 36.35, p < 0.0001]. Similar to the effects seen 

in NCR and NOR, NTR was also dependent on the target vowel backness [F(1,3225) = 106.58, p 
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< 0.0001] and its interaction with experiment number [F(1,3225) = 34.65, p < 0.0001]. Shifts 

towards vowels to the front of /ɛ/ produced a consistent oppositional response in Experiment 2 

whereas shifts toward vowels to the back of /ɛ/ consistently produced following responses. NTR 

also depended on the target vowel height [F(1,3225) = 42.18, p < 0.0001] and its interaction with 

experiment number [F(1,3225) = 32.45, p < 0.0001].  

 

The angle between the response vector and F1-axis (ANG) values could not be normalised by 

magnitude of shift values but on comparison, the pattern in Experiment 1 was different from that 

in Experiment 2, as observed before. However, statistically from the HK test, we did not find that 

ANG was dependent on experiment number [χ2 = 2.7231, p = 0.2563]. When ANG values from 

both experiments were taken into consideration, they were still dependent on target vowel 

direction [χ2 = 243.1855, p < 0.0001]. The interaction term between experiment number and 

target vowel direction was also significant [χ2 = 149.5644, p < 0.0001], indicating that the way 

ANG values covaried with the angle of shift depended on the experiment number.  

 

Like the other measures of response, ANG was also dependent on target vowel backness [χ2 = 

183.5941, p < 0.0001] and target vowel height [χ2 = 197.9663, p < 0.0001] and their interactions 

with experiment number respectively [χ2 = 65.8612, p < 0.0001 and χ2 = 137.1501, p < 0.0001].  

 

Further details about the responses in both experiments can be seen upon examination of the 

two-dimensional plot of produced formant changes (solid lines with standard error ellipses) in 

response to applied shift vectors (dashed lines) (Fig. 2.8A for Experiment 1 and Fig. 2.8B for 

Experiment 2). The representation of both the applied shifts and the corresponding responses 
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shown here is based on vector averages across both participants and trials (Note however, actual 

applied shift vectors were participant-specific and adaptation responses were calculated for each 

subject relative to these participant-specific shift vectors). It can indeed be seen from Fig. 2.8A 

that in Experiment 1, responses to shifts towards /i/, /ɪ/, /e/, /æ/ and /ɑ/ were compensatory in 

nature whereas responses to shifts towards /u/ were following in nature. In Fig. 2.8B, we see that 

in Experiment 2, responses to shifts towards /i/, /ɪ/ and /e/ remain compensatory in nature, 

whereas responses to shifts towards /æ/, /u/ and /ɑ/ were following in nature. The figure 

highlights the qualitative similarities and differences between the two experiments. In both 

experiments, the responses to shifts towards /u/ are following and shifts towards /i/ and /ɪ/ show a 

compensatory response. The only major qualitative differences between responses in Experiment 

1 and 2 are for the shifts towards vowels that are lower and to the back of /ɛ/, namely /æ/ and /ɑ/, 

which change from compensatory in Experiment 1 to following in Experiment 2.  
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Fig. 2.8 Two-dimensional comparison of responses across experiments 
A & B. Mean baseline vocal-tract-length-normalised ɛ formant frequency values for 14 of the 18 
participants who took part in both Experiment 1 and Experiment 2 and standard error ellipses 
representing adaptation responses to the shifts applied (shifts represented by dashed lines). 
Note: The representation of both the applied shifts and the corresponding responses shown here 
is based on vector averages across both participants and trials. However, actual applied shift 
vectors were participant-specific and adaptation responses were calculated for each subject 
relative to these participant-specific shift vectors. For each experiment, the average shift and 
response vectors were computed relative to the corresponding baseline vocal-tract-length-
normalised ɛ formant frequency values for that experiment. 
 

2.5 Discussion 

In this study, we conducted two experiments to investigate the possibility that sensorimotor 

formant adaptation varies as a function of the direction of formant shift. Both experiments 

looked at responses to altered formant feedback in different directions from the same vowel. In 

Experiment 1, the shifts were from /ɛ/ to six other vowels. In Experiment 2, the shifts were in the 

same six directions as in Experiment 1 but of equal magnitudes in Hertz values. For both 

experiments, we quantified shift magnitudes and responses in F1-F2 space that was normalised 

for vocal tract length (Johnson, 2018). We comprehensively characterised the vector describing 
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the participants’ formant adaptation responses and found that formant adaptation indeed depends 

on the direction of the applied shift. Across both experiments, response characteristics also 

depended on relative height and backness of the vowel target to which feedback was altered. 

These results and their implications for models of speech motor control are discussed below. 

 

2.5.1 Formant adaptation depends on direction and magnitude 

Results from Experiment 1 showed that responses were dependent on the direction of the applied 

shift independent of differences in applied shift magnitude across the six different vowel targets. 

For five of these six shifts, the response was compensatory in nature with /u/ being the only 

exception. All response measures depended on the direction of applied shift in vocal-tract-

length-normalised F1-F2 space. To further examine the specificity of the effect of shift direction 

on adaptation responses, in Experiment 2, for each subject, the applied shifts were in the same 

six directions as in Experiment 1 but of equal magnitudes in formant frequency space. Results 

again showed that adaptation responses depended on the direction of shift. For both experiments, 

the main effect of angle of shift on Total Response (TR), Compensatory Response (CR) and 

Orthogonal Response (OR) held true even after controlling for differences in magnitudes of 

applied shift in perceptual units.  

 

There were differences in adaptation response observed across the two experiments. Responses 

for smaller shifts of Experiment 2 were not merely a scaled version of responses to larger shifts 

in Experiment 1. In particular, responses to shifts towards /æ/ and /ɑ/, which were compensatory 

in Experiment 1, were following in Experiment 2.  
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Together, these findings suggest that the simple model of compensatory responses opposing the 

applied feedback shift is not accurate. In fact, the pattern of compensatory responses is quite a 

complex function of direction and magnitude of the applied shift. 

 

2.5.2 Possible explanations for direction dependence of adaptation 

Sensorimotor adaptation in speech is a response to persistent feedback alteration. It can be 

described as learning to change articulation to compensate for a perceived error between 

predicted and actual sensory feedback, i.e. a sensory feedback prediction error. Sensorimotor 

adaptation in the production of vowels has previously been shown to depend on the size of the 

formant alteration (Katseff et al., 2012) and the vowel produced when experiencing the alteration 

in single-word production in laboratory settings (Mitsuya et al., 2015) or natural connected 

speech (Lametti et al., 2018). Mitsuya et al. showed that adaptation to F1 shifts depended on 

whether the F1 shift was an increase or a decrease, providing preliminary evidence that 

adaptation may vary as a function of shift direction. Results from the current study suggest that 

adaptation also depends on the direction of alteration in vowel formant space. Models of speech 

production currently do not account for these results. To begin to explore how these models 

could be modified, we consider various contributory factors that could potentially explain the 

direction dependence of adaptation observed in this study. 

 

One possible explanation for why adaptation differs as a function of direction in vowel formant 

space involves considering the combination of two factors, acoustic to articulatory non-linearities 

inherent in speech production (Stevens, 1989) and the hypothesis that sensorimotor adaptation is 

a balance between compensating for sensory prediction errors in audition and somaesthesis 
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(Katseff et al., 2012; Lametti et al., 2012). The amount of articulatory change needed to counter 

formant feedback perturbation varies as a function of the direction of that perturbation in vowel 

formant space. This variation in articulatory response arises from the non-uniformity of the 

relationship between articulation and acoustic consequences. In particular, the quantal theory of 

speech production (Stevens, 1989) states that changes of articulatory configuration during 

speaking cause changes to the resulting acoustic output in a non-monotonic manner, i.e. in some 

parts of the vocal tract, a small difference in articulatory positioning corresponds to a large 

acoustic difference whereas in other parts even a large difference in articulatory positioning is 

not sufficient to cause a large change in the acoustic consequences. Because of this, different 

degrees of articulatory change are needed to counter acoustic perturbations in different 

directions. These differing articulatory changes would cause speakers to experience varying 

levels of somatosensory feedback change. In particular, compensatory responses to shifts 

towards higher vowels may differ from compensatory responses to shifts towards lower vowels 

because of changes in expected somatosensory feedback through the lateral contacts of the 

tongue at the palate.  

 

The articulatory change that corrects for an auditory feedback prediction error will in turn 

generate a somatosensory feedback prediction error in the opposite direction. The resulting trade-

off between correcting for auditory feedback prediction errors and competing somatosensory 

feedback prediction errors may partly account for the observed direction dependence of 

adaptation.  
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A second factor contributing to direction dependence could arise from articulatory constraints on 

producibility of compensatory responses, i.e. the ability to reconfigure the human vocal tract to a 

state that achieves compensation. There are physical limits to the dimensions of the vocal tract 

and compensatory responses may not be possible for all directions of applied shifts. Moreover, 

the required compensatory responses may involve moving the vocal tract into regions where the 

speaker has limited phonetic experience based on their language.  

 

A related interesting finding from the current study is that responses to formant shifts also 

depended on the height and backness of the vowel target to which feedback was altered, relative 

to the intended vowel production. Changes to vowel height and backness are achieved by 

moving different parts of the tongue. Changes towards back vowels may require changes in the 

tongue body whereas changes towards front vowels may require changes to the tongue blade 

(Stevens, 1998). Therefore, it is natural that the compensatory adjustments would group 

according to whether the compensatory change is one of fronting or backing. Similarly, because 

different muscles are involved in tongue raising or tongue lowering (Gick et al., 2013), 

compensatory adjustments would also group according to whether the compensatory change is 

one of lowering or raising.  

 

The observed effects of vowel height and backness are consistent with the two factors describing 

tongue position as described by Harshman et al. (Harshman et al., 1977) that can be explained by 

tongue biomechanics (Perrier et al., 2007). Furthermore, as stated before, compensatory 

responses to shifts towards higher vowels may differ from compensatory responses to shifts 

towards lower vowels because of corresponding changes in expected somatosensory feedback 
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through the lateral contacts of the tongue at the palate. Greater palatal contact would be more 

consistent with auditory feedback conveying the percept of higher vowels and so the absence of 

this palatal contact may have an effect on the adaptation response to shifts towards higher 

vowels. 

 

A possible third factor contributing to the observed direction dependence of adaptation is 

categorical-like perception of vowels (Kuhl, 1991). We know that behavioural and cortical 

responses to formant feedback alterations depend on whether the applied shifts cross a vowel 

category boundary (Niziolek and Guenther, 2013). In the current study, the shifts for Experiment 

1 were carefully chosen for each participant such that the resulting feedback crossed vowel 

category boundaries and was a perceivably-different vowel sound. Shifts in different directions 

would cross different numbers of category boundaries, thus affecting the perceptual salience of 

the applied shifts. This would result in directional dependence of adaptation responses. However, 

in Experiment 2, although we did not measure categorical boundaries in our study, it is likely 

that all the shifts stayed within the categorical boundary of /ɛ/ for three reasons. First, Niziolek 

and Guenther (Niziolek and Guenther, 2013) shifted formant feedback from /ɛ/ such that it did or 

did not cross the categorical boundary, which they measured perceptually, to either /æ/ or /ɪ/. The 

average shift applied in their study for crossing the categorical boundaries was 122.2 mels. 

Second, we observe from baseline formant measurements of the production of different vowels 

in our study that formant distances in F1-F2 space from /ɛ/ to the two closest vowels, /æ/ and /ɪ/, 

were ~165 mels. Even if we assume that the category boundary is at the midpoint between these 

vowels, shifts of ~83 mels would be required to cross categorical boundaries. Third, the natural 

variability of the productions of the vowel /ɛ/ across participants was found to be ~30 mels (two 
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times the standard deviation of the mean baseline /ɛ/ production = 29.91 mels) which is likely to 

be well within the vowel category of /ɛ/. Nevertheless, in spite of all shifts being within the same 

category, we observed direction dependence of the adaptation response. Therefore, taken 

together, the results of Experiments 1 and 2 suggest that direction of applied shift is by itself a 

determining factor for the adaptation response. There is some evidence that sensorimotor 

adaptation is sensitive to the ease with which the altered vowel feedback can be assimilated into 

a known phonological category (Mitsuya et al., 2013). Adaptation is also sensitive to the lexical 

status of the altered vowel feedback sound (Bourguignon et al., 2014). While we did not focus on 

lexical and phonological categories in our experiments, it would be an important research path to 

pursue in the future.  

 

The manipulations in Experiment 1 were focused on distinctiveness of the shifted auditory 

feedback to a perceivably-different vowel sound and how one responds to these feedback 

alterations. Although the prompt word for both experiments was the same (‘bep’), the formant 

frequency values of the shifts were determined prior to the experiments in a separate pre-test 

session where participants produced words containing different vowels. These words had 

different consonantal environments. Rhotacisation, diphthongisation and other coarticulatory 

contexts encountered in the production of these words would affect vowel formant frequencies 

and therefore the formant shifts used in our experiments. However, since the consonantal 

environment was fixed in the actual experiments we do not think these factors affect the 

adaptation responses which were always measured relative to the applied shift. We also note that 

the durational characteristics of a particular vowel may covary with its formant frequency values. 

The feedback may be perceived as unnatural because of differences in vowel length between the 
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natural production of a particular vowel and its altered-feedback version. It is true that our 

feedback shifts did not impact the duration of the perceived vowel. Five of the six feedback 

shifts in Experiment 1 would be considered shifts from a short vowel to a long vowel (with the 

only exception being /ɪ/, where the shift would be from a short vowel to another short vowel 

(Rositzke, 1939). Nevertheless, this may not be an important factor affecting our findings for the 

following reasons. First, vowel duration has small or relatively modest effects on vowel identity 

(Hillenbrand et al., 2000). Furthermore, in American English (the language of our study 

participants) the distinction between short and long vowels is not so sharp as in other dialects of 

English like British English (Wells, 1962). Second, vowel durations are sensitive to the 

consonant context (House and Fairbanks, 1953). In particular, a well-known phenomenon called 

pre-fortis clipping applies to our experiments because the coda consonant in our prompt was a 

fortis obstruent (/p/). It has been shown that this consonant context can reduce long vowel 

durations by almost 40-50% (House, 1961; Kluender et al., 1988; Wells, 1990). Therefore, 

having the vowel formants shifted to long vowel identities while retaining the short vowel 

duration of the produced vowel /ε/ will not sound unnatural due to perceptual expectations of 

pre-fortis clipping of long vowel durations before the coda consonant /p/.  

 

2.5.3 The curious case of following responses 

There were a number of following responses observed in our experiments. Here we discuss the 

possible reasons for such responses.  

 

Participants, on average, tended to follow the shift from /ɛ/ towards /u/ in Experiment 1. There 

could be two reasons why this may have occurred: 1) /u/ was the only rounded vowel amongst 
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the six shifts and may provide rich somatosensory feedback during rounding. An altered auditory 

feedback sounding like /u/ without the presence of lip-rounding somaesthesis may drive the 

participants towards ‘rounding’ their production by producing something like /u/. We only 

tracked the first two formants in the current study but this line of investigation could be explored 

in future experiments by looking at the effect of feedback manipulations on participants’ F3 

values. 2) Producibility of compensatory responses depends on articulatory constraints, also 

mentioned in the previous section. Responses for the shift towards /u/ in Experiment 1 may be 

following in nature because an opposing response to the shift would require an articulatory 

configuration that would produce a formant pattern lying outside the vowel space for most 

people, i.e. an articulatory configuration that has never been achieved by the participant during 

speaking. In a study investigating compensation strategies for labial perturbation of the rounded 

vowel [u] (Savariaux et al., 1995), the authors suggest that complete acoustic compensation may 

be impossible due to speaker-dependent articulatory constraints. They further suggest that these 

constraints are due more to speaker-specific internal representation of articulatory-to-acoustic 

relationships rather than to any anatomical or neurophysiological limitations. In our study, these 

constraints on production may manifest themselves as a following response.  

 

In Experiment 2, following responses were observed for shifts towards /u/, /æ/ and /ɑ/. Previous 

studies have suggested that large feedback shifts can be interpreted as targets rather than 

production errors (Burnett et al., 1998; Behroozmand et al., 2012) causing a following response. 

Here, we suggest that this following phenomenon can also be observed for smaller shifts.  
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2.5.4 Implications for models of speech production  

Our results have implications for current models of sensorimotor behaviour in speech production 

(Houde and Nagarajan, 2011; Tourville and Guenther, 2011; Parrell et al., 2019). While in theory 

these models include influences beyond auditory feedback that control responses to auditory 

feedback perturbations, these models have not adequately elaborated in detail the effects of 

extra-auditory influences like somaesthesis and articulatory constraints on determining auditory 

feedback responses. Incorporating the effects of these extra-auditory influences in models of 

speech motor control would provide a quantitative framework to assess whether these factors 

alone or their combination can lead to the pattern of direction dependence of adaptation we 

found in this study.  

 

2.5.5 Limitations 

It is important to acknowledge the limitations of our study. Firstly, although the participants were 

all English-speakers, they were recruited from the San Francisco Bay Area where people come 

from diverse linguistic backgrounds (Hall-Lew, 2010) and may be exposed to varying degrees of 

acoustic and articulatory goals during everyday speech. Although we used shifts tailored to each 

subject’s vowel space in this study, how these findings vary across different linguistic groups 

needs to be further explored. Secondly, the shifts that we used do not cover the whole gamut of 

an individual’s vowel space. We had to limit the scope of our study, due to constraints like 

experimental time, to six shifts that we felt were a good representation of back vowels, front 

vowels, closed vowels and open vowels. While there’s a general relation between vowel height-

backness and F1-F2 (Stevens and House, 1955; Fant, 1960), the actual relationship is more 

complex (Stevens, 1998) and future studies should look at articulatory measures along with 
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acoustic measures. Thirdly, our focus was on the first two formants that were shifted and 

analysed in the current experimental design. In order to look at phenomena like lip-rounding in 

rounded vowels where F3 is implicated (Stevens and House, 1955), we would track and shift F3 

in such experiments. Lastly, we did not test our participants for differences in vowel 

discriminability and vowel category boundaries. The shifts applied in Experiment 2 were equal 

in absolute frequency values but may not be equal on a psychoacoustic scale that takes 

perceptual differences into account. Future versions of this experiment could include perceptual 

testing and perceptually-equal shifts. 
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Chapter 3: Temporal specificity of abnormal neural oscillations during phonatory events in 

Adductor Laryngeal Dystonia 

3.1 Abstract 

Laryngeal Dystonia (LD) is a debilitating disorder of voicing in which the laryngeal muscles are 

intermittently in spasm. This prevents the vocal folds from vibrating efficiently and results in 

involuntary interruptions during speech. The underlying causes of LD remain largely unknown. 

Prior imaging studies have found aberrant activity in the central nervous system during LD 

phonation. However, these studies could not resolve at what timepoints during phonation these 

abnormalities emerge. To investigate this question, we used magnetoencephalography (MEG) to 

monitor neural activity and associated behavioural responses time-locked to glottal movement 

onset, voice onset and onset of an externally-applied pitch feedback perturbation in adductor LD 

patients and controls. MEG scanning was performed in 17 patients and 12 controls. Four 

additional patients participated only in speech psychophysics studies without imaging. During 

scanning, subjects were prompted to start vocalising the vowel /ɑ/ and hold it for the duration of 

the prompt (2.4 s). Glottal onset was recorded using surface electromyography of pre-phonatory 

laryngeal muscular activity. On every trial, between 200ms and 500ms after voice onset, the 

pitch of their auditory feedback was briefly perturbed by +/- 100 cents for a period of 400ms and 

vocal responses to this change were recorded. We examined induced beta-band (12-30 Hz) and 

high-gamma-band (65-150 Hz) neural oscillations time-locked to glottal movement onset, voice 

onset and pitch perturbation onset in patients and controls and performed non-parametric 

statistical tests to observe group differences. Patients showed an elongated interval between 

laryngeal movement onset and phonatory onset. Patients exhibited abnormal neural activity 

around glottal movement onset, voice onset and even after pitch perturbation onset in both beta 
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band and high gamma band. Notably, patients’ vocal response to pitch perturbation was not 

different from that in controls. The results suggest that patients with LD have significant 

abnormalities in neural control of speech around various phonatory events at almost all nodes of 

the speech motor control network. They exhibit impairment in preparatory or feedforward 

aspects of vocal control along with abnormal processing of sensory feedback. 

 

3.2 Introduction 

Laryngeal Dystonia (LD), also known as Spasmodic Dysphonia, is a voice disorder of 

neurological aetiology that affects the laryngeal muscles causing intermittent spasms (Ludlow, 

2011). These spasms prevent the vocal folds from vibrating efficiently and result in involuntary 

interruptions only during voiced speech and not during other vocalisations like coughing and 

laughing (Bloch et al., 1985), making it a focal or task-specific dystonia (Ludlow, 2011). LD 

affects approximately one in 100,000 people (Castelon Konkiewitz et al., 2002; Ludlow et al., 

2008; Steeves et al., 2012) and is a chronic condition with largely ambiguous or unknown 

causes. More than 80% of patients with LD are impacted by the adductor type of LD which 

affects the adductor muscles that bring the vocal folds closer (or adduct the vocal folds) causing 

them to shut too tightly, thus disrupting the initiation of voicing (Parnes et al., 1978; Nash and 

Ludlow, 1996; Blitzer, 2010; Ludlow, 2011).  

 

Currently, treatment options for LD are limited (Sulica, 2004) with most patients opting for 

temporary symptom relief in the form of speech therapy and/or Botulinum toxin (botox) 

injections (Ludlow et al., 1988; Murry and Woodson, 1995; Boutsen et al., 2002; Paniello et al., 

2008). Enhanced knowledge of abnormalities in the central nervous system (CNS) may 
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contribute towards the design of novel and perhaps more effective treatments for LD and also 

help us better understand how existing treatments work or can be improved. 

 

A number of studies have found that distinct areas of the CNS exhibit abnormalities in LD.  Some 

studies have looked for structural abnormalities via post-mortem analysis (Simonyan et al., 2010) 

or MRI-based morphometry measurements of grey matter volume, cortical thickness, cortical 

surface area and local white matter integrity (Simonyan and Ludlow, 2012; Kostic et al., 2016; 

Waugh et al., 2016; Kirke et al., 2017; Bianchi et al., 2019). Others have looked for abnormal 

activity during speaking via Positron Emission Tomography (PET) (Ali et al., 2006) or Functional 

Magnetic Resonance Imaging (fMRI) (Haslinger et al., 2005; Simonyan and Ludlow, 2010; Kirke 

et al., 2017; Kiyuna et al., 2017). Taken together, these studies have found LD-associated 

abnormalities in: (1) areas of the CNS that exhibit abnormalities across all dystonias: primary 

motor cortex (M1; especially laryngeal motor cortex [LMC]), primary somatosensory cortex (S1), 

thalamus, cerebellum, and basal ganglia; (2) areas of the parietal and premotor cortices that a recent 

study has shown are associated with task-specific dystonias (Bianchi et al., 2019); (3) areas more 

specifically associated with speech motor control and speech processing (Price, 2012): e.g., the 

inferior frontal gyrus (IFG), middle frontal gyrus (MFG), superior temporal gyrus (STG), middle 

temporal gyrus (MTG), and the frontal operculum (FOp). LMC in particular has been studied with 

a number of differing modalities. Studies of evoked response potentials (Khosravani et al., 2019) 

and studies using transcranial magnetic stimulation (Samargia et al., 2014, 2016) have generally 

shown hyper-excitability of LMC in LD.  
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Notwithstanding the commonalities, the studies investigating abnormal activity during speaking 

in adductor LD have shown conflicting findings (see Supp. Table B.1 for a meta-analytical 

synopsis of these studies) with both increases and decreases in activity and connectivity within 

the speech motor control network in LD. One possible source of these discrepancies is the lack 

of temporal resolution in fMRI and PET imaging (Gosseries et al., 2008). Vocal motor control is 

a dynamic process that involves the orchestration of various parts of the brain, respiratory 

muscles and speech articulators (Simonyan and Horwitz, 2011). There are a number of events 

related to onset of phonation and according to models of speech motor control (Houde and 

Nagarajan, 2011; Houde and Chang, 2015; Guenther, 2016; Parrell and Houde, 2019), the 

different phonation events engage different control processes. Neural activity before initial 

glottal closure is thought to be preparatory or related to feedforward control of speech. Neural 

activity immediately after glottal closure also includes responses to somatosensory feedback. 

After the onset of phonation, neural activity also includes responses to the onset of auditory 

feedback. Thus, in addition to knowing where in the central nervous system aberrant activity 

occurs it is also important to know during which vocal events (e.g. initial glottal closure, 

beginning of phonation or voice onset, sustained phonation) abnormalities related to LD emerge. 

 

A neuroimaging modality with the temporal resolution needed to examine the rapid sequence of 

activations associated with phonation onset is magnetoencephalography (MEG). MEG in 

combination with advanced source reconstruction algorithms makes it possible to preserve 

spatial resolution while examining cortical activity on the order of milliseconds. In this study, we 

examined neural activity using MEG during the onset and continuation of phonation in patients 

with Adductor Laryngeal Dystonia (henceforth referred to as patients with LD) and compared it 
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with neural activity in a control group. To the best of our knowledge, no prior study has looked 

at the time course of cortical activity prior to and during sustained phonation in LD (but see 

Khosravani et al., 2019 for an analysis of spectral power using electroencephalography (EEG) 

during early vocalisation and late vocalisation in patients with LD). Furthermore, to isolate 

whether LD involves deficits in auditory feedback processing, we also briefly perturbed the pitch 

of participants’ auditory feedback during sustained phonation. Studies have shown that 

participants tend to compensate for this auditory feedback perturbation by making changes to 

their vocal motor output (Burnett et al., 1998; Kort et al., 2014). Thus, perturbing pitch feedback 

not only allows us to test vocal behavioural responses to an altered auditory feedback but also 

examine neural activity induced by the onset of perturbation.  

 

In sum, the study design enabled us to make the following inferences:   

1. Abnormal activity in the premotor and motor cortices prior to glottal movement onset 

would mean impairment in feedforward or preparatory control of voicing.  

2. Abnormalities after glottal movement onset but prior to phonation (voice onset) would 

suggest deficits in somatosensory feedback processing whereas abnormalities after voice 

onset would suggest deficits in somatosensory and/or auditory feedback processing.  

3. Abnormalities after the onset of pitch perturbation would suggest abnormal motor 

responses to auditory feedback. 
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3.3 Materials and methods 

3.3.1 Participants 

For this research study, 22 patients (15 female, Mean age = 57.38 years, Standard deviation = 9.69 

years) were recruited from the University of California, San Francisco (UCSF) Voice and 

Swallowing Center and through postings on the National Spasmodic Dysphonia Association’s 

website. Additionally, 13 controls (6 female, Mean age = 49.45 years, Standard deviation = 17.7 

years) were recruited by word-of-mouth and from healthy research cohorts at the UCSF Memory 

and Aging Center. A two-sample heteroscedastic t-test was used to determine that the cohorts did 

not differ in age (p = 0.156, see Table 3.1). 17 patients and 13 controls took part in the imaging 

part of the study which consisted of magnetoencephalography (MEG) and structural MRI 

acquisition. Additionally, these 17 patients and 13 controls underwent a thorough clinical voice 

evaluation by author SS. Five additional patients participated only in the pitch perturbation task 

without imaging. MEG data from two patients and two controls had to be excluded because of 

large dental or movement artefacts. Vocal behavioural data for five of the 22 patients had to be 

excluded because of poor pitch tracking. All patients were examined and diagnosed by a team of 

laryngologists and speech-language pathologists. Two of the 22 patients were also diagnosed to 

have vocal tremor. Data from five additional controls belonging to the same age range was 

included to improve the signal-to-noise ratio only for high-gamma-band analysis locked to pitch 

perturbation onset. Eligibility criteria for patients were: 1. a diagnosis of adductor LD, 2. 

symptomaticity during research participation. Eligibility criteria for control participants were: 1. 

no structural abnormalities in their MRI, 2. no hearing loss and 3. absence of neurological 

disorders. The study was approved by the Committee on Human Research of the University of 

California, San Francisco. Informed consent was obtained from each participant prior to the study.  
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Table 3.1 Participant demographics and Voice Evaluation Measurements 

 

Demographics Controls (n = 13) Patients with LD (n = 22) p-value 

Age in years 49.45 ± 17.70 57.38 ± 9.69 0.156 

Females, number (%) 6 (46.15) 15 (68.18) 0.288 

White race, number (%) 8 (61.54) 17 (77.27) 0.444 

 

 

 

Measure 

Controls 

(n = 13) 

Patients with LD 

(n = 17) p-value 

Voice Handicap Index (VHI) 

(Range = 0 - 120) 
2 (0 - 8) 63 (57 - 66) 3.834 x 10-6 

Consensus Auditory Perception 

Evaluation of Voice (CAPE-V), Overall 

Severity (Range = 0 - 100) 

5 (0 - 6) 30 (12 - 40) 8.721 x 10-6 

Laryngeal Diadochokinesis (L-DDK) 

Rate (syllables per second) 
5.39 ± 0.70 4.46 ± 0.60 0.001 

 

 

Values for Age are means ± standard deviation, age range is 27.4-71.34 for controls and 28.83-
72.46 for patients. Statistical tests: unpaired two-tailed t-test for age; Fisher’s exact test for sex 
and race. Race was self-reported by participants.  

Scores are median (lower quartile - upper quartile) for VHI and CAPE-V. 
Scores are means ± standard deviation for L-DDK Rate. 
Statistical tests: Wilcoxon rank - sum test for VHI and CAPE-V; unpaired two-tailed t-test for 
L-DDK Rate. 
 



 59 

3.3.2 MRI Acquisition 

T1-weighted structural MRI images were acquired using a 3-Tesla MRI scanner (Discovery 

MR750, GE Medical Systems) with an 8-channel head coil at the UCSF Margaret Hart Surbeck 

Laboratory for Advanced Imaging. An inversion recovery spoiled gradient echo sequence was 

used to acquire 128 axial slices (repetition time = 6.664ms, echo time = 2.472ms, inversion time 

= 900ms, slice thickness = 1mm, in-plane voxel dimensions = 0.5mm x 0.5mm). Individual 

structural MRIs were spatially normalised to a standard Montreal Neurological Institute (MNI) 

template using SPM8 (https://www.fil.ion.ucl.ac.uk/spm/software/spm8/).  

 

3.3.3 MEG Imaging and Experimental Design 

The MEG scanner used for imaging was a CTF system (Coquitlam, British Columbia, Canada) 

consisting of 275 axial gradiometers. Participants were scanned in supine position and signals were 

collected at a sampling rate of 1200Hz. Head position was recorded relative to the sensor array 

using three fiducial coils placed at the nasion and left and right preauricular points. These points 

were co-registered with individual spatially-normalised structural MRI images to generate head 

shapes.  

 

The experimental task consisted of 120 trials. During each trial, participants were prompted to start 

vocalising the vowel /ɑ/ upon seeing a green dot on a screen in front of them (see Fig. 3.1). They 

were asked to hold the phonation for the duration of the visual prompt (~2.4s). Pre-phonatory 

laryngeal muscular activity (glottal movement onset) was recorded in participants using surface 

EMG. First, an abrasive gel was used to prepare the skin and to lower the impedance. Then, two 

of the surface EMG electrodes were pasted on either side of the larynx over the thyroid cartilage, 
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a third electrode was placed infrahyoid and midline superior to the two laryngeal electrodes and 

EMG signal was recorded using the double differential technique. Conductive paste was used to 

increase conductivity between the skin and the electrodes. The ground electrode was placed on the 

participant’s forehead. Simultaneous electrocardiography (ECG) and electrooculography (EOG) 

signals were also collected to ensure that the electrophysiological signals picked up by the EMG 

electrodes were devoid of noise from eye blinks, eye movements and heartbeats. Participants’ 

vocal output was picked up by an optical microphone (Phone-Or Ltd., Or-Yehuda, Israel), passed 

through a digital signal processing system (DSP) and fed back to them via insert earphones (ER-

3A, Etymotic Research, Inc., Elk Grove Village, IL). On every trial, between 200ms and 500ms 

after voice onset, the DSP perturbed the pitch of their auditory feedback by either +100 cents or -

100 cents (1/12th of an octave) for a period of 400ms and vocal responses to this change were 

recorded. The DSP was implemented on a PC as a real-time vocoder program called Feedback 

Utility for Speech Processing (FUSP) which has been used in previous studies in the lab (Kort et 

al., 2014; Naunheim et al., 2019; Ranasinghe et al., 2019).  
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Fig. 3.1 Schematic diagram of the task 
Participants were prompted to vocalise the vowel /ɑ/ into a microphone for as long as they saw the 
green dot on the display. Participants could hear themselves through earphones throughout every 
trial. Glottal movement onset was measured using surface electromyography. Subjects’ pitch was 
altered using a digital signal processing unit, between 200-500ms after voice onset, either up or 

down by 100 cents (1/12
th

 of an octave) for 400ms and sent this shifted signal to the participants’ 
earphones.  
The numbers at the bottom of the figure represent various time windows as follows: 1 = before 
glottal movement onset, 2 = after glottal movement onset, 3 = before voice onset, 4 = after voice 
onset, 5a = early response to pitch perturbation onset, 5b = late response to pitch perturbation 
onset. 
 

 

3.3.4 Data Analysis 

3.3.4.1 Pitch Data Processing 

Audio signals for participants’ speech and the altered feedback were both collected at 11,025 Hz. 

The pitch time course for phonation in each trial was determined using an autocorrelation-based 

pitch tracking method (Parsons, 1987). All trials were visually inspected. Pitch tracks for all the 

trials were extracted and were aligned from 200ms before perturbation onset to 1000ms after 

perturbation onset. Trials with pitch tracking errors or with incomplete utterances were marked 

Figure 1:  Schematic diagram of the task
Participants were prompted to vocalise the vowel /ɑ/ into a microphone for as long as they saw the green dot on the display. 
Participants could hear themselves through earphones throughout every trial. Glottal movement onset was measured using 
surface electromyography. Subjects’ pitch was altered using a digital signal processing unit, between 200-500ms after voice 
onset, either up or down by 100 cents (1/12th of an octave) for 400ms and sent this shifted signal to the participants’ 
earphones. The numbers at the bottom of the figure represent various time windows as follows: 1 = before glottal 
movement onset, 2 = after glottal movement onset, 3 = before voice onset, 4 = after voice onset, 5a = early response to 
pitch perturbation onset, 5b = late response to pitch perturbation onset.
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bad and excluded. For the remaining good trials, pitch was converted from Hertz to cents using 

the following formula: 

Pitch!-&./(t) = 1200	log"(	
Pitch01(t)
Pitch2-3

	) 

where Pitch01(t) is the pitch value in Hertz at timepoint t and Pitch2-3	is the reference pitch 

calculated as the mean pitch during a window spanning from 50ms prior to perturbation onset to 

50ms after perturbation onset. Participants responded to the feedback perturbation by deviating 

from their baseline pitch track. For each participant, absolute responses to both upward and 

downward perturbations were calculated and pooled together. To do this, the downward responses 

to upward perturbations were flipped and combined with upward responses to downward 

perturbations, thus making all compensatory responses positive. Mean responses for patients and 

controls were plotted. For time windows showing qualitative differences in responses, a linear 

mixed effects model was run in SAS 9.4 (SAS Institute Inc., Cary, NC) with group as the 

independent variable and pitch response in cents as the dependent variable. To account for multiple 

timepoints from each participant’s mean vocal pitch response time-course’ participant identity was 

included as a repeated measure with a random intercept.   

 

Additionally, peak deviation from the baseline pitch track was calculated for every trial. This peak 

deviation had a positive sign if the response was opposing the shift (or compensatory) and negative 

if the response was following the shift. The mean across trials of this peak deviation was called 

the mean compensation to pitch perturbation for each participant.  
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3.3.4.2 Baseline pitch variability 

To examine whether patients with LD had the laryngeal motor control capacity and the pitch range 

to compensate for pitch perturbation, we examined baseline pitch variability, in patients and 

controls, both within-trial and across trials during a pre-perturbation baseline time window defined 

from 200ms before perturbation onset to perturbation onset. Two-sample heteroscedastic t-tests 

were used to compare variability in patients with that in controls. 

 

3.3.4.3 Correlations between responses to pitch perturbation and voice evaluation measures 

To examine whether compensatory responses to pitch perturbation can predict disease severity, 

we selected three measures of voice impairment (see Table 3.1) from the participants’ clinical 

voice evaluation: i) A subjective measure: Voice Handicap Index (VHI), a validated 30-item self-

reported voice assessment (Jacobson et al., 1997), ii) A perceptual measure: Consensus Auditory-

Perceptual Evaluation of Voice (CAPE-V) (Zraick et al., 2011) and a iii) A laryngeal motor control 

measure: the Laryngeal Diadochokinesis rate (L-DDK rate) (Verdolini and Palmer, 1997; 

Bodenlos, 2013; Lombard and Solomon, 2019). Three Pearson’s correlation coefficients were 

calculated between participants’ mean compensation to pitch perturbation and each of the above 

measures. 

 

3.3.4.4 MEG Data Processing 

Third-order gradient noise correction and Direct Current (DC) offset correction were performed 

on the MEG datasets. A notch filter was implemented at 120Hz (width = 2Hz) to reduce power 

line noise. EMG signals, voice signals and MEG signals were examined simultaneously and three 

markers were added to mark the onset of glottal movement, onset of voicing and onset of pitch 
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perturbation. Subsequent neural analyses were locked with respect to these phonatory event 

markers. Trials with abnormal signals due to head movement, eye blinks or saccades were 

excluded. We focused our analyses on neural responses in the beta band (12-30Hz) and high 

gamma band (65-150Hz). Signals in beta band have been shown to play a role in motor planning, 

top-down motor-auditory interactions and the production of overt speech (Hinkley et al., 2016; 

Sörös et al., 2017; Abbasi and Gross, 2020). Also, our previous studies have shown that pitch 

perturbations affect high-gamma-band oscillations (Kort et al., 2016; Ranasinghe et al., 2019). 

Spatiotemporal source localisation for induced neural activity was mapped on to the spatially-

normalised structural MRI for each individual subject using time-frequency-optimised adaptive 

spatial filtering (8mm lead field) in the Neurodynamic Utility Toolbox for MEG (NUTMEG: 

http://nutmeg.berkeley.edu) (Dalal et al., 2008; Hinkley et al., 2020). This source space 

reconstruction provided a voxel-by-voxel estimate of neural activity derived using a linear 

combination of a spatial weight matrix and a sensor data matrix. Active windows were defined as 

the time period after each of the three phonatory event markers. Noise-corrected pseudo-F statistics 

were computed by comparing the active window to a control window (pre-stimulus for glottal 

movement onset and voice onset analysis, pre-perturbation for perturbation onset analysis). 

Within-group and between-group statistical analyses were performed using statistical non-

parametric mapping methods incorporated into the NUTMEG toolbox (Dalal et al., 2011). For 

voice onset analysis, the phonatory onset interval or the duration between glottal movement onset 

and voice onset was included as a covariate in the statistical model. To correct for multiple 

comparisons across time and space, corrected p-value thresholds were calculated for 𝛼 = 0.05 and 

a False Discovery Rate (FDR) of 5%. Furthermore, cluster correction was performed to exclude 
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clusters with less than 18 congruent voxels as done in previous studies (Naunheim et al., 2019). 

These steps minimised the possibility of observing spurious effects due to noise.  

 

3.3.4.5 Phonatory onset interval analysis 

Using the glottal movement onset marker and the voice onset marker added during the MEG 

analysis, phonatory onset interval was calculated for every trial in every participant. A two-sample 

heteroscedastic t-test was run to look at differences in the mean phonatory onset interval in patients 

as compared to controls, which has previously been shown to be elongated in LD patients (Ludlow 

and Connor, 1987). 

 

3.3.4.6 Time windows of interest 

To better interpret the differences in activity between patients and controls, the entire time course 

of the trial was divided into six time windows around the three phonatory event markers (see Fig. 

3.1). Time window 1 extended from 125ms before and up to glottal movement onset. Time window 

2 extended from glottal movement onset to 125ms after onset. Time window 3 consisted the 125ms 

preceding voice onset, while the 125ms immediately succeeding voice onset constituted time 

window 4. Time windows 5a and 5b were the early (0-225ms) and late (225-425ms) responses to 

pitch perturbation onset. These analyses shown in Fig. 3.2 to 3.7 make reference to these time 

windows. 
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3.4 Results 

3.4.1 Behavioural results 

3.4.1.1 Larger phonatory onset interval in patients with LD 

Analysis of the time interval between glottal movement onset  and voice onset markers (time 

windows 2 and 3) in the current study showed (Fig. 3.2) a significantly larger duration (p = 1.14 x 

10-47; two-sample heteroscedastic t-test) in LD patients (Mean = 356.5ms, Standard Error of the 

mean = 4.94ms) than in controls (Mean = 251.55ms, Standard Error of the mean = 4.1ms). These 

results are consistent with a previous study showing voice onset delay in patients with LD  (Ludlow 

and Connor, 1987).  

 

Fig. 3.2 Phonatory onset interval 
Patients with LD have a larger phonatory onset interval (duration between glottal movement 
onset and voice onset) as compared to controls (p = 1.140 x 10-47; two-sample heteroscedastic t-
test). Error bars indicate standard error of the mean. 
 

Figure 2:  Phonatory onset interval
Patients with LD have a larger phonatory onset interval (duration between glottal movement onset and voice onset) as 
compared to controls (p = 1.140 x 10-47; two-sample heteroscedastic t-test). Error bars indicate standard error of the mean.
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3.4.1.2 Pitch perturbation vocal responses do not differ in patients with LD 

No statistical differences were found between patients’ and controls’ vocal responses to pitch 

perturbation (Fig. 3.3A). Although there appeared to be a slight reduction in patients’ vocal 

response from 250 to 400ms after pitch perturbation onset (part of time window 5b), this 

reduction was not significantly different from controls’ vocal response in the same window 

[LMM, F(1, 2001) = 0.01, p = 0.909].  
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Fig. 3.3 Pitch control in patients with LD and controls 
(A) Vocal response to pitch perturbation: Patients with LD (n = 17) have a response to pitch 
perturbation that is not statistically different from that in controls (n = 12). The solid lines are 
the mean responses and the flanking dashed lines indicate standard error of the mean responses. 
Time windows 5a and 5b represent early and late response to pitch perturbation (B) Baseline 
vocal range: Baseline pitch variability (200ms prior to perturbation onset) in patients with LD (n 
= 15) differs from that in controls (n = 12) both within-trial and across trials. Error bars 
indicate standard error of the mean variability. (C) Correlation between mean compensation 
and laryngeal diadochokinesis (L-DDK) rate: In patients with LD, the L-DDK rate is negatively 
correlated with mean compensation to pitch perturbation. Patients (n = 12) who have a higher 
syllable rate tend to follow the direction of the pitch shift and the ones with a lower syllable rate 
tend to have a larger compensation value for pitch shifts. This correlation does not hold true in 
controls (n = 11). 
 

Figure 3: Pitch control in patients with LD and controls
(A) Vocal response to pitch perturbation: Patients with LD (n = 17) have a response to pitch perturbation that is not statistically 

different from that in controls (n = 12). The solid lines are the mean responses and the flanking dashed lines indicate standard

error of the mean responses. Time windows 5a and 5b represent early and late response to pitch perturbation (B) Baseline 

vocal range: Baseline pitch variability (200ms prior to perturbation onset) in patients with LD (n = 15) differs from that in

controls (n = 12) both within-trial and across trials. Error bars indicate standard error of the mean variability. (C) Correlation 

between mean compensation and laryngeal diadochokinesis (L-DDK) rate: In patients with LD, the L-DDK rate is negatively 

correlated with mean compensation to pitch perturbation. Patients (n = 12) who have a higher syllable rate tend to follow the

direction of the pitch shift and the ones with a lower syllable rate tend to have a larger compensation value for pitch shifts. 

This correlation does not hold true in controls (n = 11).
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3.4.1.3 Larger baseline pitch variability in patients with LD 

Patients showed larger pitch variability in cents both within-trial (p = 0.008; two-sample 

heteroscedastic t-test) and across trials (p = 0.02; two-sample heteroscedastic t-test) in a 200ms 

pre-perturbation time window, i.e. time window 4 (Fig. 3.3B) indicating that patients not only 

possessed the vocal range to compensate for pitch perturbation but also, in fact, had greater 

variations in laryngeal control during sustained phonation, perhaps owing to the presence of 

spasms.  

 

3.4.1.4 Compensation to pitch perturbation in LD predicted severity of disease 

Although no correlations were found, in both patients and controls, between mean compensation 

and VHI (R2 = 0.004, p = 0.839 in patients and R2 = 0.150, p = 0.239 in controls) or mean 

compensation and CAPE-V Overall Severity (R2 = 0.037, p = 0.549 in patients and R2 = 0.016, p 

= 0.709 in controls) , there was a negative correlation (Fig. 3.3C) between mean compensation 

and patients’ L-DDK rate (R2 = 0.537, p = 0.007). Patients with lower L-DDK rates, i.e. with 

greater disease severity, had greater values of mean compensation. Patients with higher L-DDK 

rates, i.e. with lesser disease severity, either had smaller values of mean compensation or tended 

to follow the direction of the pitch shift. There was no correlation between controls’ mean 

compensation values and L-DDK rates (R2 = 0.068, p = 0.416).   
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3.4.2 Neural activity 

3.4.2.1 Bilateral reduction in inferior frontal and increase in parietal beta-band activity 

around glottal movement onset  

Widespread differences in beta-band neural activity between controls and patients with LD were 

observed before and after glottal movement onset (Fig. 3.4A, Supp. Table B.2). Even prior to 

glottal movement (time window 1), the greatest reductions in beta-band activity in patients were 

seen in the left ventral motor cortex (vMC), the left ventral premotor cortex (vPMC) and the left 

inferior frontal gyrus (IFG). The reduced activity in the left vPMC and the left IFG persisted 

after glottal movement onset (time window 2), but differences were smaller after onset. Reduced 

activity was also observed in the anterior left STG, anterior left MTG, right middle frontal gyrus 

(MFG), right cerebellum and right IFG after glottal movement onset. In contrast, patients with 

LD also showed persistently increased activity, both prior to and after glottal movement onset, 

bilaterally in a large cluster in the inferior parietal lobule (IPL), around and posterior to the 

angular gyrus. Increased activity was also observed in the right superior frontal gyrus (SFG) or 

dorsal premotor cortex from -25ms before glottal movement onset to +125ms after glottal 

movement onset and the left dorsal premotor cortex at +125ms after glottal movement onset.  

 

3.4.2.2 Reduced right cerebellar activation before and increased bilateral cortical activation 

after glottal movement onset in high-gamma band 

Differences in high-gamma-band neural activity between controls and patients with LD showed 

an interesting change in polarity from before glottal movement onset to after glottal movement 

onset (Fig. 3.4B, Supp.Table B.3). From -125 to -75ms before glottal movement onset (time 

window 1), patients with LD showed reduced activity in the right cerebellum. However, after 
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glottal movement onset (time window 2), patients showed increased activity in the left primary 

somatosensory cortex (postcentral gyrus/S1) from +25 to +125ms. Increased activity in patients 

with LD was also observed in the right anterior temporal lobe and right IFG from +75 to +125ms 

after glottal movement onset. At +125ms after glottal movement onset, patients also showed 

increased high-gamma-band activity bilaterally in the STG and MTG. 

 

 

Fig. 3.4 Differences in neural activity around glottal movement onset between controls and 
patients with LD 
A. Non-phase-locked beta-band activity (12-30Hz) differences between patients and controls 
locked to glottal movement onset. As compared to controls (n = 11), patients with LD (n = 15) 
show significant differences in beta-band activity both before and after glottal movement onset. 
False Discovery Rate (FDR) correction for a rate of 5% and cluster correction at a threshold of 
18 voxels and p < 0.05 were performed. For beta-band neural activity locked to glottal 
movement onset in each group alone, refer to Supp. Fig. B.1. B. Non-phase-locked high-gamma-
band activity (65-150Hz) differences between patients and controls locked to glottal movement 
onset. As compared to controls (n = 11), patients with LD (n = 15) show significantly increased 
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Figure 4: Differences in neural activity around glottal movement onset between controls and patients with LD
A. Non-phase-locked beta-band activity (12-30Hz) differences between patients and controls locked to glottal 
movement onset. As compared to controls (n = 11), patients with LD (n = 15) show significant differences in beta-band 
activity both before and after glottal movement onset. False Discovery Rate (FDR) correction for a rate of 5% and 
cluster correction at a threshold of 18 voxels and p < 0.05 were performed. For beta-band neural activity locked to 
glottal movement onset in each group alone, refer to Supplementary Figure 1. B. Non-phase-locked high-gamma-band 
activity (65-150Hz) differences between patients and controls locked to glottal movement onset. As compared to 
controls (n = 11), patients with LD (n = 15) show significantly increased activity after glottal movement onset. False 
Discovery Rate (FDR) correction for a rate of 5% and cluster correction at a threshold of 18 voxels and p < 0.05 were 
performed. For high-gamma-band neural activity locked to glottal movement onset in each group alone, refer to 
Supplementary Figure 4. 
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activity after glottal movement onset. False Discovery Rate (FDR) correction for a rate of 5% 
and cluster correction at a threshold of 18 voxels and p < 0.05 were performed. For high-
gamma-band neural activity locked to glottal movement onset in each group alone, refer to Supp. 
Fig. B.4.  
 

 

3.4.2.3 Bilateral increase in dorsal sensorimotor cortical activation and reduced cerebellar 

activation in beta band around voice onset  

Prior to voice onset in beta band (time window 3), bilateral hyperactivity in patients’ IPLs and 

hypoactivity in their left IFG and anterior left STG and MTG was observed (Fig. 3.5A, Supp. 

Table B.4), reflecting differences persisting after glottal movement onset (time window 2) 

observed in Fig. 3.4A. Importantly, both before and after voice onset, patients showed increasing 

bilateral hyperactivity along the primary somatosensory cortex (postcentral gyrus/S1) and the 

superior parietal lobule (SPL). Patients also showed hyperactivity in the superior left MFG from 

-125ms to +25ms. In contrast, patients showed reduced activity bilaterally in the cerebellum and 

the inferior occipital lobe (greater differences in the right hemisphere) after voice onset (time 

window 4). Patients also showed reduced activity in the right MFG and right IFG after voice 

onset. Note that these results were not impacted by differences in phonatory onset interval 

between the two groups, because this interval was included as a covariate in the statistical 

analysis to compare neural activity locked to voice onset.  

 

3.4.2.4 Bilateral increase in activation in ventral sensorimotor cortex, prefrontal cortex and 

temporal lobe in high-gamma band around voice onset  

Patients with LD showed widespread hyperactivity in high-gamma band both before and after 

voice onset (Fig. 3.5B, Supp. Table B.5). This hyperactivity was seen bilaterally in the ventral 
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sensorimotor cortex, temporal lobe, medial and ventral parts of the left prefrontal cortex and 

right ventral prefrontal cortex. Hyperactivity in the left temporal lobe increased from before 

voice onset (time window 3) to after voice onset (time window 4) whereas hyperactivity in the 

right temporal lobe decreased along with time. Hyperactivity was also observed in patients with 

LD in the right precuneus from -125 to -75ms before voice onset (time window 3). Patients with 

LD showed hypoactivity in the right inferior parietal lobule at +75ms after voice onset (time 

window 4). 

 

 

Fig. 3.5 Differences in neural activity around voice onset between controls and patients with 
LD  
A. Non-phase-locked beta-band activity (12-30Hz) differences between patients and controls 
locked to voice onset. Phonatory onset interval was added as a covariate in the statistical 
analysis. As compared to controls (n = 11), patients with SD (n = 15) show significant 
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Figure 5:  Differences in neural activity around voice onset between controls and patients with LD 
A. Non-phase-locked beta-band activity (12-30Hz) differences between patients and controls locked to voice onset. 
Phonatory onset interval was added as a covariate in the statistical analysis. As compared to controls (n = 11), patients 
with SD (n = 15) show significant differences both before and after voice onset. False Discovery Rate (FDR) correction 
for a rate of 5% and cluster correction at a threshold of 18 voxels and p < 0.05 were performed. For beta-band neural 
activity locked to voice onset in each group alone, refer to Supplementary Figure 2. B. Non-phase-locked high-gamma-
band activity (65-150Hz) differences between patients and controls locked to voice onset. Phonatory onset interval was 
added as a covariate in the statistical analysis. As compared to controls (n = 11), patients with SD (n = 15) show 
consistent differences in both hemispheres from before voice onset through voice onset. These differences increase after 
voice onset in the left hemisphere and decrease in the right hemisphere. False Discovery Rate (FDR) correction for a 
rate of 5% and cluster correction at a threshold of 18 voxels and p < 0.05 were performed. For high-gamma-band neural 
activity locked to voice onset in each group alone, refer to Supplementary Figure 5. 
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differences both before and after voice onset. False Discovery Rate (FDR) correction for a rate 
of 5% and cluster correction at a threshold of 18 voxels and p < 0.05 were performed. For beta-
band neural activity locked to voice onset in each group alone, refer to Supp. Fig. B.2. B. Non-
phase-locked high-gamma-band activity (65-150Hz) differences between patients and controls 
locked to voice onset. Phonatory onset interval was added as a covariate in the statistical 
analysis. As compared to controls (n = 11), patients with SD (n = 15) show consistent 
differences in both hemispheres from before voice onset through voice onset. These differences 
increase after voice onset in the left hemisphere and decrease in the right hemisphere. False 
Discovery Rate (FDR) correction for a rate of 5% and cluster correction at a threshold of 18 
voxels and p < 0.05 were performed. For high-gamma-band neural activity locked to voice onset 
in each group alone, refer to Supp. Fig. B.5.  
 

3.4.2.5 Bilateral increased frontoparietal beta-band activity after pitch perturbation onset 

Examination of beta-band neural activity locked to pitch perturbation onset (Fig. 3.6A, Supp. 

Table B.6) showed that patients had greater activity bilaterally in the IFG and in the right vPMC 

and vMC with activity peaking from 125 to 225ms after perturbation onset. Frontal hyperactivity 

in the right hemisphere was more widespread than in the left hemisphere. Patients also showed 

greater activity in the left SPL from 175 to 375ms, right IPL from 375 to 425ms, right SFG from 

225 to 425ms and anterior right STG from 25 to 425ms. Although this parietal hyperactivity was 

bilateral, the left hemisphere led the right hemisphere in terms of time of activity increase. 

Cerebellar activations were mixed – there was early left hemisphere reduction (time window 5a) 

and right hemispheric activity increased (time window 5b) paralleling the increased activity in 

the right frontal lobe. 

 

Note that all the above neural differences were observed although there were no behavioural 

differences in the vocal pitch responses to pitch feedback perturbations. 

 



 75 

3.4.2.6 Bilateral reduced cerebellar, prefrontal and temporal high-gamma-band activity after 

pitch perturbation onset 

Patients with LD showed widespread reduced high-gamma-band activity after pitch perturbation 

onset (Fig. 3.6B, Supp.Table B.7). Hypoactivity in the left cerebellum preceded that in the right 

cerebellum and also peaked earlier. Bilateral hypoactivity in the MFG and IFG dissipated as time 

progressed whereas that in the ventral prefrontal cortex persisted from 25 to 425ms. There was 

significant hypoactivity in the left inferior temporal lobe from 175 to 375ms and from 125 to 425 

in the right temporal and occipital lobes. Hyperactivity in patients with LD was also observed in 

the left inferior parietal lobule around and posterior to the angular gyrus from 175 to 275ms after 

pitch perturbation onset and the right dorsal superior frontal gyrus at 325ms. 

 

Again, note that all the above neural differences were observed although there were no 

behavioural differences in the vocal pitch responses to pitch feedback perturbations. 
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Fig. 3.6 Differences in neural activity around pitch perturbation onset between controls and 
patients with LD 
A. Non-phase-locked beta-band activity (12-30Hz) differences between patients and controls 
locked to pitch perturbation onset. Patients with LD (n = 15) show greater beta-band activity as 
compared to controls (n = 11) in a number of regions. False Discovery Rate (FDR) correction 
for a rate of 5% and cluster correction at a threshold of 18 voxels and p < 0.05 were performed. 
For beta-band neural activity locked to pitch perturbation onset in each group alone, refer to 
Supp. Fig. B.3. B. Non-phase-locked high-gamma-band activity (65-150Hz) differences between 
patients and controls locked to pitch perturbation onset. Patients with LD (n = 15) show mostly 
lesser high-gamma-band activity as compared to controls (n = 16) along with greater activity in 
some regions. False Discovery Rate (FDR) correction for a rate of 5% and cluster correction at 
a threshold of 18 voxels and p < 0.05 were performed. For high-gamma-band neural activity 
locked to pitch perturbation onset in each group alone, refer to Supp. Fig. B.6.  
 

3.5 Discussion 

Laryngeal Dystonia is a focal or task-specific dystonia with symptoms arising only during voiced 

speech. While steady-state phonation is not symptom-free in LD, the fact that repeated productions 
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Figure 6: Differences in neural activity around pitch perturbation onset between controls and patients with LD
A. Non-phase-locked beta-band activity (12-30Hz) differences between patients and controls locked to pitch 
perturbation onset. Patients with LD (n = 15) show greater beta-band activity as compared to controls (n = 11) in a 
number of regions. False Discovery Rate (FDR) correction for a rate of 5% and cluster correction at a threshold of 18 
voxels and p < 0.05 were performed. For beta-band neural activity locked to pitch perturbation onset in each group 
alone, refer to Supplementary Figure 3. B. Non-phase-locked high-gamma-band activity (65-150Hz) differences 
between patients and controls locked to pitch perturbation onset. Patients with LD (n = 15) show mostly lesser high-
gamma-band activity as compared to controls (n = 16) along with greater activity in some regions. False Discovery Rate 
(FDR) correction for a rate of 5% and cluster correction at a threshold of 18 voxels and p < 0.05 were performed. For 
high-gamma-band neural activity locked to pitch perturbation onset in each group alone, refer to Supplementary Figure 
6. 
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induce more symptoms (Simonyan and Ludlow, 2010) suggests that phonation onsets are 

particularly problematic for patients with LD.  Investigating the timing of abnormal activations 

around phonatory events may help shed light on a number of unanswered questions about LD. The 

current study sought to examine the spatiotemporal neural dynamics of phonatory control during 

the initiation of sustained phonation in patients with LD. Differences in neural activity were found 

between patients and controls at various timepoints during phonation. In order to interpret these 

findings, we will refer to the State Feedback Control (SFC) model of speech production (Houde 

and Nagarajan, 2011; Houde and Chang, 2015).   

 

The SFC model for phonation (see Fig. 3.7) begins with the idea that at any moment in time, the 

larynx has a laryngeal motor state and that depending on the state, it can produce either 

somatosensory feedback (like at glottal movement onset) or both somatosensory and auditory 

feedback (like at voice onset). When a speaker decides to phonate, the higher frontal cortex 

activates the phonation control network consisting of, but not limited to, the motor cortex, the 

somatosensory cortex and the auditory cortex. This activation of the phonation network causes the 

primary motor cortex (M1) to output laryngeal controls which initiate glottal movement and an 

efference copy of these controls drives the ventral premotor cortex (vPMC) to output a prediction 

of the somatosensory consequences of the glottal movement. In this study, we used surface EMG 

to detect when the larynx began to move in response to these controls and also began to generate 

somatosensory feedback. Any abnormalities in neural activity seen before this point would have 

to do with the output of the motor cortex and the higher frontal cortex (IFG) and the generation of 

feedback predictions by the premotor cortex. Once the somatosensory feedback reaches the 

primary somatosensory cortex (S1), it is compared with the predicted feedback. Any mismatch 
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with the prediction results in corrections to the estimated laryngeal state in the vPMC, which in 

turn further modifies the output of controls by M1. We used a microphone to monitor sound output 

from the larynx and thus detect voice onset. This onset of phonation generates both somatosensory 

and auditory feedback. Like somatosensory feedback, auditory feedback is also compared with a 

feedback prediction. Any mismatch with the auditory prediction results in corrections to the 

estimated state and output of laryngeal controls. Thus, any abnormalities seen after voice onset 

would indicate abnormal responses to either the somatosensory or auditory feedback of phonation. 

To isolate neural responses to only auditory feedback, we perturbed the pitch of the auditory 

feedback of the participants’ sustained phonation. This perturbation creates a deliberate mismatch 

between the prediction and the actual sensory feedback and generates auditory feedback prediction 

errors in the auditory cortex. This error ideally causes a compensatory vocal response driven by 

M1 by shifting vocal pitch production in the direction opposite to the shift.  
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Fig. 3.7 Schematic diagram of the State Feedback Control (SFC) model and networks 
impacted in LD 
According to the SFC model, laryngeal control is based on an estimate of the current laryngeal 
state maintained by a comparison between the predicted state and the incoming feedback. State 
corrections are generated when there is a mismatch between the predicted state and the actual 
state as conveyed by the feedback signals. Brain regions marked in blue appear to be abnormally 
impacted in LD. The numbers in purple indicate the time windows in which abnormalities are 
observed. 
Abbreviations used: M1 = Primary Motor Cortex, vPMC = Ventral Premotor Cortex, IPL = 
Inferior Parietal Lobule, S1 = Primary Somatosensory Cortex, A1 = Primary Auditory Cortex, 
vSMG = Ventral Supramarginal Gyrus. pSTS = Posterior Superior Temporal Sulcus. 

State Feedback 
Control Law

Predicted State

Laryngeal State

Somatosensory 
Feedback

Auditory 
Feedback

Predicted 
Somatosensory 

Feedback

Predicted 
Auditory 
Feedback

Somatosensory 
State Correction

Auditory State 
Correction

Higher Frontal 
Cortex (IFG)

Larynx

Phonation 
Control 

Network

Auditory Cortex

Somatosensory Cortex
Motor 
Cortex

+

+

+

Laryngeal 
Control

Efference 
CopyEstimated 

Laryngeal 
State

M1

vPMC IPL

vSMG / pSTS

Figure 7:  Schematic diagram of the State Feedback Control (SFC) model and networks impacted in LD
According to the SFC model, laryngeal control is based on an estimate of the current laryngeal state maintained by a 
comparison between the predicted state and the incoming feedback. State corrections are generated when there is a 
mismatch between the predicted state and the actual state as conveyed by the feedback signals. Brain regions marked in 
blue appear to be abnormally impacted in LD. The numbers in purple indicate the time windows in which abnormalities are 
observed.
Abbreviations used: M1 = Primary Motor Cortex, vPMC = Ventral Premotor Cortex, IPL = Inferior Parietal Lobule, S1 = 
Primary Somatosensory Cortex, A1 = Primary Auditory Cortex, vSMG = Ventral Supramarginal Gyrus. pSTS = Posterior 
Superior Temporal Sulcus.

Activation 
Signal

1, 2, 3, 5b

1, 2, 3, 4, 
5a, 5b

2, 3, 4

1, 2, 3

3, 4, 5b

3, 4, 5b

1, 2, 3, 4, 5a



 80 

Comparison of beta-band neural activity between controls and patients with LD showed (Fig. 3.4) 

that even before glottal movement onset, patients showed reduced activity in the left vPMC (the 

location where predictions of the estimated laryngeal state are generated as proposed by the SFC 

model) and the left ventral motor cortex (VMC), the part of the motor cortex that is involved in 

laryngeal articulatory control (Simonyan and Horwitz, 2011; Bouchard et al., 2013). This suggests 

difficulties in sending motor commands to the larynx from M1 and in generating predictions about 

the somatosensory consequences of these motor commands. Additionally, patients with LD also 

show hypoactivity in the right cerebellum before glottal movement onset in the high-gamma band. 

The cerebellum is involved in the co-ordination, planning and sequencing of movements (Manto 

et al., 2012) and is implicated in various aspects of speech motor control (Ackermann et al., 2007; 

Ackermann, 2008; Ghosh et al., 2008; Parrell et al., 2017; Lametti et al., 2018; Houde et al., 2019). 

The SFC model posits that along with the vPMC, the cerebellum predicts the next state of the vocal 

tract. Thus, abnormalities in cerebellar activation consistent with abnormalities in vPMC further 

suggest impaired speech motor planning and state prediction in patients with LD. Beta-band 

hypoactivity in the left VMC disappears after glottal movement onset indicating that the trouble 

may be in generating motor commands to initiate glottal movement but not to sustain phonation. 

However, hypoactivity in the left vPMC continues even after glottal onset suggesting a general 

impairment in generating feedforward somatosensory predictions of glottal movement.  

 

Sustained bilateral beta-band hyperactivity in patients’ inferior parietal lobule (IPL) both before 

and after glottal movement onset may perhaps be related to this inability to predict the 

somatosensory consequences of laryngeal control. Furthermore, patients show persistent 

hyperactivity in the high-gamma band after glottal movement onset in the left ventral 
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somatosensory cortex and the left supramarginal gyrus, indicative of an abnormal response to the 

onset of somatosensory feedback. This observation presents temporal specificity to the abnormal 

activation of the primary somatosensory cortex that has been observed in previous studies 

(Simonyan and Ludlow, 2010). Patients exhibit hyperactivity in the right anterior temporal lobe, 

right IFG, bilateral STG and MTG as they approach voice onset, perhaps indicative of 

hyperactivity associated with auditory predictions.  

 

This high-gamma-band hyperactivity spreads bilaterally along the temporal lobes and continues 

even after voice onset. Beta-band hypoactivity in left vPMC and hyperactivity around the IPL also 

continues as patients approach voice onset. We speculate that impairment in generating 

feedforward predictions of the laryngeal state may also be responsible for the differences in 

phonatory onset interval observed in the current study as well as in previous studies (Ludlow and 

Connor, 1987). Additionally, the larger phonatory onset interval in patients with LD may also be 

due to more time needed to build up subglottal pressure sufficient to overcome their tightly 

adducted vocal folds. Patients show both beta-band and high-gamma-band hyperactivity in S1 

(more dorsal in the beta band and more so in the left hemisphere in high-gamma band) in the time 

interval between glottal movement onset and voice onset and this hyperactivity continues after 

voice onset. This is again indicative of abnormal somatosensory feedback processing also seen in 

previous studies (Simonyan and Ludlow, 2010; Daliri et al., 2020). Notably, this abnormal 

somatosensory feedback processing is not only observed after voice onset, when patients would 

begin to experience spasms, but also before voicing begins. This suggests that hyperactivity in 

somatosensory feedback processing may be a trait in patients with LD and not a state induced by 

symptom-eliciting tasks. The dorsal presentation of beta-band hyperactivity, around what is known 
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as the truncal sensorimotor cortex, in these patients before and after voice onset could perhaps 

indicate that the respiratory muscles work harder in patients with LD to push air out of a tightly 

closed glottis due to spasms in the adductor muscles in these patients.  Also, beta-band 

hyperactivity after voice onset is limited to the somatosensory cortex and is markedly absent from 

the primary auditory cortex (A1) and other higher order regions involved in the processing of 

auditory feedback (posterior superior temporal sulcus (pSTS) and ventral supramarginal gyrus 

(vSMG)). Previous studies have found that auditory feedback control mechanisms do not 

contribute to cortical hyperactivity in the vocal motor control network of patients with LD (Daliri 

et al., 2020). However, hyperactivity in the high-gamma band is observed in regions involved in 

auditory feedback processing both before and after voice onset. This hyperactivity may suggest 

that patients with LD do have trouble in generating auditory feedback predictions and the temporal 

granularity provided by MEG helps identify this abnormality. 

 

To further investigate the role of auditory feedback in abnormalities in speech production in 

patients with LD, we perturbed the pitch of their auditory feedback during phonation. 

Behaviourally, patients show no differences from controls in generating a compensatory vocal 

response to this pitch shift indicating that their ability to generate corrective motor commands in 

response to auditory feedback prediction errors may be intact. However, when we take a look at 

neural responses to pitch perturbation, we see that there is increased cortical beta-band activity in 

patients, especially in the right vPMC and vMC regions known to be involved in feedback-based 

articulator control (Tourville et al., 2008). This increased activity, along with hyperactivity in the 

left IFG, may be indicative of an increased effort in vocal control required to compensate for the 

auditory mismatch. In contrast, patients show widespread reduced activity in the high-gamma band 
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after pitch perturbation onset, notably bilaterally in the cerebellum and the frontal and temporal 

lobes. An interesting observation is that in both frequency bands, activation differences in the left 

cerebellum precede those in the right cerebellum. However, patients do show hyperactivity in the 

left posterior parieto-occipital junction midway into the perturbation when beta-band hyperactivity 

peaks in the right hemisphere. As participants compensate for pitch perturbation to reduce the 

auditory prediction error, there arises a somatosensory prediction error due to this motoric 

compensation. This hyperactivity in the high gamma band may then perhaps be the manifestation 

of abnormalities in somatosensory prediction because of a combination of spasms in the larynx 

and a mismatch in somatosensory prediction due to vocal compensation to altered auditory 

feedback.  

 

Additionally, patients’ mean compensatory response negatively correlates with their L-DDK rate 

while there is no relationship observed in controls’ responses. Patients who don’t perform well on 

the L-DDK task (i.e. those who produce fewer syllables per second) have a higher mean 

compensation to pitch perturbation. Patients whose laryngeal function is not as impaired tend to 

have a smaller mean response or a mean response in the direction of the applied shift. In a previous 

study by us (Subramaniam et al., 2018), we found that participants who made smaller corrective 

responses to pitch perturbations are better at judging self-agency (or accurate identification of self-

generated information) reflecting an increased reliance on internal predictions to guide their speech 

output rather than reliance on externally-altered feedback. Based on these findings, we can 

speculate that perhaps the less-impaired patients who have smaller responses to pitch perturbation 

rightly attribute the alteration in their auditory feedback to an external source and treat it as a vocal 

target instead of something that needs correction. Whereas the patients whose laryngeal control is 
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more impaired and have a higher mean compensatory response have less confidence in their vocal 

production, regard the altered auditory feedback as self-generated (perhaps due to their spasms) 

and motorically correct for this auditory mismatch.  

 

We observed evidence in support of impaired laryngeal motor control in the form of significant 

hypoactivity in the left VMC and right cerebellum before glottal movement onset. Does impaired 

laryngeal motor control in LD arise in M1/cerebellum or is the hypoactivity a signature of motor 

impairments that are further downstream from the M1 (subcortical regions or musculature) 

reflected through cortico-thalamic or cortico-muscular loops? The motor cortex is thought to 

produce an internal copy of its motor output called the ‘efference copy’(Sperry, 1950; Von Holst 

and Mittelstaedt, 1950) and is thought to be used as a reference to generate predictions of the 

sensory consequences of the action. When the auditory feedback detected is the same as expected 

feedback, there is what we call ‘speaking-induced suppression’ (SIS) or reduced neural activity in 

the auditory cortex (Creutzfeldt et al., 1989; Curio et al., 2000; Houde et al., 2002; Ventura et al., 

2009; Flinker et al., 2010). The SFC model states that this suppression occurs because the sensory 

outcome prediction of a given motor command attenuates the sensitivity of the auditory cortex to 

that particular outcome. Importantly, it has been shown that SIS does not take all production 

variability into account. There is greater suppression if the auditory feedback is closer to the 

median production and lesser suppression if the feedback deviates from the median production 

(Niziolek et al., 2013), a phenomenon called SIS-falloff. The SFC model supposes that 

feedforward predictions should reflect any variability in feedback arising due to variations in motor 

cortex activity. Thus, SIS fall-off is thought to reflect variability in the speech production network 

downstream from the motor cortex, i.e. subcortical brain regions like the nucleus ambiguus, the 
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peripheral nervous system and the musculature. It can be seen from Fig. 3.3B that there is greater 

baseline pitch production variability in patients with LD than in controls. Looking at SIS 

modulation in patients and comparing it with that in controls would also help predict where exactly 

variability is introduced in the speech motor control system. 

 

In conclusion, we found that patients with LD not only have impaired sensory feedback processing 

during phonation, as found in previous studies, but also impaired feedforward or preparatory 

activity even before the laryngeal muscles start moving as well as an abnormal response to 

somatosensory feedback after glottal movement onset. Patients with LD seem to exhibit 

abnormalities in neural activity in almost every node of the cortical speech motor control network 

and the cerebellum. These abnormalities arise at or around particular phonatory events, thus 

highlighting that speech motor control deficits in patients with LD possess temporal specificity 

along with a pan-network involvement. 

 

As mentioned before, treatment options for LD are limited and focus on symptom alleviation. 

Modulation of activity in impacted brain regions using non-invasive brain stimulation tools like 

Transcranial Magnetic Stimulation (TMS) (Barker et al., 1985) or Transcranial Direct Current 

Stimulation (tDCS) (Brunoni et al., 2012) may be a viable path for long-term therapeutic purposes. 
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Chapter 4: Cortical dynamics of speech motor control in the non-fluent variant of Primary 

Progressive Aphasia 

4.1 Abstract 

Primary Progressive Aphasia (PPA) is a clinical syndrome in which patients progressively lose 

speech and language abilities. The non-fluent variant of PPA (nfvPPA) is characterised by 

impaired motor speech and agrammatism. These deficits are associated with left fronto-insular-

striatal atrophy and imaging studies further suggest impaired activity and functional connectivity 

of brain regions implicated in speech production. However, to date no study has either directly 

examined speech motor control in nfvPPA or documented the dynamics of the recruitment of the 

speech motor control network during vocal production. Using high-temporal 

magnetoencephalographic (MEG) imaging, we investigated vocal motor control in 18 patients 

with nfvPPA and 17 controls. Participants were prompted to phonate the vowel /ɑ/ for ~2.4s 

while the pitch of their feedback was shifted either up or down by 100 cents for a period of 

400ms mid-utterance. Participants were unaware of but nevertheless responded to these pitch 

feedback perturbations by changes in vocal pitch. Task-induced neural oscillations were 

examined in the alpha (8-12 Hz) and beta bands (13-30 Hz) during pitch feedback perturbation. 

Nonparametric statistical tests were performed to look at neural activity differences in patients 

compared to healthy controls. In vocal pitch responses, nfvPPA patients showed a smaller 

compensation response to pitch perturbation than controls (p<0.05). Pre-perturbation variations 

in vocal pitch variability did not differ significantly between the two groups, indicating that 

reduced vocal compensation cannot simply be attributed to insufficient voice range in patients. 

Patients also exhibited reduced task-induced alpha-band neural activity in the right superior 

temporal gyrus, right superior temporal sulcus, right middle temporal gyrus and the right 
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temporoparietal junction (FDR-corrected and cluster-corrected at 20 voxels and p < 0.01) from 

250ms to 750ms after pitch perturbation onset. Patients also showed increased task-induced beta-

band activity in the left dorsal sensorimotor cortex, left premotor cortex and the left 

supplementary motor area (FDR-corrected and cluster-corrected at 20 voxels and p < 0.01) from 

50ms to 150ms after pitch perturbation onset. Reduction in alpha-band power could predict 

speech motor impairment in patients with nfvPPA (β = 3.41, F = 8.31, p = 0.0128) whereas the 

increase in beta-band power could not (β = -1.75, F = 1.72, p = 0.2123). Collectively, these 

results suggest significant disruption in sensorimotor integration and control during vocal 

production in patients with nfvPPA. 

 

4.2 Introduction 

Primary progressive aphasia (PPA) is a clinical syndrome characterised by progressive loss of 

speech and language abilities (Mesulam, 2003). Currently accepted clinical classification 

(Gorno-Tempini et al., 2011) identifies three subtypes of PPA, each with a characteristic 

predominant impairment in speech and language function, namely: logopenic variant of PPA 

(lvPPA), semantic variant of PPA (svPPA) and non-fluent variant of PPA (nfvPPA). Among 

these three variants, the nfvPPA subtype includes patients who predominantly exhibit motor-

speech deficits. Structural magnetic resonance imaging (MRI) often used to complement clinical 

characterisation shows a signature pattern of neuronal atrophy in patients with nfvPPA over the 

left posterior fronto-insular region - encompassing areas involved in the production of speech 

and language like the inferior frontal gyrus (IFG), insula, premotor cortex and supplementary 

motor area (SMA) (Gunawardena et al., 2010; Grossman, 2012; Leyton et al., 2016). 

Furthermore, functional neuroimaging techniques have also shown significant alterations in 



 96 

functional and structural connectivity of the cortical regions involved in speech production 

(Galantucci et al., 2011; Mandelli et al., 2014; Mandelli et al., 2018). However, little is known 

about the dynamics of the recruitment of these cortical regions during speech production in 

patients with nfvPPA.  

 

Current models of speech production posit that ongoing execution of speech engages a 

distributed network of frontal, parietal, and temporal cortical areas and describe the online 

control of speech as a process that involves continuous integration of sensory feedback with 

motor output (Houde and Nagarajan, 2011; Tourville and Guenther, 2011; Guenther, 2016; 

Parrell and Houde, 2019; Parrell et al., 2019). Under normal speaking conditions, the sensory 

feedback matches closely with the motor predictions, hence the feedback prediction error or the 

difference between predictions and feedback registered by the sensorimotor integration network 

is negligible. The goal of the speech motor control system is to minimise this prediction error. If 

auditory feedback is perturbed so that feedback predictions are deliberately mismatched, an 

exaggerated prediction error is generated. The speaker then modifies their motor output to 

compensate for the perturbation and reduce the prediction error.  

 

Given the speech motor control system’s goal to reduce the prediction error, if the pitch of the 

auditory feedback is perturbed during speaking, the speaker’s resulting behavioural vocal 

response to compensate for the prediction error is involuntary and is thus called the pitch 

perturbation reflex (Burnett et al., 1998). This pitch perturbation reflex is an experimental 

paradigm that has been widely studied to examine sensorimotor integration in a number of 

neurological disorders (Mollaei et al., 2016; Ranasinghe et al., 2017a; Houde et al., 2019). The 
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well-described anatomical and psychophysical details of the pitch perturbation reflex makes it an 

ideal tool to study the dynamics of the recruitment of speech motor cortical regions in patients 

with nfvPPA during speech production. The specific behavioural and neural deficits of speech 

motor integration, if any, will lend more insight on the functional deficits of speech production in 

nfvPPA. 

 

Here, we examined the behavioural response during pitch perturbation reflex and the neural 

activity patterns of the underlying sensorimotor integration in patients with nfvPPA. Specifically, 

we compared vocal and neural responses induced by perturbing the pitch of the auditory 

feedback signal in patients with nfvPPA to those in healthy controls. We used the millisecond-

precise temporal resolution of magnetoencephalography (MEG), to investigate the spatial and 

temporal patterns of the cortical speech motor network during the pitch perturbation reflex. We 

hypothesised that given the pathophysiological processes in nfvPPA that target brain regions 

involved in speech production, nfvPPA patients will exhibit abnormal behavioural and neural 

activity patterns during pitch feedback perturbation. We further predicted that the severity of 

speech motor impairment in nfvPPA patients would be associated with the degree of abnormal 

pitch perturbation response.  

 

4.3 Materials and methods 

4.3.1 Participants 

For this study, 20 patients and 18 healthy controls (see Table 4.1 for demographic details) were 

recruited from the Memory and Aging Center at the University of California, San Francisco 

(UCSF). 17 patients and 14 controls took part in the pitch perturbation experiment with 
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simultaneous MEG imaging. Three patients and four controls took part in the behavioural pitch 

perturbation experiment without neuroimaging. Patients’ PPA diagnosis and classification as 

nfvPPA was conducted by a team of expert neurologists. Eligibility criteria for controls included: 

no structural brain abnormalities, normal cognitive performance, absence of neurological or 

psychiatric disorders. Participants (or their assigned surrogate decision makers) provided 

informed consent before taking part in the study. This study was approved by the Committee on 

Human Research of the University of California, San Francisco.  

 

4.3.2 Neuropsychological assessment 

All participants underwent a Mini-Mental State Examination (MMSE). A Clinical Dementia 

Rating (CDR) score was also calculated for all participants after an interview with the 

participants and their caregivers (Morris, 1993). 19 of the 20 patients also underwent a 

comprehensive neuropsychological evaluation to test their performance on a number of speech 

and language tasks as described elsewhere (Ranasinghe et al., 2017b) (see Table 4.1 for more 

details). The Western Aphasia Battery was used to evaluate speech and syntactic production 

(Kertesz, 2007). Apraxia of speech and dysarthria were rated using Motor Speech Evaluation 

(Wertz et al., 1984). To measure long and short syntax comprehension, sentences were read 

aloud by the examiner and the patient had to select the picture that best matched the sentence 

from two options. Confrontation naming was assessed using a short form version (15 items) of 

the Boston Naming Test (Mack et al., 1992). Patients were asked to name as many animals as 

possible in 60 seconds to assess category fluency (Spreen and Benton, 1977). A subset of 16 

items from the Peabody Picture Vocabulary Test (PPVT; 4 items each: verbs, descriptive, 
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animate and inanimate) where patients were asked to match a word with one of four picture 

choices was used to test word comprehension (Dunn and Dunn, 2007).  

 

Table 4.1 Participant demographics and neuropsychological test performance (speech and 
language battery) in patients with nfvPPA 

 

 
4.3.3 Structural MRI acquisition  

Participants who underwent an MEG scan also took part in a structural brain imaging protocol in 

a 3T Siemens MRI scanner at the Neuroscape MRI Lab at UCSF. T1-weighted structural MRI 

images were acquired using a T1-MPRAGE sequence (repetition time = 2300ms, echo time = 

Demographics Controls (n = 18) Patients  with nfvPPA (n = 20) p-value

Age in years 64.81 ± 5.76 67.79 ± 8.02 0.1936

Females, number (%) 13 (72.22) 14 (70) 1

White race, number (%) 18 (100) 19 (95) 1

Education in years 18.00 (16.75 - 18.25) 16.00 (14.00 - 17.5) 0.0083

Right handedness, number (%) 18 (100) 17 (85) 0.2319

MMSE 30.0 (29.0 - 30.0) 28.0 (24.0 - 29.0) <0.0001

CDR Total 0.00 (0.00 - 0.00) 0.75 (0.00 - 1.50) <0.0001
Values for Age are means ± standard deviation, age ranges are 56.21-76.55 for controls and 56.75-82.14 for patients. 
Values for Education, MMSE, CDR Total are median and the lower and upper quartiles. 
Statistical tests: unpaired two-tailed t-test for age; Fisher’s exact test for sex, race and handedness; Wilcoxon rank-sum test 
for education, MMSE and CDR Total.

Table 1: Participant demographics and neuropsychological test performance (speech and language battery) in patients 
with nfvPPA

Test Score

Western Aphasia Battery – Fluency (out of 10) 6 (5 - 9)

Western Aphasia Battery  – Repetition (out of 100) 90 (82 - 96)

Western Aphasia Battery  – Sequential Command (out of 80) 80 (68 - 80)

Apraxia of Speech rating (out of 7) 3 (2 - 4)

Dysarthria rating (out of 7) 2 (0 - 3)

Long Syntax Comprehension (Percentage) 93.75 (68.75 - 100)

Short Syntax Comprehension (Percentage) 100 (90.625 - 100)

Boston Naming Test (out of 15) 14 (13 - 15)

Category Fluency  (Animals named / minute ) 14 (8 - 19)

Peabody Picture Vocabulary Test (out of 16) 15 (14 - 16)

All scores are median (lower quartile - upper quartile).
n = 19 for all scores except for Long Syntax Comprehension (n = 17) and Short Syntax Comprehension (n = 18).
For Apraxia of Speech rating and Dysarthria rating, higher scores indicate greater impairment. For all other scores, lower 
scores indicate greater impairment. 

Neuropsychological test performance in patients 
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2.98ms, inversion time = 900ms, slice thickness = 1mm, field of view = 240mm x 256mm). 

These structural MRIs were used to generate head models for source-space reconstruction of 

MEG sensor data and to calculate grey matter volume estimates for statistical correction of grey-

matter atrophy in the MEG results. Individual structural MRIs were spatially normalised to a 

standard Montreal Neurological Institute (MNI) template using SPM8 

(https://www.fil.ion.ucl.ac.uk/spm/software/spm8/). 

 

4.3.4 MEG Imaging 

A 275-channel whole-head MEG scanner (CTF Inc., Coquitlam, BC, Canada) was used for 

MEG-imaging. Participants were scanned in supine position. Signals were acquired at a sampling 

rate of 1200Hz and three fiducial coils (one at the nasion and two at preauricular points on both 

sides) were used to record head position relative to the sensor array. These fiducial locations 

were co-registered to participants’ structural MRI images and head shapes were generated for 

each individual.  

 

4.3.5 Pitch perturbation experiment 

The pitch perturbation experiment consisted of 120 trials. In every trial, participants were 

prompted to vocalise the vowel /ɑ/ for as long as they saw a green dot on the screen (duration ~ 

2.4s) (see Fig. 4.1A). Participants’ vocal output was recorded using an optical microphone 

(Phone-Or Ltd., Or-Yehuda, Israel) and they could simultaneously hear themselves through 

insert earphones (ER-3A, Etymotic Research, Inc., Elk Grove Village, IL). During every trial, 

between 200-500ms after voice onset was detected, the pitch of the participants’ auditory 

feedback was perturbed either upwards or downwards by 100 cents (1/12th of an octave) for a 
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duration of 400ms using a digital signal processor called Feedback Utility for Speech Processing 

(FUSP) also used in previous studies (Katseff et al., 2012; Ranasinghe et al., 2017a; Schuerman 

et al., 2017; Naunheim et al., 2018). The direction of shift was randomly determined for each 

trial with an equal number of trials with upward and downward shifts. 

 

 

Fig. 4.1 Task description and behavioural results  
(A) During every trial, participants started to vocalise the vowel /ɑ/ into a microphone upon 
seeing a green dot on the display. Participants also wore earphones through which they could 
hear themselves throughout the trial. Between 200-500ms after the start of vocalisation, a digital 
signal processing unit shifted the pitch of the participants’ speech signal either up or down for 
400ms and sent this shifted signal to the participants’ earphones. (B) On average, patients with 

B

Figure 1:  Task description and behavioural results (A) During every trial, participants started to vocalise the vowel /ɑ/ into a 
microphone upon seeing a green dot on the display. Participants also wore earphones through which they could hear themselves 
throughout the trial. Between 200-500ms after the start of vocalisation, a digital signal processing unit shifted the pitch of the participants’ 
speech signal either up or down for 400ms and sent this shifted signal to the participants’ earphones. (B) On average, patients with 
nfvPPA (n = 18) have a smaller compensation response to pitch perturbation as compared to controls (n = 17). Dashed lines represent 
standard error of the mean.
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nfvPPA (n = 18) have a smaller compensation response to pitch perturbation as compared to 
controls (n = 17). Dashed lines represent standard error of the mean. 
 

4.3.6 Data Analysis 

4.3.6.1 Audio Data Processing 

Participants’ speech and the pitch-altered feedback were both recorded at 11,025 Hz. For every 

trial, the time course of the pitch track was determined using an autocorrelation-based pitch 

tracking method ((Parsons, 1987). Pitch tracks were aligned from 200ms prior to perturbation onset 

to 1000ms after perturbation onset. All trials with pitch tracking errors and incomplete utterances 

were marked bad and excluded from further analysis. For all good trials, pitch values were 

converted from Hertz to cents using the following formula: 

𝑃𝑖𝑡𝑐ℎ45678(𝑡) = 1200	𝑙𝑜𝑔"(	
𝑃𝑖𝑡𝑐ℎ9:(𝑡)
𝑃𝑖𝑡𝑐ℎ;5<

	) 

where 𝑃𝑖𝑡𝑐ℎ9:(𝑡) is the pitch value in Hertz at timepoint t and 𝑃𝑖𝑡𝑐ℎ;5< is the reference pitch 

calculated as the mean pitch over a window spanning from 50ms prior to perturbation onset to 

50ms after perturbation onset. Participants’ responses to pitch perturbation were expressed as 

deviations from their baseline pitch track. For each participant, responses to both upward and 

downward perturbations were calculated and pooled together. Downward responses to upward 

perturbations were flipped and combined with upward responses to downward perturbations, thus 

making all compensatory responses positive.  

 

For statistical analysis, the pitch track for each individual trial was divided into bins of 50ms each 

and pitch values were averaged within these bins. Group differences in compensatory pitch 

responses between patients and controls were calculated for each of these bins using trial means 

from both groups and running a one-way analysis of variance (anova1 function, MATLAB, 
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MathWorks, Natick, MA). To control for Type I error, Bonferroni thresholds were applied to p-

values for 𝛼 = 0.05. 

 

4.3.6.2 MEG Data Processing 

We performed third-order gradient noise and direct current (DC) offset correction on the MEG 

sensor data. Pitch perturbation onset was marked for every trial and subsequent neural analyses 

were locked to this perturbation onset marker. All trials with noisy signal due to head movement, 

dental artefact, eye blinks or saccades were excluded from the analysis. We looked at neural 

responses in the theta (4-7Hz), alpha (8-12Hz), beta (13-30Hz), low gamma (30-55Hz) and high 

gamma (65-150Hz) frequency bands but we found cohort differences only in alpha and beta bands 

which are known to contain robust electrophysiological signatures of sensorimotor integration 

(Hari, 2006; Jenson et al., 2014). Hence, we focus on these two bands in the results and the 

discussion. 

 

Source localisation for induced alpha-band and beta-band activity in each participant was 

performed using time-frequency-optimised adaptive spatial filtering (8mm lead field) in the 

Neurodynamic Utility Toolbox for MEG (NUTMEG: http://nutmeg.berkeley.edu) (Dalal et al., 

2008; Hinkley et al., 2020). Voxel-by-voxel estimates of neural activity were generated using a 

linear combination of a spatial weight matrix and a sensor data matrix. Active windows were 

defined as the time period after perturbation onset. Pseudo-F statistics were computed by 

comparing the active window to a control window prior to perturbation onset. Using the NUTMEG 

toolbox (Dalal et al., 2011), both within-group and between-group statistical analyses were 

performed using statistical non-parametric mapping methods. For within-group contrasts, we used 
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a 5% False Discovery Rate (FDR) to correct for multiple comparisons across time and space and 

corrected p-value thresholds were calculated for 𝛼 = 0.01. To minimise the possibility of observing 

spurious effects due to noise, cluster correction was also performed to exclude clusters with less 

than 40 congruent voxels.  

 

For across-group contrasts, cortical grey matter atrophy in patients was taken into account. Grey 

matter (GM) maps were generated by tissue-type segmentation of the T1-weighted MRIs of 

patients and controls using the DARTEL pipeline (Ashburner, 2007). These GM maps were then 

spatially normalised to a custom group template (n = 100) in MNI space using the same dimensions 

as the MEG data (79x95x68 matrix). With the voxel-by-voxel MEG activity and the GM maps, 

aligned, voxel-wise group effects corrected for atrophy were estimated using an analysis of 

covariance (ANCOVA) model. In this model, voxel-wise change in oscillatory power (in dB) was 

the predictor variable and GM intensity at the same voxel was a covariate.  We used the same FDR 

correction parameters as in the within-group analyses but the threshold used for cluster correction 

was 20 voxels. 

 

4.3.7 Correlation of average peak neural activity with speech motor impairment 

To explore possible relationships between neural responses to pitch perturbation and speech 

motor impairment in patients, we first calculated a Speech Motor Composite Score (SMCS), for 

the 16 patients having both neural data and neuropsychological assessment scores, using the 

following formula:  

𝑆𝑀𝐶𝑆 =
[𝑧(𝑊𝐴𝐵	𝐹𝑙𝑢𝑒𝑛𝑐𝑦	𝑠𝑐𝑜𝑟𝑒) + (−𝐴𝑜𝑆	𝑟𝑎𝑡𝑖𝑛𝑔) + (−𝐷𝑦𝑠𝑎𝑟𝑡ℎ𝑟𝑖𝑎	𝑟𝑎𝑡𝑖𝑛𝑔)]

3  
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where z stands for z-score normalisation with respect to the normative score, WAB = Western 

Aphasia Battery, AoS = Apraxia of Speech. The values for AoS rating and Dysarthria rating 

were negated because we wanted lower scores to depict greater impairment and in both these 

ratings higher values indicate greater impairment. AoS and Dysarthria ratings are already 

normalised and hence a z-score was not calculated for them.  

 

For the voxel and timepoints showing peak significant differences between patients and controls, 

the average alpha power and the average beta power were calculated for each of the 16 patients. 

 

Then, for each frequency band (alpha and beta), a generalised linear model (GLM) was fit in 

SAS 9.4 (SAS Institute Inc., Cary, NC) to investigate whether the average peak power in the 

frequency band predicted speech motor impairment.  

 

4.4 Results 

4.4.1 Participant characteristics  

Patients with nfvPPA showed mild cognitive impairment (median value for MMSE = 28, see 

Table 4.1). The control and patient cohorts did not differ in terms of age, sex, handedness and 

race. However, controls and patients did differ when it came to average years of education 

(median = 18 for controls and 16 for patients). Patients’ average neuropsychological test 

performance reflected the profile of a cohort that showed motor speech difficulties but was not 

severely impaired.  
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4.4.2 Behavioural response to pitch perturbation  

Figure 4.1B shows both groups’ vocal response to pitch perturbation. Patients with nfvPPA and 

controls started responding to perturbation at ~150 ms and followed a similar trajectory until 

~200 ms. From 200ms onwards, control participants continued to respond along the same incline 

until they reached a peak at 526ms (peak response =17.64 ± 0.75 cents). Patients with nfvPPA, in 

sharp contrast, showed a different trajectory after ~200ms where they followed a less-steep slope 

and reached a smaller peak at 505ms (peak response = 5.91 ±1.22 cents). From 200ms until 

950ms after perturbation onset, patients with nfvPPA showed a significantly reduced behavioural 

response compared to controls (Figure 4.1B).  

 

To evaluate whether the smaller responses in patients was due to a limited vocal motor range, we 

quantified vocal motor output capacity as pitch variability in patients and controls in a 200ms 

pre-perturbation baseline window as done in previous studies (Naunheim et al., 2018; Houde et 

al., 2019). Variability in patients with nfvPPA did not differ significantly from that in controls, 

for both within-trial and across-trial analyses (Supp. Fig. C.1).  

 

4.4.3 Neural response to pitch perturbation  

Next, we examined neural activity patterns during the pitch perturbation response. As the 

behavioural response started at ~150 ms (Figure 4.1B), the neural activity before this point in 

time can be presumed to be involved in feedback error detection and preparation towards motor 

correction. Neural activity after 150ms until the peak behavioural response is reached (i.e., 

around 500ms) may reflect the sensorimotor integration processing of auditory feedback. Any 

neural activity after peak compensation would be indicative of the return to baseline vocalisation. 
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We focused on the neural responses within alpha (8-12 Hz) and beta (13-30 Hz) oscillatory 

bands, in nfvPPA and controls, because we found significant cohort differences in these two 

bands. 

 

4.4.3.1 Patients with nfvPPA have impaired right-hemispheric alpha-band activity during 

speech motor integration processing 

Controls showed increased alpha-band activity in bilateral posterior cortices (Figure 4.2A) 

throughout the analytical time window of 0-900ms after perturbation onset. This response was 

larger in the right hemisphere than the left. The posterior superior parietal cortex was involved in 

both hemispheres while in the right hemisphere, the occipital cortex, temporo-parietal junction 

and the inferior temporal cortex were also involved. Controls also showed reduced alpha-band 

power in the left anterior temporal lobe from 250-550ms.  

 

Patients with nfvPPA also showed increased alpha-band activity in the posterior regions of the 

brain bilaterally and throughout the analytical window (Figure 4.2A). However, unlike the 

controls, patients did not show right hemispheric dominance. Patients showed bilateral posterior 

superior hyperactivity with no additional regional involvement in the right hemisphere. A direct 

contrast between neural activity in controls and patients emphasised this group distinction and 

identified significantly reduced alpha-band activity in the right temporo-parieto-occipital 

junction in patients with nfvPPA compared to controls. This difference persisted from 250ms to 

750ms after perturbation onset, a window corresponding to neural processing of speech-motor-

integration.  
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Patients with nfvPPA also showed reduced activity in the anterior temporal cortex and frontal 

cortex (350-550ms) in the left hemisphere and the inferior frontal cortex (50-550ms) in the right 

hemisphere. These patterns however were not statistically different when compared to controls.  

 

Fig. 4.2 Neural activity during pitch feedback perturbation in alpha band (8 - 12 Hz)  
(A) Neural activity in controls and patients with nfvPPA in the alpha band (8-12 Hz) locked to 
pitch perturbation onset. (B) Patients with nfvPPA (n = 17) show significantly lesser alpha-band 
activity in the posterior right temporal lobe and the right temporo-parieto-occipital junction as 
compared to controls (n = 14). Neural activity shown was corrected for grey-matter atrophy and 
was False Discovery Rate (FDR)-corrected for multiple frequency bands and time points. 
Cluster correction was also performed at a threshold of 20 voxels and p < 0.01. Timepoint 0 
corresponds to perturbation onset. 
 

Figure 2:  Neural activity in alpha band (8 - 12 Hz) (A) Neural activity in controls and patients with nfvPPA in the alpha band (8-12 Hz) 
locked to pitch perturbation onset. (B) Patients with nfvPPA (n = 17) show significantly lesser alpha-band activity in the posterior right 
temporal lobe and the right temporo-parieto-occipital junction as compared to controls (n = 14). Neural activity shown was corrected for 
grey-matter atrophy and was False Discovery Rate (FDR)-corrected for multiple frequency bands and time points. Cluster correction 
was also performed at a threshold of 20 voxels and p < 0.01. Timepoint 0 corresponds to perturbation onset.

50ms

150ms

250ms

350ms

450ms

550ms

650ms

750ms

850ms

Controls Patients 
with nfvPPA

Controls vs 
PatientsTime

(from pitch-perturbation 
onset)

-5.5 5.5 0 6

t-value F-value

A B

Alpha-band 
power

Greater alpha-band 
activity in controls



 109 

4.4.3.2 Patients with nfvPPA have increased left dorsal sensorimotor beta-band activity during 

feedback error detection and corrective motoric preparation  

Control participants showed increased beta-band activity (Figure 4.3A) in both hemispheres 

involving the posterior parietal regions during most of the analytical window (0-700ms post 

perturbation onset). This increased activity in the parietal cortex in both hemispheres seemingly 

spread along the primary somatosensory and primary motor cortices from 150 to 550ms. Apart 

from this robust and consistent activity over the posterior parietal cortices, there was transient 

early involvement of left frontal regions (50-150 ms), left occipital regions (50-150 ms), and 

right temporal cortex (350-450 ms). Patients with nfvPPA also showed consistently increased 

beta-band activity over the parietal cortex however, with a more dorsally-dominant spatial 

distribution compared to controls (Figure 4.3A). The increased beta activity in patients was more 

consistent over time in the right hemisphere, which persisted throughout the analytical window, 

while it only persisted from 50-350 in the left hemisphere.  In a direct comparison between 

controls and nfvPPA patients, we found that beta-band activity in the left dorsal parietal region in 

patients was significantly higher than controls (Figure 4.3B).  
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Fig. 4.3 Neural activity during pitch feedback perturbation in beta band (13 - 30 Hz) 
(A) Neural activity in controls and patients with nfvPPA in the beta band (13-30 Hz) locked to 
pitch perturbation onset (B) Patients with nfvPPA (n = 17) show greater beta-band activity in 
the dorsal sensorimotor and premotor cortices as compared to controls (n = 14). Neural activity 
shown was corrected for grey-matter atrophy and was False Discovery Rate (FDR)-corrected 
for multiple frequency bands and time points. Cluster correction was also performed at a 
threshold of 20 voxels and p < 0.01. Timepoint 0 corresponds to perturbation onset. 
 

4.4.4 Neural correlates of speech motor impairment during compensation for pitch 

perturbation in patients 

Next, we examined the associations between the abnormal neural indices of speech motor control 

processing identified in the above analyses and the clinical measures of speech motor function in 

patients with nfvPPA. To this end we used a generalised linear model (GLM) and examined the 

Figure 3:  Neural activity in beta band (13 - 30 Hz) (A) Neural activity in controls and patients with nfvPPA in the beta band (13-30 
Hz) locked to pitch perturbation onset (B) Patients with nfvPPA (n = 17) show greater beta-band activity in the dorsal sensorimotor and 
premotor cortices as compared to controls (n = 14). Neural activity shown was corrected for grey-matter atrophy and was False 
Discovery Rate (FDR)-corrected for multiple frequency bands and time points. Cluster correction was also performed at a threshold of 
20 voxels and p < 0.01. Timepoint 0 corresponds to perturbation onset.
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associations between the composite speech motor score derived from clinical testing and the 

regional neural activity within regions-of-interest (ROI) as defined by the group contrast 

analyses above. The GLM between the composite speech motor score and the average peak 

alpha power within the right temporo-parietal junction ROI, across the timepoints where patients 

showed significantly reduced alpha-band activity showed a significant positive association, 

indicating that patients with nfvPPA with lower surplus alpha activity are poor performers in 

speech motor functional tests (Figure 4.4A; β = 3.41, F = 8.31, p = 0.0128). A similar GLM for 

the associations between speech motor composite scores and the average peak beta power in the 

left dorsal parietal ROI, across the timepoints where patients showed significantly reduced alpha-

band activity did not reveal a significant relationship (Figure 4.4B; β = -1.75, F = 1.72, p = 

0.2123). 

 

Fig. 4.4 Alpha-band power predicts speech motor impairment  
In a generalised linear model, patients’ speech motor composite score was significantly 
positively correlated with the average of peak alpha power (from 250-750ms after pitch 
perturbation onset) but there was no relationship with the average of peak beta power (50-
150ms after pitch perturbation onset). Thus implying that the lower the induced alpha power 
changes due to pitch perturbation in a patient with nfvPPA, the greater is their speech motor 
impairment. 
 

 

Figure 4:  Generalised Linear Model fit plots and predicted values In a generalised linear model, patients’ speech motor 
composite score was significantly positively correlated with the average of peak alpha power (from 250-750ms after pitch perturbation 
onset) but there was no relationship with the average of peak beta power (50-150ms after pitch perturbation onset). Thus implying 
that the lower the induced alpha power changes due to pitch perturbation in a patient with nfvPPA, the greater is their speech motor 
impairment. 
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4.5 Discussion 

We investigated the cortical dynamics of the speech production network in patients with nfvPPA 

using the widely-studied pitch perturbation reflex as a tool to examine speech motor control. 

Patients showed significantly reduced vocal behaviour compensation for altered feedback as 

compared to controls (only ~33% of the peak compensation seen in controls). Neural activity 

from MEG imaging revealed that patients with nfvPPA had significantly reduced alpha-band 

activity in the right posterior temporal lobe and the right temporo-parieto-occipital junction when 

responding to pitch perturbation. Patients showed significantly increased activity in the beta band 

in the dorsal sensorimotor and premotor cortices during early response to pitch perturbation. 

Reduced alpha-band activity in patients predicted speech motor impairment in patients whereas 

increased beta-band activity did not correlate with speech motor impairment in patients. 

Together, the results point towards significant impairments in the sensorimotor integration 

process during speech production in patients with nfvPPA. These sensorimotor impairments may 

be playing a contributory role in the speech motor deficits and other characteristic loss of speech 

abilities associated with nfvPPA. 

 

4.5.1 Reduced vocal response to pitch perturbation 

Patients with the non-fluent variant of Primary Progressive Aphasia primarily exhibit effortful, 

non-fluent speech (Grossman, 2012) and motor speech deficits (Wilson et al., 2010) like apraxia 

of speech (Rohrer et al., 2010) and dysarthria (Ogar et al., 2007). These deficits along with 

neuronal atrophy (Gunawardena et al., 2010) and impaired structural connectivity of brain 

regions involved in speech production (Galantucci et al., 2011; Mandelli et al., 2014; Mandelli et 

al., 2018) suggest that the functional recruitment of the speech motor control network will be 
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impacted in nfvPPA. Models of speech motor control posit that speech production involves 

continuous integration of sensory feedback to adjust for sensory feedback errors and regulate 

motor behaviour (Houde and Nagarajan, 2011; Tourville and Guenther, 2011; Guenther, 2016; 

Parrell and Houde, 2019; Parrell et al., 2019). The functional efficacy of the speech motor 

control network can be tested by altering sensory feedback during speech production and 

evaluating the network’s ability to compensate for this alteration. Our findings demonstrated that 

patients with nfvPPA have a significantly reduced vocal response to pitch feedback alteration, 

compared to controls. This is in sharp contrast to the increased vocal response to feedback 

alteration shown in patients with Alzheimer’s disease (Ranasinghe et al., 2017a; Ranasinghe et 

al., 2019), Parkinson’s disease (Liu et al., 2012; Chen et al., 2013; Huang et al., 2016; Mollaei et 

al., 2016) and cerebellar degeneration (Parrell et al., 2017; Houde et al., 2019), when compared 

to healthy controls. The reduced vocal response in nfvPPA patients cannot be attributed to a 

limited vocal output range because patients’ within-trial and across-trials baseline pitch 

variability (Supp. Fig. C.1) is large enough to achieve compensation. What then might be 

responsible for a reduced compensatory response in nfvPPA patients? It is important to look at 

what triggers a compensatory response to altered auditory feedback. When auditory feedback is 

externally perturbed, it causes a mismatch between the predicted feedback and the actual 

feedback, thus generating a feedback error. Compensating for altered feedback reduces this 

feedback error. Any difficulty in the detection or auditory processing of this feedback error may 

explain a weak compensatory response to external feedback perturbation. We looked for clues 

suggesting this possible explanation in the neuroimaging results. 
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4.5.2 Reduced alpha-band neural activity in patients’ posterior temporal and temporo-parietal 

regions and prediction of speech motor impairment 

Previous studies have shown that posterior temporal regions are highly sensitive to pitch 

perturbation (McGuire et al., 1996; Zarate and Zatorre, 2005; Fu et al., 2006). It is postulated 

that these regions are involved in auditory error detection (Tourville et al., 2008; Chang et al., 

2013; Houde and Chang, 2015). Moreover, activity in the alpha band is thought to be associated 

with suppression of irrelevant sensory information (Strauß et al., 2014) suggesting alpha-

modulated noise suppression in speech processing. Higher alpha-band activity indicates 

successful selective inhibition while less alpha-band activity would be indicative of an inability 

to tune out irrelevant information. Patients show significantly lesser alpha-band activity than 

controls in the posterior right temporal lobe and the right temporo-parieto-occipital junction from 

250ms (when patient’s vocal response deviates from that of controls) to 750ms, suggesting that 

impaired suppression of information that is irrelevant to the task at hand may be a potential 

mechanism contributing to their reduced vocal response to pitch perturbation. Given that the 

impaired reduction in alpha activity started closer to the perturbation onset and persisted until 

after the perturbation offset, it is likely that this abnormal neural activity hinders the processing 

of the auditory feedback error. If patients with nfvPPA are unable to process the altered pitch 

feedback they would subsequently be unable to integrate the error into their corrective motor 

output. Reduced compensatory response to pitch perturbation in patients with nfvPPA may thus 

be an indicator of impaired sensory feedback processing and provide a useful tool to quantify 

such impairment.  
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We also found that reduced alpha-band power over the right posterior temporal region is 

significantly correlated with the clinical measures of speech motor impairment in patients with 

nfvPPA (Figure 4.4). Patients who showed more hypoactivity in the cluster in the posterior right 

temporal lobe showed poorer scores in a speech motor composite measure as determined by 

neuropsychological tests. Although the mechanisms connecting motor speech production 

abnormalities as captured in neuropsychological testing and sensorimotor integration of auditory 

feedback response via posterior temporal region are yet to be determined, our results suggest that 

sensorimotor integration abnormalities, in addition to direct motor production deficits, also 

contribute to the behavioural motor speech impairments found in patients with nfvPPA. Future 

studies with longitudinal assessments will determine the temporal evolution and 

interdependencies of these sensorimotor and motor components of the speech dysfunction in 

nfvPPA and how they progress in the disease course.   

 

4.5.3 Increased beta-band neural activity in patients’ left dorsal sensorimotor and premotor 

regions 

At timepoints immediately succeeding perturbation onset (50ms and 150ms), we observed an 

increase in beta-band neural activity in the left dorsal sensorimotor cortex and the left dorsal 

premotor cortex which are together involved in motor planning and motor control. It can be seen 

that patients’ vocal response at these timepoints aligns temporally with the behavioural vocal 

response in controls. Thus, we believe that this increase in activity in patients did not contribute 

towards the reduced vocal response in patients. Patients with nfvPPA exhibit cortical atrophy in 

the ventral regions of the motor cortex or the laryngeal motor cortex (see Supp. Fig. C.2) and the 

dorsal hyperactivity may be the manifestation of an increased effort by patients in motor 
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planning to respond to an auditory feedback error, perhaps a compensatory strategy to overcome 

the atrophy in regions that are normally active during laryngeal control. Indeed it has recently 

been shown that the conventional idea of neuronal organisation as per the ‘motor homunculus’ 

may not be rigid and that neurons in the dorsal motor cortex may be recruited for speech 

production (Stavisky et al., 2019). Moreover, the beta-band hyperactivity did not predict speech 

motor impairment in patients (Figure 4.4) which further suggests that it did not contribute to 

abnormal sensorimotor integration. Differences in beta-band activity may be a signature of 

neural plasticity due to significant damage to the cortex and white matter tracts observed in 

nfvPPA. 

 

As stated before, from the perspective of computational models of speech motor control, neural 

activity before the onset of a behavioural response (~150ms after pitch feedback perturbation 

onset) is thought to be involved in the detection and registration of a prediction error and 

preparation of a motoric response to this error. From 50-150ms after pitch feedback perturbation 

onset, beta-band hyperactivity is observed in patients with nfvPPA in brain regions involved in 

generating a corrective motor in response to a prediction error (sensorimotor cortex and premotor 

cortex) but not in regions associated with the registration of a prediction error (higher-order 

association cortices). Neural activity after the onset of a behavioural response (after 150ms post-

perturbation onset) is thought to be involved in online sensorimotor integration processing of 

auditory feedback. Therefore, alpha-band hypoactivity in patients with nfvPPA (from 250-750ms 

after pitch feedback perturbation onset) in brain regions involved in continuous monitoring of 

auditory prediction errors points to a disruption in sensorimotor integration.  
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4.6 Conclusion 

Magnetoencephalographic neuroimaging during speech production provides an insight into 

disrupted sensorimotor integration in patients with nfvPPA. This knowledge will help further 

elucidate the mechanisms behind speech motor control and how they are affected by 

pathophysiological processes of neurodegeneration in primary progressive aphasia variants. 
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Appendix A: Supplementary Material to Chapter 2 

 

 

 

Supp. Fig. A.1 Individual data points for magnitudes of shift vectors and angles between the 
shift vectors and the F1-axis 
A. Mean magnitude of the shift vector (in vocal-tract-length-normalised units) for all 6 cases in 
Experiment 1 (crosses) and Experiment 2 (circles) averaged across participants along with data 
points for individual subjects (grey) in the background. Error bars depict ± 1 standard error of 
mean. B. Circular mean angle between the shift vector and the F1-axis (in degrees) for all 6 
cases in Experiment 1 (crosses) and Experiment 2 (circles) averaged across participants along 
with data points for individual subjects (grey) in the background. Positive values indicate that 
the angle is measured clockwise from a line parallel to the F1-axis to the response vector. 
Negative values indicate that the angle is measured anticlockwise from a line parallel to the F1-
axis to the response vector. Error bars depict ± 1 standard error of mean. 

A B
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Supp. Fig. A.2 Individual data points for Experiment 1 results 
Mean results for all 6 cases in Experiment 1 averaged across participants along with all data 
points (grey) in the background. Error bars depict ± 1 standard error of mean. A. Mean 
compensatory response (in vocal-tract-length-normalised units). B. Mean orthogonal response 
magnitude (in vocal-tract-length-normalised units). C. Mean total response (in vocal-tract-
length-normalised units). D. Circular mean angle between the response vector and the F1-axis 
(in degrees). 
 

A B

C D
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Supp. Fig. A.3 Individual data points for Experiment 2 results 
Mean results for all 6 cases in Experiment 2 averaged across participants along with all data 
points (grey) in the background.  A. Mean compensatory response (in vocal-tract-length-
normalised units). B. Mean orthogonal response magnitude (in vocal-tract-length-normalised 
units). C. Mean total response (in vocal-tract-length-normalised units). D. Circular mean angle 
between the response vector and the F1-axis (in degrees). 
 

A B

C D
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Supp. Fig. A.4 Mean magnitudes of shift vectors in mels 
A. Mean magnitude of the shift vector (in mels) for all 6 cases in Experiment 1. B. Mean 
magnitude of the shift vector (in mels) for all 6 cases in Experiment 2.   
 

 

A B
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Appendix B: Supplementary Material to Chapter 3 

 

Supp. Fig. B.1 Neural activity in controls and patients with LD in the beta band (12 - 30 Hz) 
locked to glottal movement onset 
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Supplementary Figure 1:  Neural activity in controls and patients with LD in the beta band (12 - 30 Hz) locked to 
glottal movement onset

Glottal Movement Onset
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Supp. Fig. B.2 Neural activity in controls and patients with LD in the beta band (12 - 30 Hz) 
locked to voice onset 
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Supplementary Figure 2:  Neural activity in controls and patients with LD in the beta band (12 - 30 Hz) locked to 
voice onset
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Supp. Fig. B.3 Neural activity in controls and patients with LD in the beta band (12 - 30 Hz) 
locked to pitch perturbation onset 
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Supplementary Figure 3:  Neural activity in controls and patients with LD in the beta band (12 - 30 Hz) locked to 
pitch perturbation onset
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Supp. Fig. B.4 Neural activity in controls and patients with LD in the high gamma band (65-
150 Hz) locked to glottal movement onset 
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Supplementary Figure 4:  Neural activity in controls and patients with LD in the high gamma band (65-150 Hz) 
locked to glottal movement onset
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Supp. Fig. B.5 Neural activity in controls and patients with LD in the high gamma band (65-
150 Hz) locked to voice onset 
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Supplementary Figure 5:  Neural activity in controls and patients with LD in the high gamma band (65-150 Hz) 
locked to voice onset
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Supp. Fig. B.6 Neural activity in controls and patients with LD in the high gamma band (65-
150 Hz) locked to pitch perturbation onset 
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Supplementary Figure 6:  Neural activity in controls and patients with LD in the high gamma band (65-150 Hz) 
locked to pitch perturbation onset
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Supp. Table B.1 Meta-analysis of studies of the CNS in patients with Adductor LD 

 

 

 

 

 

 

Supplementary Table 1: Meta-analysis of studies of the CNS in patients with Adductor LD

Study Modality Task Regions with increase in 
activity

Regions with decrease in 
activity

Regions with increase in 
connectivity

(Seed - Target)

Regions with decrease in 
connectivity

(Seed - Target)

Haslinger B, et al. 
(2005), Neurology; 

65(10): 1562-9.
Silent event-
related fMRI

Prolonged vowel 
phonation 

L superior M1 and S1, R inferior 
M1 and S1, ACC, mesial and L 

SMA, L and R dPMC, L SFG, R IFG, 
L MFG, R superior parietal,R
occipital, L fusiform gyrus, L 
parahippocampal gyrus, L  

hemisphere of the cerebellum

Whispered speech 

L superior M1, R inferior 
postcentral, L and R inferior 

parietal, mesial frontal, R STG, R 
MTG, R fusiform gyrus, R parieto-

occipital

Ali et al. (2006), 
Journal of Speech, 

Language, and 
Hearing Research; 
Vol. 49 1127-1146

H2
15O PET Narrative speech 

Cerebellum, dorsal and ventral 
precentral gyrus, anterior insula, 
ACC, A1, SII, posterior auditory 

association cortex

Posterior SMG, posterior MTG, 
dorsal postcentral gyrus, anterior 
auditory association cortex, PAG, 

SMA, anterior MTG 

Simonyan & Ludlow 
(2010), Cerebral 

Cortex; 20:2749--
2759

fMRI

Symptomatic syllable 
production

M1, S1, Insula, STG, MTG, 
Cerebellum, Operculum, Basal 

Ganglia, Thalamus, 
Midbrain

Asymptomatic 
whimper

M1, S1, Operculum, Insula, MCC, 
MTG

Insula, Thalamus, Basal Ganglia, 
Cerebellum, SMA

Coughing M1, S1, Operculum, anterior 
insula, STG, MCC, MTG, Midbrain 

Cerebellum

Voluntary breathing M1, S1 Insula, Midbrain, Cerebellum, 
SMG

Kiyuna, A., et al. 
(2017), J Voice; 

31(3): p. 379 e1-379 
e11. 

fMRI Reading five-digit 
numbers

L MTG, L thalamus, L and R 
precentral gyrus, L and R 

postcentral gyrus, R insula, R 
Cerebellum VIII and IX, R 

putamen, L  Cerebellum  I-IV,  R 
SMA

L Cerebellum Crus 1 and 2, R 
Cerebellum Crus 1, L STG,  L 

Cerebellum VI

Resting state

L Thalamus - L Caudate; R 
precentral gyrus - L ITG,  L 
temporal pole, L MTG; L 

postcentral gyrus - R frontal 
pole; L inferior operculum - R 

precentral and postcentral gyri;  
Cerebellum (vermis I, II) - R 

lateral occipital cortex, R 
superior parietal lobule; R 

Cerebellum (IX) - R precentral 
and postcentral gyri

L insula - R angular gyrus, R 
lateral occipital cortex; R 

thalamus - L MFG, L IFG, pars 
triangularis; L precuneus - L and 

R lingual gyrus; R precentral 
gyrus - R occipital pole

Khosravani S, et al. 
(2019), Clinical 

Neurophysiology; 
130(6): 1033-40.

EEG Vowel vocalisation
L somatosensory-premotor 

cortices (late vocalisation, gamma 
band)

L motor cortex (early 
vocalisation, alpha band)

Daliri A, et al. (2020), 
Journal of Speech, 

Language, and 
Hearing Research; 

63(2): 421-32.

fMRI

Normal sentence 
production and 

Sentence production 
under masking noise

L ventral sensorimotor cortex, L 
anterior planum temporale, L 

posterior STG / planum temporale

Resting state

L mid-Rolandic cortex - L 
Heschl’s gyrus,  L posterior STG, 

R Heschl’s gyrus; L ventral 
Rolandic cortex - L posterior 

STG; R mid-Rolandic cortex - L 
posterior STG

Abbreviations used:  fMRI = Functional Magnetic Resonance Imaging, PET = Positron Emission Tomography,  EEG = Electroencephalography, L = left, R = right, M1 = primary motor cortex, S1 = primary 
somatosensory cortex, ACC = anterior cingulate cortex, SMA = supplementary motor area, dPMC =  dorsal premotor cortex, SFG = superior frontal gyrus,  IFG = inferior frontal gyrus, MFG = middle frontal gyrus, 
STG = superior temporal gyrus, MTG = middle temporal gyrus, A1 = primary auditory cortex, SII = secondary somatosensory cortex, SMG = supramarginal gyrus, PAG = periaqueductal grey, MCC = middle 
cingulate cortex, ITG = inferior temporal gyrus. 
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Supp. Table B.2 Peak voxels with significant beta-band activity differences with respect to 
glottal movement onset 

 

 

 

 

 

 

 

Supplementary Table 2: Peak voxels with significant beta-band activity differences with respect to glottal movement 
onset

Hemisphere Peak MNI Coordinates Anatomical Labels Time with respect to glottal 
movement onset

Left

1 [-41.2 -78.1 32.2] Angular Gyrus (Brodmann Area 39) -125 to +125ms

2 [-40.4 -81.9 28.3] Superior Occipital Gyrus (Brodmann Area 19) -125 to +125ms

3 [-41.9 -70.3 25.9] Middle Temporal Gyrus (Brodmann Area 39) -125ms

4 [-23.3 -35.8 -25.7] Cerebellar Anterior Lobe -125ms 

5 [-59.0 -3.8 22.0] Precentral Gyrus (Brodmann Area 4) -125 to +25ms

6 [-59.0 2.5 22.0] Precentral Gyrus (Brodmann Area 6) -125 to +75ms

7 [-63.7 -29.0 27.5] Inferior Parietal Lobule (Brodmann Area 40) -125 to -25ms

8 [-55.2 19.6 -18.4] Superior Temporal Gyrus (Brodmann Area 38) -125 to +125ms

9 [-55.2 28.1 -8.9] Inferior Frontal Gyrus (Brodmann Area 47) -125 to +125ms

10 [-55.9 4.1 20.4] Inferior Frontal Gyrus (Brodmann Area 6) -125 to +75ms

11 [-48.2 -76.4 26.7] Middle Temporal Gyrus (Brodmann Area 39) -75 to +125ms

12 [-58.3 3.3 15.6] Inferior Frontal Gyrus (Brodmann Area 44) +75 to +125ms

13 [-51.3 21.9 8.5] Inferior Frontal Gyrus (Brodmann Area 45) +75ms

14 [-47.4 43.5 -17.6] Inferior Frontal Gyrus (Brodmann Area 47) +125ms

15 [-14.8  -48.6 -57.2] Cerebellar Tonsil +125ms

16 [-59.0 5.7 12.5] Precentral Gyrus (Brodmann Area 44) +125ms

17 [-52.0 12.0 -24.7] Superior Temporal Gyrus (Brodmann Area 38) +125ms

18 [-52.0 9.5 -30.2] Middle Temporal Gyrus (Brodmann Area 38) +125ms

19 [-30.3 17.3 60.7] Middle Frontal Gyrus (Brodmann Area 6) +125ms

Right

1 [41.9 -69.1 34.6] Precuneus (Brodmann Area 39) -125 to +25ms

2 [41.9 -69.1 39.3] Inferior Parietal Lobule (Brodmann Area 39) -125 to +125ms

3 [49.0 -72.2 37.0] Angular Gyrus (Brodmann Area 39) -125 to +25ms

4 [60.1 -27.9 -27.1] Inferior Temporal Gyrus (Brodmann Area 20) -125ms

5 [24.5 25.2 62.3] Superior Frontal Gyrus (Brodmann Area 8) -25 to +125ms

6 [16.6 -77.8 34.6] Precuneus (Brodmann Area 19) +75ms

7 [8.0 -83.0 47.0] Precuneus (Brodmann Area 7) +75 to +125ms

8 [59.3 23.6 -1.0] Inferior Frontal Gyrus (Brodmann Area 45) +75 to +125ms

9 [48.2 52.1 -8.9] Middle Frontal Gyrus (Brodmann Area 10) +75 to +125ms

10 [31.6 -84.1 -14.4] Middle Occipital Gyrus (Brodmann Area 19) +75 to +125ms

11 [23.7 -77.0 -24.7] Cerebellar Posterior Lobe +75 to +125ms

12 [22.1 -75.4 -9.7] Lingual Gyrus +75 to +125ms

13 [49.8 -58.0 -16.8] Fusiform Gyrus +125ms

14 [39.5 -53.2 44.9] Inferior Parietal Lobule +125ms
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Supp. Table B.3 Peak voxels with significant high-gamma-band activity differences with 
respect to glottal movement onset 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Supplementary Table 3: Peak voxels with significant high-gamma-band activity differences with respect to glottal 
movement onset

Hemisphere Peak MNI Coordinates Anatomical Labels Time with respect to glottal 
movement onset

Left
1 [-64.0 -27.0 39.0] Postcentral Gyrus (Brodmann Area 40) +25 to +125ms

2 [-65.3 -25.5 -8.4] Middle Temporal Gyrus (Brodmann Area 21) +125ms

3 [-61.4 5.6 -2.9] Superior Temporal Gyrus (Brodmann Area 22) +125ms

Right

1 [46.6 -74.2 -57] Cerebellar Posterior Lobe -125 to -75ms

2 [48.0 37.0 -9.0] Inferior Frontal Gyrus (Brodmann Area 47) +75 to +125ms

3 [46.6 4.4 -40.6] Middle Temporal Gyrus (Brodmann Area 21) +75 to +125ms

4 [62.1 -26.9 8.2] Superior Temporal Gyrus (Brodmann Area 41) +125ms
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Supp. Table B.4 Peak voxels with significant beta-band activity differences with respect to 
voice onset 

 

 

 

 

 

 

Supplementary Table 4: Peak voxels with significant beta-band activity differences with respect to voice onset

Hemisphere Peak MNI Coordinates Anatomical Labels Time with respect to voice 
onset

Left

1 [-54.4 14.2 -27.1] Superior Temporal Gyrus (Brodmann Area 38) -125 to -25ms

2 [-54.4 9.5 -32.6] Middle Temporal Gyrus (Brodmann Area 38) -125 to -75ms

3 [-33.4 42.0 -17.6] Middle Frontal Gyrus (Brodmann Area 47) -125ms

4 [-55.2 20.4 14.0] Inferior Frontal Gyrus (Brodmann Area 45) -125 to -75ms

5 [-31.8 11.1 60.7] Middle Frontal Gyrus (Brodmann Area 6) -125 to +25ms

6 [-14.8 -13.7 68.6] Superior Frontal Gyrus (Brodmann Area 6) -125 to -75ms

7 [-38.8 -27.5 45.7] Postcentral Gyrus (Brodmann Area 2) -125 to -75ms

8 [-39.6 -76.5 38.6] Precuneus (Brodmann Area 19) -125 to -75ms

9 [-39.6 -83.5 27.5] Superior Occipital Gyrus (Brodmann Area 19) -125 to -75ms

10 [-42.7 -79.5 30.6] Angular Gyrus (Brodmann Area 39) -125 to -75ms

11 [-31.8 -27.5 69.4] Precentral Gyrus (Brodmann Area 4) -25 to +125ms

12 [-52.8 -26.7 58.3] Postcentral Gyrus (Brodmann Area 1) -25 to +125ms

13 [-31.1 -85.0 -11.2] Inferior Occipital Gyrus (Brodmann Area 18) -25 to +125ms

14 [-15.5 -58.7 -57.9] Cerebellar Tonsil -25 to +125ms

Right

1 [22.9 -66.7 62.3] Superior Parietal Lobule (Brodmann Area 7) -125 to -75ms

2 [22.1 -62.0 61.5] Superior Parietal Lobule (Brodmann Area 7) -125 to -75ms

3 [34.0 -35.8 69.4] Postcentral Gyrus (Brodmann Area 1) -125 to +125ms

4 [25.3 -84.9 -16.8] Middle Occipital Gyrus (Brodmann Area 19) -125 to +125ms

5 [56.9 -59.6 -17.6] Inferior Temporal Gyrus (Brodmann Area 37) -25 to +125ms

6 [47.4 -50.9 -50.0] Cerebellar Tonsil -25 to +125ms

7 [34.0 -28.7 67.0] Precentral Gyrus (Brodmann Area 4) +25 to +125ms

8 [6.3 -3.3 67.0] Superior Frontal Gyrus (Brodmann Area 6) +25 to +75ms

9 [53.7 20.4 13.3] Inferior Frontal Gyrus (Brodmann Area 44) +75 to +125ms

10 [41.1 22.0 37.0] Middle Frontal Gyrus (Brodmann Area 8) +75 to +125ms

11 [6.3 3.8 69.4] Superior Frontal Gyrus (Brodmann Area 6) +125ms
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Supp. Table B.5 Peak voxels with significant high-gamma-band activity differences with 
respect to voice onset 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Supplementary Table 5: Peak voxels with significant high-gamma-band activity differences with respect to voice onset

Hemisphere Peak MNI Coordinates Anatomical Labels Time with respect to voice 
onset

Left

1 [-8.0 53.0 39.0] Superior Frontal Gyrus (Brodmann Area 9) -125ms

2 [-64.0 -19.0 23.0] Postcentral Gyrus (Brodmann Area 1) -125 to -25ms

3 [-16.0 61.0 -17.0] Superior Frontal Gyrus (Brodmann Area 11) -125 to +125ms

4 [-56.0 -11.0 -17.0] Middle Temporal Gyrus (Brodmann Area 21) -125 to +125ms

Right

1 [41.3 6.5 -42.2] Inferior Temporal Gyrus (Brodmann Area 20) -125 to +25ms

2 [48.0 -19.0 -33.0] Inferior Temporal Gyrus (Brodmann Area 20) -125 to +25ms

3 [64.0 -27.5 8.2] Superior Temporal Gyrus (Brodmann Area 41) -125 to +125ms

4 [8.0 -67.0 39.0] Precuneus (Brodmann Area 7) -125 to -75ms

5 [46.8 -68.5 45.2] Inferior Parietal Lobule (Brodmann Area 39) +75ms
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Supp. Table B.6 Peak voxels with significant beta-band activity differences with respect to 
pitch perturbation onset 

 

 

 

 

 

 

 

 

 

 

Supplementary Table 6: Peak voxels with significant beta-band activity differences with respect to pitch 
perturbation onset

Hemisphere Peak MNI Coordinates Anatomical Labels Time with respect to voice 
onset

Left

1 [-39.6 -75.0 -50.8] Cerebellar Inferior Semi-Lunar Lobule +25 to +225ms

2 [-48.2 20.4 4.6] Inferior Frontal Gyrus (Brodmann Area 45) +25 to +175ms

3 [-38.8 23.5 44.1] Middle Frontal Gyrus (Brodmann Area 8) +25ms

4 [-25.6 -59.0 44.9] Superior Parietal Lobule (Brodmann Area 7) +175 to +375ms

5 [-52.8 27.0 -11.2] Inferior Frontal Gyrus (Brodmann Area 47) +225ms

6 [-25.6 -51.9 43.3] Precuneus (Brodmann Area 7) +225 to +375ms

7 [-46.6 34.9 -11.2] Inferior Frontal Gyrus (Brodmann Area 47) +275ms

Right

1 [48.0 21.0 -25.0] Superior Temporal Gyrus (Brodmann Area 38) +25 to +425ms

2 [62.4 26.0 10.1] Inferior Frontal Gyrus (Brodmann Area 9) +25 to +425ms

3 [54.5 20.4 14.8] Inferior Frontal Gyrus (Brodmann Area 44) +25 to +325ms

4 [49.8 -3.3 33.8] Precentral Gyrus (Brodmann Area 6) +75 to +275ms

5 [49.8 3.8 38.6] Middle Frontal Gyrus (Brodmann Area 6) +125 to +275ms

6 [55.3 3.8 31.4] Inferior Frontal Gyrus (Brodmann Area 6) +125 to +275ms

7 [55.3 26.0 14.0] Inferior Frontal Gyrus (Brodmann Area 9) +125 to +325ms

8 [55.3 -67.5 -41.3] Cerebellar Posterior Lobe +175 to +325ms

9 [18.2 52.9 38.6] Superior Frontal Gyrus (Brodmann Area 9) +225 to +325ms

10 [15.0 62.4 7.7] Superior Frontal Gyrus (Brodmann Area 10) +375 to +425ms

11 [55.3 -52.5 -43.7] Cerebellar Tonsil +375 to +425ms

12 [45.8 -66.7 45.7] Inferior Parietal Lobule (Brodmann Area 39) +375 to +425ms

13 [63.2 -12.1 -16.0] Middle Temporal Gyrus (Brodmann Area 21) +425ms
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Supp. Table B.7 Peak voxels with significant high-gamma-band activity differences with 
respect to pitch perturbation onset 

 

Supplementary Table 7: Peak voxels with significant high-gamma-band activity differences with respect to pitch 
perturbation onset

Hemisphere Peak MNI Coordinates Anatomical Labels Time with respect to pitch 
perturbation onset

Left

1 [-32.0 29.0 7.0] Inferior Frontal Gyrus (Brodmann Area 45) +25 to +125ms

2 [10/9 35.1 -26.5] Rectal Gyrus (Brodmann Area 11) +25 to +425ms

3 [-38.1 -42.0 -54.0] Cerebellar Tonsil +25 to +425ms

4 [-31.1 -81.9 38.1] Angular Gyrus (Brodmann Area 39) +175 to +275ms

5 [-48.0 -20.7 -34.3] Inferior Temporal Gyrus (Brodmann Area 20) +225 to +325ms

Right

1 [52.3 37.2 17.6] Middle Frontal Gyrus (Brodmann Area 46) +25 to +225ms

2 [14.6 29.3 -25.0] Orbital Gyrus (Brodmann Area 47) +125 to +425ms

3 [56.0 -27.5 -24.9] Inferior Temporal Gyrus (Brodmann Area 20) +125 to +425ms

4 [48.0 45.0 23.0] Middle Frontal Gyrus (Brodmann Area 46) +125 to +225ms

5 [56.3 -74.0 -33.0] Cerebellar Posterior Lobe +175 to +425ms

6 [8.0 -91.0 31.0] Cuneus (Brodmann Area 19) +175 to +275ms

7 [46.0 -84.3 -16.2] Inferior Occipital Gyrus (Brodmann Area 18) +225 to +425ms

8 [24.0 33.3 54.6] Superior Frontal Gyrus (Brodmann Area 8) +325ms
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Appendix C: Supplementary Material to Chapter 4 

 

Supp. Fig. C.1 Baseline vocal range  
Baseline pitch variability (in a 200ms pre-perturbation window) in patients with nfvPPA (n = 
18) does not differ from that in controls (n = 17) both within-trial and across trials. 
 

 

 

 

Supplementary Figure 1:  Baseline vocal range Baseline pitch variability (in a 200ms pre-perturbation 
window) in patients with nfvPPA (n = 18) does not differ from that in controls (n = 17) both within-trial and 
across trials.



 142 

 

Supp. Fig. C.2 Cortical atrophy map  
The 20 patients participating in this study showed cortical atrophy in regions typically known to 
be atrophied in nfvPPA: left ventral motor and left ventral premotor cortices. A voxel-based 
morphometry two-sample t-test on grey matter volume was performed between the 20 patients 
and 100 age and sex-matched healthy controls (family-wise error corrected for p < 0.05). 

Supplementary Figure 2:  Cortical atrophy map The 20 patients participating in this study showed cortical 
atrophy in regions typically known to be atrophied in nfvPPA: left ventral motor and left ventral premotor 
cortices. A voxel-based morphometry two-sample t-test on grey matter volume was performed between the 20 
patients and 100 age and sex-matched healthy controls (family-wise error corrected for p < 0.05). 

t-value
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