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PREFACE AND ACKNOWLEDGMENTS

This is a report on the first meeting of the seventeenth NCGIA research initiative, entitled
ÒCollaborative Spatial Decision-Making.Ó  This meeting, held in Santa Barbara between
September 16th and 19th, 1995, was attended by representatives of the NCGIA, university
faculty members from North America and Europe, and representatives of US companies.  The
contents of this report are compiled from the notes of the organizers and student rapporteurs,
materials prepared during the meeting and the personal notes of several of the participants.  

The Initiative leaders were assisted in the planning and organization of the specialist meeting
by a steering committee consisting of Mike Batty, Joe Ferreira, Britt Harris, and Tim Nyerges.
Their contributions to making the meeting a success are gratefully acknowledged.  

The Initiative leaders wish to thank the management and staff of the Upham Hotel, Santa
Barbara, for their hospitality.  We also wish to thank Sandi Glendinning and LaNell Lucius of
the NCGIA Office in Santa Barbara for their hard work in organizing the logistics of the
meeting.  Karen Kline, Mike Figueroa, Emanuel Nordjoe and Omer Atesmen provided valuable
assistance during the meeting.  

The meeting and this report are contributions to Research Initiative 17, Collaborative Spatial
Decision-Making, of the National Center for Geographic Information and Analysis.  We
acknowledge support from a grant by the National Science Foundation (SBR-88-10917).    
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NCGIA Research Initiative 17:
Collaborative Spatial Decision-Making

Scientific Report for the Specialist Meeting

1.  FRAMEWORK FOR THE INITIATIVE

The idea for an Initiative on Collaborative Spatial Decision-Making (CSDM) first arose from
discussions between Armstrong and Densham.  They had worked together on various
elements of the research agenda for Initiative 6 (Spatial Decision Support Systems) and saw
the need to move the focus of decision support research from individuals to groups as a
natural outgrowth from Initiative 6.  

The general objective of a specialist meeting is to develop and refine a research agenda by:

· refining the dimensions of the research area, the state of current knowledge, and the
important research issues within it;

· identifying and prioritizing those research issues which should be addressed by the
NCGIA within the time-frame of the initiative; and

· identifying ways in which the NCGIA's efforts can be integrated with other work in the
field, including joint research, exchange of personnel, and mechanisms for the
dissemination of findings.  

Five major objectives for Initiative 17 were stated in Densham and Armstrong's proposal to
the NCGIA's Board of Directors (Appendix C):

1. examine the body of theory on the design, implementation and use of computer
supported cooperative work (CSCW) environments and evaluate its utility for GIS/GIA;

2. identify impediments to the development of highly interactive, group-based spatial
modeling and decision-making environments;  

3. develop methods for eliciting, capturing and manipulating knowledge bases that
support individual and collective development of alternative solutions to spatial
problems;  

4. develop methods for supporting collaborative spatial decision-making (CSDM),
including methods for managing spatial models; and  

5. extend capabilities for supporting multicriteria decision-making in interactive,
CSDM environments.

During preparations for the Specialist Meeting, Armstrong and Densham have published
papers on various aspects of CSDM (see Section 5) and they both participated in a NATO
Advanced Research Workshop, entitled Cognitive Aspects of Human-Computer Interaction for
Geographic Information Systems, that addressed some research issues for CSDM.  Held in
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Palma de Mallorca, Spain, during March of 1994, this meeting was organized by Timothy
Nyerges - a member of Initiative 17's Steering Committee.  

In consultation with the Steering Committee, the initiative leaders refined their initial
objectives and five cross-cutting research topics were identified as potential topics for
discussion during the Specialist Meeting:

1. The development of a metaplanning capability: methods to elicit, capture and
manipulate knowledge bases that support individual and collective development of
alternative solutions to spatial problems.

2. The design and implementation of methods to improve decision-makers' interaction with
spatial analysis tools, including modelbase management systems, visualization and
display tools, and group-based user interfaces.

3. The provision of mechanisms that enable decision-makers to evaluate alternative
solutions to a problem.

4. The identification, selection and incorporation of methods for resolving spatial conflicts
in interactive, CSDM environments, including multicriteria decision-making.

5. The characterization of CSDM processes, including but not limited to the specification
of task models in various domains such as environmental, transportation, natural
resource, economic development, emergency management, and other high priority
subject domains; and investigations which elucidate the use of CSDM technology in
various CSDM subject domains.

These themes were made public when an open call for participation was issued during March
of 1995 (Appendix D).

2.  PARTICIPANTS

2.1  External participants

The organizers sought to bring together a wide range of researchers from academia as well as
from the public and private sectors.  In particular, the organizers encouraged the participation
of researchers with interests in linkages between GIS and group-based decision-making,
researchers with international links and researchers who could provide specific examples of the
strengths and weaknesses of GIS in CSDM research.

Fifteen of the external participants were affiliated with universities in 5 countries (US, Canada,
UK, Germany and Switzerland).  Two of the participants work for US private corporations
(one of these has recently moved to an academic position, but retains a part-time relationship
with his prior employer).  Three participants work for US public sector agencies.  Two
additional international participants (David Grimshaw, UK, and Paul Hendriks, the
Netherlands) were not able to attend at the last minute, but as their position papers were
included in the set reviewed by others they are included in Appendix E.  Furthermore, Mike
Batty, one of the Steering Committee, had last minute demands that prevented him from
attending the meeting.
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2.2  NCGIA participants

A total of five NCGIA faculty, students and staff attended the meeting: one member of
faculty, one research staff member, and two graduate students from UCSB, plus one research
staff member from NCGIA Maine.  NCGIA participants represented departments of
geography and spatial information engineering and science; in addition, Professors Helen
Couclelis and Waldo Tobler from NCGIA Santa Barbara attended for portions of the meeting.

3.  MEETING FORMAT

3.1  Preparation

Formal preparation for the specialist meeting began in July of 1993 when Paul Densham and
Marc Armstrong made a proposal to the NCGIA Board, meeting in Buffalo.  A revised and
expanded proposal for Approval in Principle was submitted to the Board at their meeting in
December, 1993, and Approval in Detail was granted in July, 1994.  

An open call for the meeting was distributed during April, 1995, to several news-groups
(comp.infosystems.gis, comp.groupware, bit.listserv.geograph, news.announce.conferences).
Potential attendees were asked to submit a three to five-page position paper and a brief
biographical sketch by June 1st, 1995.  Each paper was reviewed by the Initiative leaders and
members of the steering committee.  The position papers were posted on the NCGIA WWW
server (http://www.ncgia.ucsb.edu) and participants were asked to read the papers before
arriving in Santa Barbara for the specialist meeting.  

3.2  Working group formats

Participants were not asked to prepare a formal presentation for the meeting; instead, they
were asked to prepare for a mixture of plenary and small working group sessions by reading
the position papers submitted by the other participants and considering these in light of their
own particular areas of expertise.  Appendix B contains the meeting schedule.  The small
working groups discussed issues identified in the plenary sessions.  Each group focused on a
different issue, or set of issues, and participants chose the one they attended.  The self-
selection process for these groups worked well, with most of the groups having a balanced
membership.  Each group selected a spokesperson to report their discussions and findings to
the larger group.  To help present their results, participants had access to DOS and Macintosh
word-processors, laser printers, overhead transparencies, and other, more traditional display
media and materials.  After the first morning, plenary sessions were devoted to working
groups' reports and discussion of them.  Each plenary session was chaired by a meeting
participant to help direct the form and content of the session and to prevent the initiative
leaders from unduly guiding the discussion.  

4.  DEVELOPING A RESEARCH AGENDA

4.1  Sunday small groups

4.1.1  Tool development (models and computation)

Presented by Joe Ferreira

This session started by trying to identify the classes of problems in which CSDM can be used
and to map these problems to appropriate tools.  The set of problems identified ranged from
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specific to general and included: discrete spatial choice and the need to represent values and
preferences; managing uncertainty and error; generation of alternatives and the expansion of
the choice set; information filtering and management; accommodating multiple value systems;
providing for information demand and data browsing; interacting spatial decisions; resistance
to decision-making through consensus building; education about the problem or decision-
making procedures; and, optimizing service delivery.  Mapping of problems to tools proved
difficult and a related mapping of tools to a four-way classification of space and time (same
vs. different on both dimensions) was begun.  Sub-topics were identified for a number of
problems and discussion then moved to a consideration of whether there were any grand
themes in these problems.  Several were identified, including spatial search, representation
issues, generating and analyzing alternatives, process management, and the need to decompose
the problem context to achieve the desired mapping to tools.

4.1.2  Human computer interaction

Presented by Rachel Jones

This group met to discuss how a possibly disparate set of users would be able to interact with
software in a collaborative setting.  The group felt that research should focus on the human
dynamics of collaboration, rather than the technology per se, because while the technology
will change rapidly, the dynamics of human behavior will not.  The first issue that was
presented concerned the level of intervention that would be appropriate in a particular context.
By intervention, it is meant that the system would possibly provide a context-sensitive
structure that enables users who are otherwise unfamiliar with a system to navigate through it.
Three levels of intervention were specified.  The first, and most simple, is to replicate a path -
the user is guided along a deterministic sequence of steps.  The second is to present
alternatives to the user who selects from among them.  The third is to provide a critique of the
process.

A second issue addressed is related to configurability.  Different individuals, as well as
different groups, have different views of a problem and its representation.  One way to
consider configurability is to specify a set of generic operations that would encompass the
types of operations, information access and user tasks that need to be supported by the
system.  If this list is compiled and made available it can be structured hierarchically to
provide different ÒdepthsÓ of intervention.  This presumes, however, that an analysis of the
tasks required to accomplish goals has been conducted.  

The group decided that task analyses would prove useful in accomplishing the goal of
supporting intervention.  A taxonomy of usage patterns is required that is organized around
the topology of time and space (same-place and same-time to different-place and different-
time).  Some of the most difficult problems result from ÒsmallÓ changes: moving from two
people working together on a map in one office to working on the same map in different
offices, for example.  Task analysis would also help to identify a series of primitives - generic
operations that support information access and user tasks.  When working on a map, for
example, people often want to show or highlight some information, add or remove
information, or otherwise manipulate the map's content.  The group also recognized that there
are user and organizational characteristics that might color the process in which tasks are
attempted.    

Finally, the group considered the effect of roles.  Different roles, such as facilitator or
mediator would need to be supported in a way that would best enable them to accomplish
their tasks.  One of the roles of participants, for example, is to understand a problem so that it
can be defined and alternatives generated and evaluated.  A key element in this process is
learning that enables users to understand their problem better.  One group member recounted
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how when a group of people were shown an aerial photograph of their town, they were
amazed at the amount of green space that they saw; they had never before seen such a display
and it changed their perception of the problem.

4.1.3  Problems and processes (institutional issues and use)

Presented by Mike Shiffer

This group attempted to come to terms with the institutional contexts in which CSDM
systems might be used.  In large part, the group was stymied by a lack of context: it was not
evident what processes must be supported.  Who should be involved in a decision is context-
driven and cannot be discussed in a generic sense; indeed, even the set of tools that is made
available for use is contextually-conditioned.  

Any system has embedded within it an implicit and explicit character - its Òspirit.Ó
Furthermore, a system has an embedded political structures that it supports.  Discussion of
this issue raised several questions:

1. What types of conflict resolution tools are made available to users?  

2. Is a majority vote the exclusive way to resolve deadlocks, or does the system
accommodate plurality or vetoes?

This group also grappled with the issue of structure.  How much structure is needed to
facilitate support without restricting it?  What skills are assumed on the part of the user to use
tools and develop appropriate decision-making strategies?

4.2  Monday a.m., small groups

4.2.1  How does the problem context constrain tool design?

Presented by Tom Pederson

The group started by acknowledging that a single problem formulation can be addressed by
groups in a variety of contexts and that this might affect how the decision process is
structured.  Thus, a group of friends might proceed in a very different manner to one in which
all the members are strangers.  To support groups with varying characteristics, systems must
be designed to accommodate a range of constraints.  Such constraints can be placed in three
classes: environmental, procedural and structural.  Whilst environmental constraints define the
context of the decision process, procedural constraints determine how the process evolves and
structural constraints define the capabilities of a CSDM system's tools.  These three types of
constraints interact.  

An attempt was made to try and decompose the three types of constraint into their
constituent elements.  It was recognized, however, that this would require picking specific
examples of CSDM and decomposing them in a comparative analysis to see what is common
and what is unique to each case.  

Further discussion focused on using the three types of constraint as the axes of a ÒconstraintÓ
space.  The labels of the axes were refined to reflect the group's idea that the space is better
thought of as an ÒinteractionÓ space that captures more of the richness of CSDM.  Thus, the
dimensions were relabelled as: institutional (environmental), activity (process), and physical
setting (structural).  
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The group identified four researchable questions:

1. How do we identify promising cells in the space for study?

2. How do we identify paths of interest (trajectories) and match them to problem types?

3. Can we highlight cells where ÒspatialÓ is especially important, or we are uncertain about
its importance?

4. How do we identify the technical developments that are likely to yield the biggest
Òbang-for-the-buckÓ across the full range of cells to show where tool development
efforts are best directed?

4.2.2  Multiple representations

Presented by Jim Proctor

Discussion in this session began with an attempt to develop a group understanding of what
was being meant by the term Òmultiple representationsÓ.  A number of different aspects were
discussed, including views versus models, internal versus external, interests versus positions.
The group did not develop a definitive answer to ÒWhat is a representation?Ó but concluded
that there are mental (including psychological, social, cultural and cognitive aspects), visual
and computational perspectives.  A second fundamental question, then, was ÒHow to
represent?Ó  Should we use just maps or should we include language, databases, tables,
graphics and GIS models?  After setting this framework, the group quickly developed the
following research questions:

1. Given two formal models (such as GIS models), can the similarities and differences be
identified independent of process?  In other words: are there are measures for
information equivalence, or for computational equivalence?

2. Can we represent different interests in a common data space?

3. What level of semantics is necessary to represent interests?

4. What dimensions of representations are most important for comparison of stakeholder
interests and positions about locational conflicts?

4.2.3  Process intervention and empowerment

Presented by Steve Carver

This group considered two issues and their interaction: process intervention and differential
empowerment.  The first issue addresses the problem of agency.  The way in which software
is written, the types of tasks supported and the level of access that individuals have to
different data will all condition and shape the nature of discussion.  The group considered the
idea that software and the manner in which systems are used force designers to face and make
complex trade-offs between simplicity and complexity, and flexibility and structure.  For
example, if the system is structured and participants take issue with the structure, then the
system will be viewed unfavorably.  If, however, a multiple-level system were available, and
users could change between levels of structure, this additional flexibility would contribute to
usability.
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The act of participation in decision-making processes provided one motivation for the
discussion of empowerment.  Two aspects of access were considered: access to technology in
a public decision-making context and what might be called Òconceptual accessÓ - in the sense
that individuals who are unfamiliar with computer use and with geographical concepts would
be disadvantaged relative to others who have more specialized training in these areas.  There is
a possibility (a likelihood even) that an Òinformation underclassÓ could arise as a consequence.
In fact, the willingness of individuals to engage in a debate would be affected if they view
themselves as likely losers in a technology-supported debate.  

The group identified a series of researchable questions:

1. Can adaptive user interfaces effectively be applied to CSDM problems?

2. Can users be profiled to structure CSDM systems in appropriate ways?

3. What is the role of human and software agents within CSDM for intervention and
empowerment?

4. To what extent do GIS, spatial analysis, and the Internet provide appropriate tools for
empowerment?

4.2.4  Metrics for evaluation

Presented by Brenda Faber

The group attempted to define approaches that could be used to evaluate the success of
implemented CSDM environments.  These metrics were stratified into metrics that can be
used to measure the degree of participation, and the quality of the solution and the process
that generated it.  Discussion of metrics of participation focused on how to measure the
number of participants as well as the amount of participation by each person.  While metrics
of solution quality measure the quantitative differences between pairs of alternatives, metrics
of the quality of solution processes must include factors such as the number and type of
deadlocks, user satisfaction, and the degree to which participants evaluated a range of non-
trivial solutions.    

The group identified the following research questions:

1. Does CSDM create better informed stakeholders (who have a shared, consistent
understanding of the issues being addressed), attract more participants, and retain more
participants?

2. Does CSDM result in greater access to and use of information by each person?

3. Does CSDM result in decisions with an improved level of quality (outcomes)?  

4. Does the use of CSDM expand the number of non-trivial alternatives that are generated?



8

4.3  Monday p.m., small groups

4.3.1  Spatial data manipulation techniques

Presented by Steve Frysinger

Because this group was large, it divided into two subgroups that reconvened prior to the
plenary session to synthesize their discussions.  The first idea that was discussed concerned
the use of existing strategies for collaboration as analogies that could be developed into
computer-mediated processes.  Blackboards, for example, enable people to write over the top
of someone else's material and gestures, which are effective ways of communicating, are often
lost in computer-supported decision-making contexts.  Because it is often useful to employ
graphical Ògestures,Ó such as circling an area to draw attention to it, either to indicate
agreement or disagreement, the idea of a spatial markup language was advanced.   

Theories of argumentation were proposed as a mechanism to frame discussion about the kinds
of actions that might need to be supported in CSDM environments.  The provision of
different types of bargaining tools, for example, might be appropriate in different contexts.
One questions that arises is "What role could agents play in negotiation?"  Agents would need
to be trained to help a user clearly advocate their particular approach to problem-solving.  

One topic of discussion that emerged from both groups was the maintenance of audit trails
that support the reconstruction of the sequence of actions and activities that led to a particular
outcome.  These audit trails would need to be time-stamped to determine when different
actions were taken and might prove useful during discussions about why particular results are
judged to be superior to others.

The group identified the following researchable questions:

1. Can we use existing systems as analogies to support the development of CSDM
software?

2. How do we represent differences among problem representations?  

3. Can advocacy agents and bargaining tools be designed to help us advocate our own
approach and understand what we are willing to give up in order to keep something else?

4.3.2  Generation of alternatives

Presented by David Bennett

A commonly-adopted strategy for addressing semi-structured problems is to generate and
evaluate a number of alternative solutions, or solution processes.  Thus, a computer-
supported system must facilitate the generation of alternatives.  The group discussed the
metaphor of genetic evolution to describe the process in which certain activities, processes and
solutions are judged to be ÒfitÓ given other possible paths.  Given a particular starting point, a
solution or solution process could be perturbed to mimic a new generation in a genetically
mixed population.  This perturbation could be viewed as a mutation.  If this process is allowed
to advance through several generations, ÒfitnessÓ can be evaluated at each step.  Only those
elements that are judged to be most fit at each step are further perturbed and allowed to
propagate.  In this way, fruitful and promising paths to solutions could be generated.
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This group identified four researchable questions:

1. Can metaphor be used as a research strategy?  

2. Does a genetic algorithm mimic a collaborative agreement process?

3. Can a collaborative agreement process elicit a merged or reconciled set of preferences?

4. Can algorithms which enhance diversity improve the quality of the adopted solution?

4.3.3  Evaluation of representations

Presented by Seymour Mandelbaum

This session began with each participant briefly stating his or her definition of
Òrepresentation.Ó  It became apparent that the resulting definitions needed a cognitive
framework - finally expressed by Mike Shiffer in the following diagram.  Each of the four
corners of the diamond identify different aspects of representation, each aspect is linked to the
adjacent one through some transformation process (indicated by the uni-directional arrows).
Thus, it seems possible to evaluate representation from many different perspectives.  Each
aspect is individually rich in research opportunities while the links between adjacent corners
also provide fruitful areas for research.  

A number of research questions were identified:

1. How do the design of IS and collaborative processes variously impact the address to
multiple representations (address was defined to mean articulation, or translation)?

2. How can stakeholders' satisfaction with the representation of their interests be
measured?

3. How can GIS and spatial data be used to enable or restrict multiple representations?

Representation

Meta issues

Artifacts

Influence on
shared

understanding

Process of
creating

representations

Representational tools
(simulation, ...)

World view - theoretical
representation of representations

TechniquesEffects
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4. Do the unique aspects of spatial information systems hinder us or help us to merge
multiple individual representations?

5. What are the aspects of maps that can be manipulated to influence a collaborative
process?  (We need to study the link between artifacts and effects.)

6. To what extent do stakeholders/groups learn from each other in this process of plural
representation?

7. How do we represent collaborative processes?

8. What is the impact of different representations on multiple users?

9. What are the aspects of participants' interests that can be represented by different
techniques?

4.4  Tuesday a.m., small groups

4.4.1  Technology and innovation barriers

Presented by Rene Reitsma

The group considered two barriers that must be overcome to improve the use of CSDM
software.  The first barrier is latency that can be divided into two types.  The first concerns
system performance: if response times increase as complex models are developed and used,
then the number of alternatives that can be considered in a same-time, same-place context is
reduced.  This could lead to decreased user satisfaction with the system.  The second type of
latency considered centers on the issue of tool preparation.  The group discussed the idea of
successive refinement of models: it may be possible to use Òquick-and-dirtyÓ models in the
earliest stages of a continuous process of decision-making but later on, as the decision-process
unfolds, effort can be focused on the development of those models that show the most
promise.  Marginal cost was suggested as one mechanism for determining the relative
suitability of tool preparation and use.  

The second barrier discussed by the group was distance.  Participants raised the issue of
asynchronicity of use and discussed a possible environment in which individuals could enter
and leave the decision-making process that would take place in a shared environment.  The
metaphor of a MUD (multi-user dungeons) game was discussed in this vein.

4.4.2  Theory

Presented by Thomas Gordon

This group examined the ways in which alternative theoretical frameworks could be brought to
bear on CSDM problems.  Three main theoretical stances were discussed: economics and
decision theory; argumentation theory and dialectics; and adaptive structuration theory.  The
group also considered the environment in which these theoretical frameworks would be used
and noted that there are two key dimensions: the availability or otherwise of resources; and
the degree to which the goals of a CSDM problem are well-defined.  The location of any given
problem in the space defined by these two axes will help to indicate the suitability of the
different theoretical approaches for that problem.  The group then returned to a discussion of
the attributes of argumentation theory and suggested that it is well-suited to a broad range of
CSDM problem types.  
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4.4.3  Joe's cube

Presented by David Coleman

The group began by examining the initial formulation of  ÒJoeÕs Cube.Ó  The cube arose from a
desire to provide a means to map tools to problem contexts.  The cube has three axes:
physical setting, environmental setting and procedural setting.  The group discussed at some
length what each of these axes represented.  The physical setting was the most clearly defined
axis since the four elements are clearly distinguished: same-time, same-place; same-time,
different-place; different-time, same-place; and different-time, different- place.  The
environmental setting axis was expressed in the context of a coupling index that ranges from
Òtightly coupled,Ó representing a small group of people with similar goals working on a clearly
defined project, to Òloosely coupled,Ó where there is a large group with dissimilar goals
working on a problem which is multi-faceted.  The procedural axis is the most problematic to
refine.  Beginning with a simple idea of the axis representing the progression of decision-
making from preparation, to review, analysis, evaluation and decision, the group visualized a
possibility that this axis might in fact be a loop or cylinder.  After acknowledging that a
decision-making process could move through various levels on the physical and environmental
axes, the group visualized a spiral moving through the space within the cube that depicts the
decision-making process as it cycles through a number of similar procedural stages.  

The cube gradually evolved into a conceptual framework within which it would be possible to
examine a number of different problem domains. Thus defined, the cube allows CSDM
problem contexts to be decomposed in such a way that similarities and differences between
them can be compared once the cells have been filled with appropriate tools or techniques.  It
may be necessary to refine the definitions of the axes differently for different domains.  At the
end of the session an effort was made to use the cube to examine the very simple, and
pertinent, spatial collaborative problem of a group of people trying to decide which restaurant
to choose for dinner.

The group frequently returned to the question of the spatial dimension and wrestled with how
it should be expressed within the cube.  One suggestion was to impose a fourth dimension to
represent the spatial domain, but it was not possible to conceive how that would prove useful.
No conclusive spatial aspect of the cube could be identified.  The group concluded that
although the cube may be useful in many collaborative decision-making studies, it would
nevertheless be useful if constrained solely to CSDM problems.  

A set of relevant research questions were posed:

1. Can this model (or some other model) of an interaction space be used to help us map the
problem context to the tools?

2. What techniques can be employed to define the elements along the axes, especially the
procedural axis?  Could ethnographic studies help?

3. Can we study, compare, and contrast the patterns of cells filled in the cube when the
same model is applied in different problem domains?

4. How can we define the unique spatial components of the cube and its cells?  Is it simply
problem specific?

5. What do the cells contain?
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4.4.4  Invention decomposition

Presented by Doug Johnston

This group discussed several themes that are essential to the development of systems that are
well-received by users.  The first, function, assumes that individuals are using a system in a
same-time, different-place mode.  In such cases, communication bandwidth plays an important
role.  Users may require concurrent access to spatial objects and they may need to annotate
and highlight salient aspects of these objects.  In such environments a process of spatial
argumentation must be supported.  This may take place in either geographical space or
attribute space.  Certain bookkeeping activities were also considered to be essential to the
successful implementation of systems: an archival storage and access mechanism, for example.
Finally, the group considered the potential impact of information overload on participants and
suggested that filtering mechanisms be developed.  

4.4.5  Breakdown, failure and disaster

Presented by Mike Shiffer

This group examined the nature of adverse outcomes on system use.  They first considered
technical problems that can erode confidence in a system.  Clearly, an experience such as a
system crash might lead users to view a system as Òtainted.Ó  More subtle impacts, such as
the effect of extreme latency on system use, were also considered to be important technical
problems that must be treated.  The second class of problems considered centered on the idea
of process and the development of trust that is fostered among users and with the use of the
system to address problems.  The group also considered issues such as anonymity and the
role(s) that the facilitator should play during the decision-making process.  Finally, user
interface and system complexity were considered once again because overly complex software
would discourage use and lead to failure.  

4.5  Tuesday p.m.:  Toward a synthesis

During the final lunch break, five groups met to individually consider the synthesis of the
meeting discussions and to formulate a set of relevant research questions.  These questions
have been grouped below under two headings: research into tool development and research
into tool use.  Participants also made some suggestions about the role of NCGIA in fostering
and supporting CSDM-related research.  

4.5.1  Research into tool development

1. How do we best take advantage of what has been done in cognate fields to improve
CSDM environments?

2. What is the role of user needs and requirements analyses in CSDM research?

3. What spatially-related functions are required to support CSDM?

4. How can we tailor a system to an individual's needs?  Are information filters, advocacy
agents and other features required to support a range of users?

5. How can we tailor a system to a particular group to take into account the effects of
location, group makeup, and other factors?
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6. How can we use hypermedia to aggregate opinion and plans and best present
commonalties and differences amongst alternatives?  

4.5.2  Research into tool use

1. What is the nature and meaning of representation in CSDM?

2. What dimensions can best be used in comparative studies to assess the effectiveness of
CSDM software?

3. How does a particular problem formalization and CSDM system implementation affect
the decision-making process?

4. Which forms of intervention are appropriate in different contexts?

5. What are the distinct roles of the participants within a CSDM framework?

4.5.3  Research infrastructure

Participants expressed a need for an NCGIA-supported World Wide Web site that will act as
a repository for information on the Initiative's research program and that will maintain links to
sites that host descriptions of CSDM-related research conducted by others.  

5.  PRODUCTS OF THE INITIATIVE

5.1  Products of the Specialist Meeting

The primary product of the Specialist Meeting is the research agenda.  Other items have been
identified as potential products of the Initiative.

5.1.1  Bibliography

While there was some discussion that the bibliography be organized within the framework
suggested by Lew HopkinsÕ summary contexts, the group preferred that it be based on
keywords.  Participants will be sent the list of appropriate keywords and asked to code their
own position paper references and other relevant references before submitting them to
NCGIA for incorporation into a master bibliography to be published as a technical report

5.1.2  Closing conference

The group strongly recommended that the initiative leaders begin working on the
establishment of a ÒI-17 closing conferenceÓ to be held in about 2 years time.  This meeting
may be similar in organization to a NATO ARW.  Papers offered for presentation at the
meeting will be referred in their entirety and collected into a formal published book.  The
conference is to be presented now as a challenge to meeting participants to encourage them to
move forward on research issues identified here and to be prepared to demonstrate to their
colleagues progress they have made since this meeting.

5.1.3  WWW homepage for I-17

The group requested that the homepage for I-17 be maintained and updated to provide for
continued collaboration between meeting participants.  The homepage may provide a number
of services including:
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· a draft of the meeting report;

· links to participantsÕ relevant homepages;

· a hot-linked version of the bibliography;

· calls for papers for relevant conferences at which meeting participants may wish to
present I-17 related papers; and

· a draft proposal for a closing conference (this document is to be made available via the I-
17 homepage in order that meeting participants can assist the initiative leaders in
identifying and obtain funding for the closing conference).

5.1.4  Book and journal articles

The group was not supportive of the idea of a book arising immediately from this meeting but
agreed that discussion between meeting participants to develop joint papers should be
encourage.

5.1.5  Conference sessions

Several conferences were identified as likely places for papers on CSDM.  Participants will
cooperate through the I-17 WWW homepage to develop potential paper topics.  Before the
end of the specialist meeting, a special session was organized for the next International
Conference on Integrating GIS and Environmental Model.  

5.1.6  Critique of the meeting as a collaborative effort

It was suggested that one or more participants of the meeting with relevant experience in the
area be enlisted to write a very brief critique of the meeting as a collaborative effort.
Participants felt that such a review would be an interesting byproduct of the Specialist
Meeting forum.

5.2  Papers prepared to date

5.2.1  Refereed journals

Armstrong, M.P. (1994)  Requirements for the development of GIS-based group decision
support systems.  Journal of the American Society for Information Science  45(9): 669-
677.

Armstrong, M.P. (forthcoming)  Is there a role for high performance computing in GIS?
Journal of the Urban and Regional Information Systems Association.

Densham, P.J. and G. Rushton (forthcoming)  Providing spatial decision support for rural
service facilities that require a minimum workload.  Environment and Planning B.

5.2.2  Book chapters

Armstrong, M.P. and  P.J. Densham (1995)  A conceptual framework for improving
human-computer interaction in locational decision-making.  In Nyerges, T., D.�Mark, R.
Laurini, and M. Egenhofer (eds.) Cognitive Aspects of Human-Computer Interaction for
Geographic Information Systems.  Kluwer, Dordrecht: 343-354.   
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Densham, P.J. and M.P. Armstrong (1995)  Human-computer interaction considerations
for visual-interactive locational analysis.  In Nyerges, T., D. Mark, R. Laurini, and
M.�Egenhofer (eds.)  Cognitive Aspects of Human-Computer Interaction for Geographic
Information Systems.  Kluwer, Dordrecht: 179-196.  

Densham, P.J. (forthcoming)  Visual interactive locational analysis.  In Longley, P., and
M.�Batty (eds.) Spatial Analysis: Modeling in a GIS environment.  GeoInformation
International, Cambridge  

5.2.3  Conference proceedings

Armstrong, M.P. and P.J. Densham (in press)  Toward the development of a conceptual
framework for GIS-based collaborative spatial decision-making.  Proceedings of the
Second ACM Workshop on Advances in Geographic Information Systems, Gaithersberg,
M D

Armstrong, M.P. and P.J. Densham (1995)  Cartographic support for collaborative spatial
decision-making.  Proceedings of the 12th International Symposium on Automated
Cartography (Auto-Carto 12), Bethesda, MD: 49-58.

Densham, P.J. and M.P. Armstrong (1994)  A heterogeneous processing approach to
spatial decision support systems.  In Waugh, T.C., and R.G. Healey (eds.) Advances in
GIS Research: Proceedings of the Sixth International Symposium on Spatial Data
Handling, Volume 1.  Taylor and Francis, London: 29-45.

6.  SUMMARY

During the course of the specialist meeting, participants developed a research agenda for
CSDM which centers around 2 major themes: tool development and tool use.  Research
questions that relate to tool development can be grouped into those concerned with assessing
and defining the tool requirements of individuals and groups, those that seek to exploit
developments in cognate fields, and those that focus on the peculiarly spatial aspects of
CSDM.  In the case of tool use, research questions can be grouped into those that examine
representation, those that seek to assess the effectiveness of CSDM software, and those that
are concerned with the roles of users and mediators during CSDM and how they relate to
different forms of CSDM software.  

One of the outcomes of the specialist meeting is that a cadre of researchers have discussed the
impediments to the widespread adoption of CSDM and have developed a common
understanding of the magnitude and relative importance of these impediments.  This shared
understanding provides a starting point for research under the aegis of the Initiative.  Many of
the participants were working on parts of this agenda before the specialist meeting, others
have indicated that they will adopt elements of it in their own research.  A WWW server is
planned to help these researchers coordinate their work and to be informed of what others are
doing.  

It is important to note that the formal termination of the initiative (currently planned for the
summer of 1997) will not signal the end of research on CSDM.  Rather, the research carried
out during the life-span of the initiative will further refine the research agenda and make it
accessible to a wider research community.  
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6.1  Related research activities at University of California at Santa Barbara

At UCSB, a small working group has been formed to continue work on topics related to this
research initiative.  This working group has defined six major research areas in Collaborative
Spatial Decision Making resulting from discussions at this meeting.  Most of these research
areas are not unique to the spatial domain, but their solutions in the spatial domain require
modification of existing models and development of new models and model interfaces.

6.1.1  Assess the usefulness of existing representations of spatial information for representing
the spatial aspects of the interests of participants in multiparty decision making

Using a spatial decision support system to model and analyze spatial problems requires an
adequate representation of the objectives and interests of the participants of the problem.
This requires a sophisticated understanding of the geographical conceptions of the problem
that are inherent in participantsÕ interests.  While one representation may be appropriate for
one group and their interests, it may not adequately represent others.  If the representations of
the interests that are used in various models or presentations of information are not consistent
with all participants' individual conceptions and across the decision space, then the results of
models and decision support systems will not contribute to resolving disputes or producing
collaborative decisions.  Research is needed to identify typical spatial conceptualizations of
problems for classes of spatial problems and for typical stances in these problems.
Evaluations of the effectiveness of different existing methods of representing these
conceptualizations can provide useful input to the design of spatial decision support systems
and models for collaborative decision making.

6.1.2  Modeling with multiple data sets, multiple models, and multiple problem representations

In a computing environment designed to support collaborative decision making between
several groups, often there is not complete agreement upon the data set to be used and the
model to be employed.  Thus it may be necessary to apply a model to any of a number of
different data sets or to use any data set in all models.  Thus a computing environment must
be available to support multiple models and data sets, plus an interface which can aid in
comparing alternatives, measuring differences between them, and presenting/viewing such
alternatives.

For a spatial CSDM example, consider a situation in which one group in a decision process
would like to use a median location model to locate ambulance stations in an urban area, while
another group insists on the use of a maximal covering problem.  While both groups agree to
use the same data set, two different models will be employed.  In order to communicate
between groups, one modelÕs output (say sites and weighted distance) needs to be compared
in terms of the other model's objective (coverage within some distance standard).  

Although this sounds simple, negotiation would require generating and presenting compromise
solutions. To do that would require one of two techniques: 1) a multiobjective model which
supports both objectives, or 2) a methodological bridge which can systematically integrate two
independent models with weights and structural conditions which can be used to identify
compromise solutions. The first approach requires that the integrated model exists in the first
place and that all integration is done in advance and has been anticipated. The second approach
has never been attempted or theoretically scoped out.

6.1.3  Generating alternatives

A major need in the support of collaboration in spatial decision making is the capability to
generate alternatives that achieve specific objectives or have specific spatial qualities.
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Frequently, however, decision makers are not able to specify all their objectives completely,
thus some objectives remain hidden or private.  Brill, Hopkins and others have argued that
when hidden objectives are exposed, solutions which were once considered inferior can now be
considered noninferior.  This argument leads to a natural conclusion: since it is probably
impossible to elicit all objectives from groups of decision makers, it is important to be able to
generate both noninferior solutions and close to noninferior solutions.  Techniques that
support collaborative decision making must be capable of generating close-to-optimal
alternatives, of searching for good compromise solutions, and of searching for solutions that
differ spatially but are not very different in performance.  

Collaborative decision making involves generating feasible alternatives among many individuals
or groups.  It is often difficult to formulate problems to include feasibility factors such as
political aspects, human perceptions, safety factors, aesthetics, etc.  Some process of
visualizing, evaluating, and adjusting model generated alternatives is required to develop a
feasible group consensus. Techniques need to be developed to intelligently explore the
decision space of spatial problems and to look for good (feasible) solutions to ill-defined
problems.

6.1.4  Revealing preferences and objectives

Economists often infer the relative value of various objectives of a decision maker by
determining which weights yield an optimal choice similar to that made by the decision maker,
or by asking a decision maker to choose between a series of pairwise comparisons.
Understanding which objectives are important, whether voiced or not, can be important in
reaching an accord.  Clearly, systems which can help identify underlying preferences or
objectives can aid collaboration and negotiation.  

Consider the following example: suppose a decision maker had selected a specific route for a
highway alignment.  According to an analysis based on tradeoff of objectives, it is clear that
the decision maker is interested in ensuring that a specific town is close to the route.  Using
this information, it is then possible to generate tradeoffs in the route selection based on total
vehicle miles traveled by others vs. the total vehicle miles traveled by people in this specific
town.  The decision maker may then see the cost of meeting his desired goal (getting close to a
specific town) as a function of the cost to all others.  Without identifying what objectives are
present or the relative importance of those objectives, it may be impossible to tease entirely
rational designs or negotiate a best compromise in a collaborative decision making setting.  An
important research objective is to look at alternatives for capturing decisions and revealing
preferences in spatial problems, and to test various approaches in prototypes.

6.1.5  Problems of presenting multiple solutions and visualizing differences

The presentation and comparison of alternative solutions in many spatial decision support
systems is poorly conceived at best.  Few examples exist where the interface design had an
emphasis on the presentation of differences between alternative solutions.  Thus, not only is it
important to be able to study a given solution, but also to be able to spatially compare
different solutions in terms of both objective and decision space attributes.  Example designs
and prototypes should be developed to test approaches which might be useful to accomplish
this task.  

6.1.6  Using animation to examine sensitivity to change and to examine change over time

Animation can provide a tool for viewing how a solution changes as a result of changing model
parameters.  After a model is solved, it is often important to understand how sensitive a given
solution is to the original model parameters.  Often this is done by systematically changing the
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modelÕs parameters to see if changes result in the same solutionsÑa process which can be
very time consuming and produce results which are difficult to compare.  Currently, for most
spatial optimization models, there is no automatic way in which to generate and view such
demonstrations of model sensitivity.  Animating sensitivity analysis can aid in the
understanding of input data error and uncertainty, and may allow complex spatial models and
their solutions to be viewed in a form which may help reveal specific nuances (e.g. why is this
area never chosen).

Given that some model solutions are temporal as well (spanning up to 20 decades), animation
may also be an important tool for viewing how a solution changes over time.  Insight into
temporal change may provide some important common ground for a group of decision makers
who are considering a number of different solutions.

To address some of these research themes, the following research is planned at UCSB:

1. Identify and formalize the geographic conceptions of problems inherent in the interests
of participants in multiparticipant decision situations. This may use a variety of
methodologies including experimental techniques, ethnographic techniques and other
methods for analyzing text or discourse.  Initially, research will focus on land use
debates because they pose the biggest problem in terms of divergence in the conceptions
of the problem.  Content analysis techniques will be used on records of a land use debate
to identify the geographic concepts that are important in this debate.  Analysis of
experimentally derived protocols may provide additional data.

2. Analyze common representations of spatial information that are used in SDSS to
determine their efficacy in addressing the interests of participants in debates.  This will
require formalizing the types of information that are explicit or implicit in
representations of spatial information.  These formalizations will be compared to the
concepts identified in the analysis of the land use debate (this will use a knowledge
representation language such as Conceptual Graphs) and tested for their ability to
represent the participants' interests.  These analyses should lead to the identification of
needed extensions to common representations.

3. Develop a prototype for generating spatial alternatives in a spatial decision support
system.  The major objective will be to develop and test a method for generating
alternatives, a graphical user interface to present alternatives, and a method to spatially
direct searches for feasible alternatives.  Such a tool can be used in collaborative
situations to provide comparison and examination of similar solutions.

6.2  Related research at State University of New York at Buffalo

The following work is proposed by Marc Armstrong (University of Iowa) and Paul Densham
(University College London, UK) who are working in collaboration with the NCGIA at SUNY
Buffalo.

6.2.1  The cartography of collaboration

Collaborative spatial decision-making environments in which group members individually and
collectively pursue solutions to ill-structured problems have a unique set of cartographic
visualization requirements.  Group members normally have varying levels of education,
disciplinary backgrounds, and familiarity with computing, as well as different stakes in, and
degrees of familiarity with, ill-structured problems. Consequently, we can expect that group
members will articulate different types of questions and will have considerably different
perspectives on the way that these questions should be addressed.  The purpose of our work
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is to develop a cartographic framework that supports the design, construction and use of maps
in CSDM.  The central principle in this framework is that each map created by an individual
as part of a solution to a problem can be decomposed into a collection of atomic objects - a
path through a network can be decomposed into a series of nodes and links, for example.
These objects are then placed into an accounting framework that supports summary
operations on the objects and enables group members to determine the level of agreement
among geographically- distributed components of alternative solutions.

6.2.2  The role of intelligent agents in CSDM

The range of tasks and types of applications that need to be supported in CSDM
environments is characterized by great diversity, since they are often constructed from a
number of different software modules.  This interoperability problem in CSDM is a difficult
one to treat, however, because great differences exist among the user interfaces of software
modules and each module typically has unique data flow requirements.  Software agents
represent one attempt to circumvent such interoperability problems.  Agents also may
actively assist users who may be unfamiliar with the operation of software.  The purpose of
this work is to articulate a vision of how agents can be used to support decision-makers and to
develop a conceptual framework for the roles of agent- based computing in CSDM
environments.

6.2.3  Visual interactive modeling

The lack of structure inherent in many complex spatial problems makes it difficult for
individuals to understand the relationships among different components of a problem.
Consequently, individuals require tools that help them to explore and understand problems as
well as resolve them.  In many settings, human-computer interaction is enhanced if each user
can articulate their ideas by interacting directly with graphical representations of their
problem.  When faced with a decision about where to locate a school, for example, users could
drag the symbol for the school to different locations on a map and watch the system
enumerate and display in real time the concomitant changes in enrollment, age structure, gender
and ethnic ratios, and distances traveled; an alternative approach is to specify some criteria for
selecting a location and invoke an optimizing spatial search procedure.  In such a context, a
visual interactive modeling environment provides analytical capabilities that are invoked using
map windows and linked tabular views that help groups of decision-makers to understand and
reconcile depictions of spatial pattern with statistical reports about locational configurations.
The purpose of the work proposed under this heading is to take a fresh look at the design,
representation and implementation of spatial models.  More specifically, we intend to extend
earlier work on the design and implementation of modelbase management systems (MBMSs)
into the domain of CSDM to meet the challenge of providing flexible modeling tools for group
use. We will build substantially upon research carried out under I- 6 (Spatial Decision Support
Systems) and that described above on the cartography of collaboration and the role of
intelligent agents.
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APPENDIX B.  SPECIALIST MEETING AGENDA

Saturday, September 16th, 1995

4:30 - Demonstrations and reception
7:30 - Adjourn for dinner

Sunday, September 17th, 1995

7:30 - Breakfast

8:30 - Opening plenary session
- Welcome and charge to the meeting
- Introductions and opening positions
- Discussion of agenda

12:00 - Lunch on the hotel patio
1:30 - Small group discussion sessions
4:00 - Plenary to present group discussion
5:00 - Adjourn for dinner

Monday, September 18th, 1995

7:30 - Breakfast

8:30 - Short plenary
- Small group and plenary sessions as appropriate

12:00 - Lunch

1:30 - Small group and plenary sessions as appropriate
5:00 - Adjourn for dinner

7:00 - Dinner at Acapulco Restaurant, 1114 State Street

Tuesday, September 19th, 1995

7:30 - Breakfast

8:30 - Small group and plenary sessions as appropriate
12:00 - Lunch

1:30 - Final plenary
4:00 - Close the meeting
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APPENDIX C.  INITIATIVE PROPOSAL TO NCGIA BOARD

Collaborative Spatial Decision-Making

Request for Approval in Detail

PROJECT SUMMARY

Many spatial problems are intrinsically complex and require an interdiciplinary approach to
their solution.  Consequently, individuals often collaborate on developing solutions to these
problems, working as members of a committee or task force.  It is in supporting this
collaboration that existing spatial decision support systems are weakest: they are not designed
explicitly to provide tools that enable groups to develop and evaluate alternative solutions to
complex spatial problems.  The purpose of this initiative, therefore, is to extend current
conceptual frameworks for spatial decision support systems (SDSS) to help groups of
decision-makers generate tractable solutions to ill-defined spatial problems.  A specific point
of emphasis will be placed on integrating SDSS with new computer supported cooperative
work environments.  Such environments enable groups of people to work together by
providing a set of generic tools that handle many of the tasks that are required of group
enterprises: exchange of textual, numerical and graphical information; and group evaluation,
consensus building and voting.  To be credible in supporting group problem-solving and
decision-making, collaborative spatial decision-making (CSDM) systems must exhibit certain
characteristics.  Three focal areas for research are: first, how to encapsulate knowledge in
SDSS to assist decision-makers in formulating alternative solutions to their problem; second,
how to improve decision-makers' interaction with spatial analysis tools; and, finally, how to
provide decision-makers with mechanisms for evaluating alternative solutions to a problem.  

Ties to the NCGIA's Research Agenda

This proposed Research Initiative will contribute to the following areas identified in the
NCGIA's Renewal Proposal to NSF:

1.2 Data Models for Geographic Information
1.5 Knowledge Representation
2.2 Exploratory Spatial Analysis
2.4 Spatial Models
3.1.1 Human-Computer Interaction
3.1.3 Spatial Decision Support Systems
3.3.2 Visualization Tools

Initiative Leaders

Paul Densham (Geography, SUNY-Buffalo)
Marc Armstrong (Geography, Iowa)
Frank Davis (Geography, UC-Santa Barbara)
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Proposed Core Planning Group

Mike Batty *
Britton Harris *
Joe Ferreira *
Peter Nijkamp
Jay Nunamaker
Tim Nyerges
Jack Dangermond
(* indicates that we have approached this person and that they have given their consent.)

Disciplines to be Involved

Geography, Computer Science, Operations Research, Management Science, Planning,
Psychology

Potential Center Participants

Batty (Geography, SUNY-Buffalo)
Buttenfield (Geography, SUNY-Buffalo),
Calkins (Geography, SUNY-Buffalo),
Mark (Geography, SUNY-Buffalo),
Church (Geography, UC-Santa Barbara),
Couclelis (Geography, UC-Santa Barbara),
Golledge (Geography, UC-Santa Barbara),
Lanter (Geography, UC-Santa Barbara)
Onsrud (Survey Engineering, Maine)
Pinto (Survey Engineering, Maine)

Timetable

Specialist Meeting: To be held immediately before GIS/LIS '94 (Phoenix, November, 1994).  

Closing Session: To be held at GIS/LIS '96.  

PROJECT DESCRIPTION

1. INTRODUCTION

The broad adoption of GIS technology has been fueled, in part, by its ability to support
interdisciplinary approaches to spatial problem-solving.  The traditional layered view of
spatial data supported by GIS provides a means through which thematic data coverages can be
integrated in a common spatial framework to support analyses conducted from different
disciplinary perspectives.  With such a repository of layered information in place, a host of
powerful analytical operations can be brought to bear on spatially referenced data (e.g.,
Tomlin, 1990).  GIS technology has been especially successful when these operations are
applied to problems that are well understood -- problems with clearly defined questions and
measurable outcomes.  Many spatial problems, however, are not so straightforward.
Consequently, spatial decision support systems (SDSS) have been developed to address ill-
structured problems with spatial query, modelling and analysis, and display capabilities
(Densham, 1991; Guariso and Werthner, 1989).  
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A mismatch exists, however, between the widespread single-user model of GIS and SDSS use
and the group-based approach to decision-making that is often adopted when ill-structured
public policy issues are addressed.  SDSS-based spatial analysis and display methods must be
expanded to encompass group decision-making processes, and new tools must be developed
that will enable group members to generate, evaluate, and illustrate the strong and weak points
of alternative scenarios and come to a consensus about how to proceed toward a decision.  

2. OBJECTIVES

The five major objectives of the proposed Research Initiative on Collaborative Spatial
Decision-Making are to:

1. examine the body of theory on the design, implementation and use of computer
supported cooperative work (CSCW) environments and evaluate its utility for GIS/GIA;

2. identify impediments to the development of highly interactive, group-based spatial
modelling and decision-making environments;  

3. develop methods for eliciting, capturing and manipulating knowledge bases that
support individual and collective development of alternative solutions to spatial
problems;  

4. develop methods for supporting collaborative spatial decision-making (CSDM),
including methods for managing spatial models; and  

5. extend capabilities for supporting multicriteria decision-making in interactive,
CSDM environments.

2.1 Computer supported cooperative work environments

Researchers in computer supported cooperative work (CSCW) have been concerned with the
development of ways in which group members can interact to achieve goals using computer
hardware and software (groupware) in much the same way that group business communication
now takes place.  Such interaction can be structured along both locational and temporal
dimensions.  In the temporal dimension, groupware may be applied either synchronously or
asynchronously.  In asynchronous mode (Greif and Sarin, 1987), group members use the
system at different times, and post messages informing other members about what they have
done and the current status of the decision process.   In a synchronous application, on the
other hand, the group meets and uses the system simultaneously, again, normally in a decision
room (see Nunamaker et al., 1991).  At present, this type of synchronous groupware is most
commonly used.

Collective decision-making activities can be supported by enabling each member of a group to
share a common view of a problem as they would when looking at a diagram on a chalkboard.
Though this process is especially effective in decision room environments in which the
participants are in close proximity (Desanctis and Gallupe, 1985), it can be extrapolated to
environments in which the participants are dispersed if high bandwidth communication
technology is available (see Newton, Zwart and Cavill, 1992).  

Stefik et al. (1987) describe a decision room environment in which each participant in a group
views the current state of the problem they are attempting to solve; in such WYSIWIS (What
You See Is What I See) environments, each group member has a display (or views a collective
display) that can be altered by other group members to reflect different views of a problem,
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and these modifications are then propagated to other displays.  Several steps in the decision
process have been observed when a WYSIWIS interface is supported (Stefik et al., 1987).  The
first is a free-form stage in which rough ideas are put before the group using a variety of
computer tools (e.g. typing, drawing).  In the second stage, ideas are sorted and evaluated as
the plan begins to take shape.  During this stage there is greater chance for conflict because
specific aspects of alternatives are discussed, evaluated and possibly discarded.  During the
final stage, a plan is formalized and articulated through the system.  These stages parallel
closely those observed when an SDSS is used to solve a locational problem.

2.1.1  Group use of  spatial decision support systems

When decision-makers use an SDSS they become involved in the process of seeking a solution,
and they often generate and evaluate several scenarios that result from the application of
models that employ different criteria or constraints.  In this iterative process, they typically
pass through several stages:

· The first stage (strategizing) involves the formulation of an initial solution process, in
which decision-makers acquire background knowledge about the geographical
characteristics of the study area and variables in an analysis.  During this stage, decision-
makers addressing a locational problem may require maps that show, for example, the
distribution of demand, the existing service system and the transportation network in a
study area, as well as tables that report measures of efficiency within the existing service
system.  

· During the second stage (exploration), decision-makers begin to explore the problem by
generating alternative solutions.  Group members may choose several to explore the
solution space of a problem in many ways.  They may, for example, choose to vary
systematically one or more dimensions of the problem identified in the first stage (e.g. by
increasing the number of facilities to be located) or they may choose to examine
maximally dissimilar solutions along the same, or different, dimensions.  

· In the third and final stage (convergence), decision-makers narrow the focus of the
analysis and evaluate competing alternative solutions.  At this point, the group may
fracture into factions, each advocating a particular solution or even a particular solution
strategy, and discussions are often conducted about the relative merits of alternatives.  

Though we will focus on each of these stages and develop principles to guide the development
of CSDM environments, we will place a specific emphasis on the second and third stages of
group use of spatial decision support systems.  

2.1.2  Scenario specification

Using locational decision-making as an example, the crux of the group decision-making process
is the generation and presentation of alternative scenarios to group members.  Each scenario
that arises from suggestions made by members of a group is created from a sequence of
actions.  Consider, for example, the following sequence of steps that are performed when
constructing a prototypical scenario:

1. compute distances between locations,

2. compute shortest paths,

3. apply optimization software, and
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4. create maps and tables.  

Each of these steps may be decomposed into a set of additional tasks, each of which may be
the subject of group discussion (e.g. choice of a distance metric or objective function).  The
specification and creation of a scenario, therefore, normally requires that several computational
steps be concatenated in a way that is satisfactory to one or more group members to produce
a single desired result.  Moreover, the decision-making style employed by SDSS users
(successive refinement) means that these steps will need to be taken repeatedly as users
generate and evaluate scenarios.  Because of this, group SDSS software should enable users to
produce and evaluate scenarios in both their intermediate and final forms.  Existing systems,
however, do not provide adequate support for groups to participate in these activities.

2.1.3  Scenario evaluation

When numerous scenarios are generated by group members, a mechanism must be established
to provide them with a way of discriminating between alternatives.  An effective system
would provide at least three ways for making comparisons: statistical, visual and using
methods of multi-criteria decision-making (MCDM).  In each case, the process of comparing
and evaluating scenarios can be supported most effectively in environments that permit
decision-makers to evaluate collectively the alternatives under consideration by the group.

2.1.4  Conflict resolution

Because decision processes and methods vary among individuals, group decision support tools
must not only enable group members to specify their preferences, but they must also enable
them to highlight differences and similarities among alternative scenarios and resolve conflicts
that will inevitably arise.  Additional work also should determine the kinds of tools that are
most effective in promoting discussion and in persuading opinion when problems are
confronted by groups.  

In CSDM, a scenario can be supported or objected to by other members of the group using
statistical evidence (e.g. the value of an objective function), maps that illustrate the advantages
or limitations of a scenario, knowledge about the problem domain and study area, or even
intuition.  Since haggling and discussion about the merits of scenarios are important aspects of
decision-making, especially when there is no clear single ÒoptimalÓ solution, the system must
provide a way for decision-makers to interact with, and to redesign, alternatives.  

In addition to a standard set of mapping and report generation tools, a free-form sketching
facility would enable users to annotate and highlight specific aspects of a map or table to bring
out salient problems or advantages of specific locational configurations in a scenario.  When
users are so empowered, solutions are no longer viewed with suspicion.  At present, however,
there is insufficient knowledge about the kinds of drawing tools that are best applied to
highlight the salient characteristics of scenarios and differences among them.

Ultimately, when different positions are articulated by group members, an agreed upon
process of resolving deadlocks must be implemented.  This process itself may occur in stages
and Nunamaker et al. (1991) describe several tools that can be used.  Electronic questionnaires,
for example, can be used to determine the degree and nature of disagreement among group
members.  A group matrix tool can be used to build consensus by enabling individuals to place
their questionnaire responses in a group context.  In a shared workspace, users are able to alter
their responses in a matrix; these alterations are broadcast to other group members.  Because
these alterations are visible, group matrices are useful for promoting discussion about different
positions.  A person who holds a position contrary to others, but who may not have good
support for it, also may decide to move with the consensus view when group matrix
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information is made available to them.  Finally, different types of voting strategies (e.g.
majority, plurality) can be used in cases where complete consensus cannot be established.

2.2  Impediments

Several impediments must be overcome before effective CSDM environments can be
implemented.  Research must be conducted into the design of user interfaces for the groupware
tools described in the previous section.  New technology and algorithms also must be
developed and applied to support interaction and to meet the increased computational
demands that will be created by group-based modeling, communication and display of spatial
information.   

2.2.1 User interfaces

The design of user interfaces that will effectively support group decision-making and enable
individuals to resolve conflicts promises to be a challenging task.  Designers concerned with
single-user systems are finding that appropriate metaphors for interfaces (e.g. desktop, rooms)
are difficult to specify for geographical domains (e.g. Kuhn, 1991; Kuhn, 1992; Mark, 1992).
In addition to metaphors, interface designers must concern themselves with the set of tasks
that must be accomplished by users.  Task analysis (Rasmussen, 1986) and knowledge
elicitation procedures (Greenwell, 1988) can be used to determine these required activities so
that appropriate options are made available in a logical and consistent sequence for system
users.  The ultimate goal of these research and development activities is to provide interfaces
that enable users with no prior collaborative experience to work together to solve complex
locational problems.  

For example, specific facility locations could be selected by pointing, and their positions could
be dragged to show how an alternative configuration of supply would affect reassignment of
demand.  The magnitude and location of demand also could be altered, thus permitting
decision-makers to evaluate the impact of development plans under different assumptions of
growth or decline of demand for services.  Other structures or metaphors will need to be
developed for group SDSS applications.  

A WYSIWIS system holds considerable promise in locational decision-making contexts,
because maps are an essential and often requested SDSS decision aid (Armstrong et al., 1991;
1992).  Decision-makers, for example, often wish to create maps that show an existing service
system and the relationship between supply locations and demand for service.  Solutions
provided by spatial models (e.g. location-allocation) also are more easily interpreted when
viewed as maps (Harris, 1988; Armstrong et al., 1992).  Furthermore, maps serve as an
effective and data-dense mechanism for exchange of locational scenarios, and consequently,
they can serve as the basic ÒtokenÓ of interchange among locational decision-makers as they
evaluate and compare scenarios and serve as an effective mechanism for promoting discussion
of alternative results.  They enable the outcome of a decision process to be modified by
unmodeled aspects of the decision.  Additional research, however, must be conducted to
determine the kinds of map displays  that are most effective in communicating spatial
information to groups, and whether different kinds of maps are most effective during different
stages of group decision-making.

2.2.2  System response

Decision-makers must be provided with the means to interact with problems in near-real-time
so that they may visualize the effects of making adjustments to the parameters that define the
solution space of a problem.  Currently, locational models are so computationally intensive
(Armstrong and Densham, 1992) that near-real-time interaction is precluded except for trivial
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or small problems.  Instead, the state-of-the-practice is to create scenarios in what amounts to
batch mode because realistic problems require several minutes of execution time, even on the
current generation of high-end workstations.  Research must be performed to determine how
computer architectures can be exploited to improve performance to a level that is required to
support true interactive modeling and design of service systems in a group SDSS environment.
Such capabilities can be supported by multi-processor systems, in which different processors
are assigned specific tasks (e.g. modeling with alternative criteria) that ultimately lead to the
creation of a completed scenario.  Alternatively, a single locational problem can be
decomposed into a set of independent constituent parts to improve solution times through
parallel processing (e.g. Armstrong and Densham, 1992).  The use of coordinated ensembles of
processors (Carriero and Gelernter, 1990; Karp et al., 1993) appears to be especially
promising for parallel processing of locational problems.  Note, however, that such ensembles
will require greatly improved network bandwidth to be effective.  Myers (1993) describes one
ensemble, as a ÒmetacomputerÓ that requires a one gigabit-per-second network to link
heterogeneous computational resources.

When response times improve to permit real-time interaction, users will be able to manipulate
directly two (or perhaps more) parameters or constraints much like a driver simultaneously
releases the clutch and presses the accelerator in an automobile with a manual transmission
(Armstrong, Densham and Lolonis, 1991).  For example, in many analyses the imposition of a
maximum travel distance constraint will lead to infeasibility of solutions when there are too
few facilities to serve demand.  By being able to visualize and evaluate the interplay between
these two parameters and how it affects solutions (in this example the size and location of
unserved areas), decision-makers will gain new insight into the nature of trade-offs in multi-
objective decisions.  

2.3  Knowledge-based systems

Although decision-makers are knowledgeable, they typically are not experts in methods of
spatial analysis and decision analysis.  Consequently, a CSDM environment must actively
help decision-makers employ its often complex analytical and evaluative capabilities
(Armstrong et al., 1990).  One way to provide this assistance is to incorporate knowledge in a
CSDM system.  

Environmental knowledge describes the problem domain.  While some environmental
knowledge can be captured and represented within a system - including spatial relationships
and patterns of spatial interaction - other forms of environmental knowledge are brought into
the decision-making process by individuals - an understanding of the local political milieu, for
example.  

Procedural knowledge is domain-dependent knowledge which can be used to restrict the
solution space that will be searched.  Computer systems that successfully exploit procedural
knowledge often are called ÒintelligentÓ and increasingly are used in diagnostic tasks ranging
from medicine to automobile maintenance.  In a spatial context, procedural knowledge can be
used to select a general problem-solving strategy or a specific analytical approach.  

Structural knowledge is used to reduce the amount of computation required when an algorithm
is applied to a particular problem.  Structural knowledge consists of representations of the
spatial relationships which are being analysed; exploiting this structure can reap large savings
in computation.  

To build knowledge-based CSDM environments, we must answer four questions:
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· How is environmental, procedural and structural knowledge elicited from decision-makers
and experts in GIS/GIA?

· How is this knowledge represented within a CSDM system?

· How is this knowledge used to assist decision-makers?

· What kinds of knowledge are required specifically for supporting group interaction as
opposed to individual decision-makers?  

In a CSDM system, procedural and structural knowledge can be used to help decision-makers
select from the analytical methods and spatial models incorporated in the system.  This
knowledge also can be used to organize the representation and storage of spatial modelling
capabilities.  

2.4  Collaborative spatial modeling

Complex spatial problems often contain aspects that are poorly defined.  This lack of
structure makes it difficult for individuals to understand the relationships among different
components of a problem.  Individual decision-makers often adopt problem-solving strategies
that are consistent with their experiences, problem-solving style, and organizational context.
Furthermore, a decision-maker may find that their objectives for a solution conflict with each
other and with the objectives of other decision-makers.  Consequently, individuals may wish
to investigate different aspects of the problem using their own problem-solving strategies.
Consider, for example, a decision-maker who wants to know the effects of relocating a school.
Systems that support analyses of this type can be very difficult to use because they are
oriented more towards the expert locational analyst than the knowledgeable decision-maker.
Human-computer interaction would be enhanced greatly if each user could articulate their ideas
about alternative locations by interacting directly with graphical representations of their
problem, such as dragging the symbol for the school to different locations on the map and
watching the system enumerate and display the changes in real time.  In visual interactive
modelling environments of this kind, tabular views linked to map windows will help groups of
decision-makers understand and reconcile depictions of spatial pattern with statistical reports
about locational configurations.  

Supporting visual interactive modelling for groups requires a fresh approach to the design,
representation and implementation of spatial models.  One approach is to develop a model
base management system (MBMS) that enables users to access spatial modelling capabilities
and to combine them in flexible sequences (Densham, 1991).  In a MBMS, models typically
are reduced to some set of atomic components which can be stored, manipulated, and
recombined to yield the original algorithms.  If they can be made independent of each other,
model atoms can be combined in new ways.  The ability to combine atoms in a flexible manner
greatly extends the capabilities of the model base.  Moreover, defining procedural knowledge
for atoms is much simpler than for whole algorithms.  The design and implementation of
MBMS for CSDM environments raises several questions:

· Of the numerous approaches to the design and implementation of MBMSs developed in
Operations Research and Management Science, which approach should be used in a
CSDM system?

· How do we provide users with access to the contents of the model base via a graphical
interface (Densham, 1993)?

· How do we provide real-time interaction with model solvers?
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2.5  Evaluating alternative solutions

CSDM systems provide capabilities that enable individual decision-makers to place different
degrees of emphasis on the various components of a problem and to generate a large number of
alternative scenarios.  For example, changing the weighting strategies applied to the individual
layers in a GIS yields numerous different results in an overlay operation.  Decision-makers
require methods for evaluating their own scenarios and for comparing them with those
generated by other decision-makers.  A large and mature literature exists on the application of
methods of decision analysis and multi-criteria decision-making.  Although this literature
addresses the use of methods in both individual and group decision-making contexts, it has
largely been ignored by the developers of GIS and SDSS software - a few notable exceptions
include Carver (1991) and Eastman et al. (1993).  The incorporation of these methods in
CSDM systems raises a series of fundamental questions:  

· Which methods of MCDM have been used in different spatial decision-making contexts
and which are appropriate for individual and/or group use?  

· Which types of human-computer interfaces are most appropriate for supporting
individual and group evaluation of scenarios?

3. PLANS FOR THE INITIATIVE

3.1  Progress with the Initiative to date

The initiative is at an early stage of planning: approval in principle was granted at the June,
1993, Board Meeting.  

3.2  Suggestions for substantive research activities following the Specialist Meeting

We have identified four areas of research for which substantive results are required to support
the development of CSDM environments.  We anticipate that these four areas also will be
identified at the Specialist Meeting.  These four areas are: the development of a metaplanning
capability;  strategies for the design and implementation of a MBMS; the design and
implementation of components for a group-based user interface; and the identification,
selection and incorporation of methods for resolving spatial conflicts.

3.2.1 The  metaplanner

In a CSDM environment, methods for representing procedural and structural knowledge are
required to make the system accessible to a diverse group of users.  While some of this
knowledge will be generic, other types of knowledge will be domain-specific requiring the
selection of several application areas for study.   We intend to continue our work in locational
and environmental modelling (Armstrong et al., 1991; DePinto et al., 1994; Honey et al., 1991;
Malanson et al., 1993) but other areas may be identified at the Specialist Meeting.  A key
aspect of the metaplanner will be its scenario management capabilities.  There are two
components to this capability.  First, maintaining information about the lineage of a scenario's
development (Lanter, 1991) (which we refer to as intra-scenario management) and, second,
tracking group responses and modifications to a scenario when it is made available to the
group (inter-scenario management).  
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3.2.2  Modelbase management systems

Several strategies have been developed for the construction of MBMS.  In a CSDM
environment, two levels of decomposition must be considered.  First, decomposition of
individual models and algorithms at the atomic level is required.  This decomposition identifies
those elements of models and algorithms that are held in common and can be shared.  A second
level of decomposition is required for heterogeneous processing environments because
individual components of the modelbase must be matched to the most appropriate architecture
in the available suite (Densham and Armstrong, 1993).  While these two types of
decomposition are not independent, decomposition to the atomic level must be completed
before suitability of an appropriate architecture can be determined.  

3.2.3  User interfaces

Methodologies for the design of user interfaces include task analysis (Rasmussen, 1986).
Task analysis is used to decompose a user's actions into a set of modular elements that can be
design the commands and options made available in the user interface.  Though some of these
user actions will be generic, other actions will be specific to a particular situation.  Several
application areas will be studied to determine which user actions are performed repetitively
across different application areas and, consequently, should be included in all CSDM
environments.  An allied question relates to cartographic displays: which types of display
transcend particular applications and should be considered core displays for CSDM
environments?

3.2.4  Spatial conflict resolution

We have identified a nascent literature on the integration of methods of MCDM with GIS and
SDSS.  We will survey this literature and the literatures of the decision sciences to determine
which methods of MCDM hold particular promise for use in CSDM environments.  

3.3  Research infrastructure

Research into CSDM environments and their constituent parts requires a laboratory in which
to develop and evaluate prototypes.  At NCGIA Buffalo, networks of Sun Workstations,
IBM compatible PCs, and Macintoshes are available; IBM RS 6000 Workstations and IBM
compatible PCs can be used for this purpose at The University of Iowa and at NCGIA Santa
Barbara.  We have worked with several programming tools that can be used to build CSDM
environments at the most basic level: PCS-Linda is a parallel processing environment for
networks of PCs, Sun and RS 6000 versions are available; Mosaic is a distributed multi-media
development tool for systems running X Windows available from NCSA (Macintosh and
Windows versions also are available); all three sites also have access to ARC/INFO which now
has the capability to display the same image on multiple networked workstations.
Technology is changing rapidly and the selection of an appropriate environment would be
premature at this juncture.  
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APPENDIX D.  OPEN CALL FOR PARTICIPATION

NCGIA invites participation from active researchers in the First Specialist Meeting of a new
research initiative on collaborative spatial decision-making (CSDM). The meeting will be held
September 17-20 1995 in Santa Barbara CA, and will focus on identifying impediments to the
development of highly interactive, group-based spatial modeling and decision-making
environments.  The meeting will help the NCGIA develop an agenda for research to be
conducted under this 2-year research initiative.

Recognizing that the primary determining factor in the design of collaborative decision support
systems is the nature of the decision problems and of the means which are available to attack
them, five cross-cutting research topics have been identified for discussion:

1. The development of a metaplanning capability: methods to elicit, capture and
manipulate knowledge bases that support individual and collective development of
alternative solutions to spatial problems.

2. The design and implementation of methods to improve decision-makers' interaction with
spatial analysis tools, including modelbase management systems, visualization and
display tools, and group-based user interfaces.

3. The provision of mechanisms that enable decision-makers to evaluate alternative
solutions to a problem.

4. The identification, selection and incorporation of methods for resolving spatial conflicts
in interactive, CSDM environments, including multicriteria decision-making.

5. The characterization of CSDM processes, including but not limited to the specification
of task models in various domains such as environmental, transportation, natural
resource, economic development, emergency management, and other high priority
subject domains; and investigations which elucidate the use of CSDM technology in
various CSDM subject domains.

The Steering Committee invites submissions from researchers specializing in any of these
topical areas who wish to participate in the meeting, for which funding is being provided by
the National Science Foundation through NCGIA. Participation is particularly encouraged
from:

· researchers with interest in linkages between GIS and group-based decision-making;

· researchers with international links; and

· researchers who can provide specific examples of the strengths and weaknesses of GIS in
CSDM research.

Up to half of the 32 participants at the meeting will be selected through this open call.
Preference will be given to researchers at U.S. institutions.

Submissions must be received by June 1, 1995, and should consist of a three to five page
position paper on the uses and impediments to greater use of GIS in one or more of these
topical areas, based on personal experience in CSDM research. (It is anticipated that
participants will revise and expand these papers after the meeting for inclusion in an edited
volume.) Submissions must also include a short biography describing the author's professional



40

experience and interests relevant to research in this area. This biography should be no more
than 1 page. Unless other arrangements are made with NCGIA, submissions should be made
by email using plain ASCII text.

Anyone planning to submit a position paper by the June 1 deadline should notify the NCGIA
of their intent to do so as soon as possible. This will help the steering committee ensure that
all interested communities are represented.
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APPENDIX E.  POSITION PAPERS

The following papers were submitted by the participants in the meeting in response to the call
for papers.  
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Collaborative Spatial Decision Making for Ecosystem Management
David Bennett, Department of Geography,
Southern Illinois University-Carbondale,
Carbondale, Illinois 62901-4514
dbennett@siucvmb.siu.edu

Introduction

Ecosystem management is a relatively new management paradigm designed to balance the
needs of human and biotic systems (Salwasser, 1994). The U.S. Forest Service, for example,
indicates that ecosystem management seeks to "balance goals for the land" including "diversity
of plants, animals, and biological communities" with "goals for the people: the prosperity...
health and vitality of the people who depend on the land for their livelihoods" (USFS, 1992).
This paradigm has received considerable attention in the western United States where large
tracts of land exist in public control. The application of this approach to multiple-owner
landscapes in the mid-west, however, presents unique challenges because of the need to
explicitly consider a large number of public and private decision makers who possess
overlapping objectives. An automated environment that supports collaborative spatial
decision making (CSDM) would appear to be particularly well suited to ecosystem
management in such landscapes because there is often a need for consensus building and
compromise and because of the analytical tools that can be brought to bear on the challenges of
resource management. A careful consideration of this issue, however, illustrates the limitations
of our conceptual and technological understanding of CSDM.

The Case of the Cache River Watershed

Consider, for example, the complicated set of resource planning activities that are occurring in
the Cache River watershed in southern Illinois. This watershed is largely privately owned and
contains an internationally significant cypress/tupelo wetland (a RAMSAR site). There is
considerable concern that this unique wetland community is threatened by agricultural land use
practices. In this watershed there are three general classes of decision makers who impact land
use pattern and, thus, the wetland. These classes are:

1. Farmers who: 1) want to retain full control over their land (private property rights
issue); 2) want to maximize farm revenue; and 3) have concern for erosion control.

2. Conservationist (public and private) who want to conserve the ecological vitality of the
wetland community.

3. Regional economists who are looking for ways to diversify and bolster the weak regional
economy of this area through: 1) agricultural; 2) industrial; and 3) recreational
opportunities.

To help address issues of natural resource management The Nature Conservancy (TNC) and
the Natural Resource Conservation Service established the Resource Planning Committee
(RPC). This committee, comprised wholly of individuals who reside within the watershed, is
charged with the responsibility of prioritizing natural resource problems and identifying
feasible solutions. A support committee has also been established to provide technical advise
to these individuals. My role on this committee is to provide information on how GIS and
SDSS technologies can be used to help understand and solve natural resource related problems
in the Cache River watershed. In addition, I am participating in a TNC-funded research project
that will investigate the impact of alternative resource policy and management scenarios on the
economy, hydrology, and ecology of Cache River watershed. Collectively, these planning and
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research activities directly address many of the issues relevant to ecosystem management in
multiple- ownership landscapes and indirectly address many of the challenges associated with
the development of CSDM for ecological problem solving.

To be successful, an ecosystem management plan must represent a consensus of all decision
making classes. Before we can design a CSDM system that can support this kind of consensus
building we must understand how policy and management initiatives effect interrelated human,
biological and physical processes through time and space. To gain this understanding we must
identify and model key system processes and inter-system flows. Key processes, as defined
here, determine how human and bio-physical systems behave and inter-system flows
determine how these systems interact. To completely support the decision making classes
identified above and help individuals evaluate how well alternative management scenarios meet
their objectives it is necessary to construct models that predict how land management
practices will change given alternative policy scenarios and then to trace the effect of these
decisions through economic, sociologic, hydrologic, and biologic systems.

TABLE 1. Characteristics of Human and Bio-physical Systems

Process Characteristic Human System Bio-physical System

Temporal pattern More Discrete More Continuous

Spatial pattern More Discrete More Continuous

Spatial Model More Object Based More Field Based

Response time 1-10 years 100-1000 years

Response type Active/Proactive Passive/Reactive

Interaction Weakly linked Strongly linked

Behavioral pattern More probabilistic Probabilistic and
deterministic

Model of behavior More knowledge-base More math-based

Flows between systems More aspatial More spatial

Flow "Currency" $, cultural, policy
restrictions

Matter/energy

These systems, however, operate over different spatio-temporal scales (see Table 1). For
example, the decision making process of individual farmers is driven more by economics,
public policies, and peer pressure than, the rate at which soil moves across a field, the rate at
which species disperse, or even the spatial pattern of soil productivity. Decisions based on
these socioeconomic factors influence landscape structure at a particular point in time and for
a particular tract of land; i.e., they are spatially and temporally discrete. Furthermore, these
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decisions are made relatively frequently (e.g., seasonally or annually) and, as such, changes in
the socioeconomic system can quickly effect the form and function of an agricultural
landscape. Bio-physical subsystems are, on the other hand, driven by continuous processes
that govern the storage, transport, and use of energy and matter, and often are formed by
events and processes that set the ecological stage for millennia. Because human and bio-
physical processes operate over multiple spatio-temporal scales the links between these
systems are often indirect. Yet, an understanding of how these linkages operate through space
and time is imperative to the success of ecosystem management.

Limitations of Existing Technologies

The inability of GIS technology to adequately represent dynamic spatial systems is well
documented. GIS software packages lack adequate spatial modeling capabilities (Nyerges,
1993; Bennett and Armstrong, 1993), spatial analytical tools (Goodchild et al., 1992), and
spatio-temporal data structures (Langran, 1993) to represent such systems. Spatial decision
support systems (SDSS) overcome some of these issues by incorporating modeling and
analytical tools needed to address domain specific problems (Densham, 1991). However, these
systems do not possess the modelbase management capabilities needed to support the
simulation of processes operating over different spatio-temporal scales. Furthermore, both
GIS and SDSS suffer from what Armstrong (1993) refers to as the "GIS bottleneck" that limits
the utility of these technologies in collaborative decision making environments. To understand
how this bottleneck can be overcome we must better understand how groups arrive at
decisions.

Toward a Theory of Collaborative Spatial Decision Making

Rao and Jarvenpaa (1991) discuss theories that help explain why group-based decision
support systems may or may not be effective (theories of communication, minority influence,
and human information processing). Armstrong (1994) presents three stages that decision
makers must progress through to solve complex semi-structured problems (strategizing,
exploration, and convergence). However, if we are to design a CSDM environment to assist
groups reach consensus on complex spatial problems we need a theory, or perhaps a set of
domain dependent theories, that informs us about how decision makers interact. Furthermore,
to be useful this theory must map into the relatively restricted domain of computers. A
potential starting point for the development of such a theory is Minski's (1986) "society of
mind" model. Minski models the human mind as a set of competing and collaborating agents
each of which is designed to complete a specific task or objective. Agencies are formed as
individual agents collaborate to perform complex tasks. Agents within agencies are ordered
hierarchically; some agents performing the role of coordinator and/or facilitator that call upon
others to carry out simple deterministic functions. Memory in Minski's society of mind is
represented as the sequence of agents that were activated to perform a particular task (referred
to as a knowledge-line or, more simply, k-line).

This notion of a society of mind seems well suited to our CSDM problem. It is easy to
conceptualize decision makers as a society of complex interacting agents. Classes of decision
makers (e.g. farmers, environmentalist) form agencies that works toward a common goal.
Classes that possess similar goals could even form super-agencies through compromise and
collaboration. These human agents will need access to models and data to determine how
effective alternative management scenarios are in meeting their goals. A CSDM system,
therefore, needs automated agents that:

· store, manage, access, analyze, and display data,

· store, manage, access, execute, analyze, and display models,
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· evaluate, compare, and display differences between competing scenarios; and

· coordinate, facilitate, and document the decision making process.

By structuring the CSDM as a "society of decision making" we can develop conceptual
models for specific CSDM systems by defining a network of interacting human and automated
agents. Furthermore, these models would provide a relatively straight forward path to
implementation through the design and construction of automated intelligent agents (Edmonds
et al., 1994). Note that the rudiments of this approach exists in the CSDM literature.
Armstrong (1994) discusses the need for agency in the design of CSDM user interfaces and
user communication technologies and Armstrong's (1993) trace function is analogous to
Minski's k-line.

A Conceptual CSDM Model for Ecosystem Management in the Cache River Watershed

Differences in the way human, biological and physical subsystems behave through time and
space presents a significant challenge that must be addressed if CSDM is to be applied to
ecological problems. For our Cache River watershed example we can envision three classes of
human agents that represent farmers, conservationists, and regional economists. In addition,
automated agents will be needed that: 1) link policy to changes in land use pattern; 2) calculate
the economic impact of these changes on farm income and the regional economy; 3) simulate
the flow of water and sediment through the watershed; and 4) simulate the long term response
of the cypress/tupelo swamp to changing hydrologic conditions. Emerging technologies that
may prove useful in the implementation of this hypothetical system include: agent-oriented
programming (Shoman, 1993; Anderson and Evans, 1994), modelbase management (Bennett,
1994), scientific visualization, genetic algorithms (Dibble and Densham, 1993), and
distributed/parallel processing (Armstrong and Densham, 1992).

Consider, for example, a ring of workstations (distributed processing), one workstation for
each decision making agency, and a central workstation the provides a forum for debate and
compromise. Each agency submits potential solutions to this forum, or takes out contributions
from other agencies that it believes can be modified to help further their goals. This "debate"
machine could store and manage commonly held resources such as data and models. Agencies
would work in parallel, somewhat in isolation but collaborating with other agencies through
the central "debate" machine and through inter-agency communication utilities (implemented
as automated intelligent agents that coordinate and facilitate the use of white board and
message posting technologies). Each agency would have an agenda (i.e. a set of objectives) that
can, in part, be evaluated as a set of metrics that they are trying to maximize or minimize (e.g.
multiple objective functions). This agenda could be modified as new information is provided or
alliances emerge between collaborating agencies. An agency's agenda would be considered met
when all metrics fall within a predefined range.

The consensus building process would begin when agencies select initial solutions. Each
agency would then request automated agents to: 1) calculate all metrics relevant to all groups
and then contribute this knowledge to a collective pool (cooperative system); or 2) calculate
just those metrics important to itself (uncooperative system). Some of these metrics would be
derived from the simulation of spatial processes. Differences in spatial and temporal scale that
exist among these processes must be reconciled by "coordinating agents" that are part of a
larger agency of modelbase managers. Note that the way in which this coordination occurs is
an important topic for future research. Through an iterative process initial solutions evolve to
more acceptable states. This process could proceed through a generate and test approach or,
conceivably, feasible solutions could evolve through the application of genetic algorithms (see
e.g. Dibble and Densham, 1993). Scientific visualization could enhance the users ability to
perform quick qualitative assessments of the impacts that management scenarios have on the
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ecosystem and it could improve inter-agency communication At an even higher level of agent
complexity we could envision broker-agents that analyze potential solutions and recommend
options, data, and models to agencies that may be able to make use of them. This would
require machine learning to develop associations between specific modifications and
concomitant outcomes (i.e. a broker-agent learns inductively about what works for what
situations and acts in an unbiased manner to provide that knowledge to individual groups).

Conclusions

The CSDM model is well suited to ecological problem solving because of the need for
compromise and consensus building. The implementation of a system capable of supporting
CSDM could be as straightforward as electronic conferencing that provides a WYSIWIS (What
You See Is What I See) environment for sharing maps, tables and graphs or, in theory, as
complex as the virtual world described above. While WYSIWIS technology exist and can be
implemented today, to develop more sophisticated CSDM we must extend our knowledge of
group decision making processes, applicable enabling technologies, and in some cases, the
systems that we are trying to manage.
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Applying Collaborative Production Approaches to GIS Data Collection and
Electronic Chart Production
David J. Coleman and Rupert Brooks
Department of Geodesy and Geomatics Engineering
University of New Brunswick
Fredericton, N.B., CANADA

1. Introduction

Digital mapping and charting processes have traditionally been sequential in nature and were
originally designed in an environment where work was completed in a single location. As
contract production became more prevalent, this system was extended to permit shipping of
the source materials between locations via courier. Until recently, wide-area
telecommunication services were regarded as being too slow, complicated and expensive to be
considered seriously in support of inter-office workflow and production processes.

Recent developments in spatial data processing and broadband data communications may
provide users hundreds of miles apart with access to the same equipment and data at -- in
some cases -- comparable levels of performance. When considered in combination with
emerging groupware products and new approaches to computer-supported cooperative work
(CSCW), these developments may offer a new approach to the collaborative production of
digital maps and nautical charts -- enabling some processes to be conducted concurrently
rather than sequentially.

This paper introduces the rationale and activities involved in research efforts now underway in
applying collaborative production technologies and groupware tools to selected problems in
digital data production, quality control and distribution. After describing some of the problems
and concepts under examination, the authors conclude with a brief description of the research
currently underway.

2. Communications Issues in Digital Mapping and Charting

Digital mapping and charting production cycles contain many potential bottlenecks which
may delay the final delivery of data to customers. From field data collection and original
production through inspection, correction, initial distribution and recurrent updating, the
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process is largely sequential in nature [Coleman and McLaughlin, 1988]. While intended to
produce a reliable product as quickly as possible, the data handling processes involved were
originally designed in an environment where work was completed in a single location and
complete sets of source materials were shipped in bulk from one unit to another -- usually in
the same building.

As contract production has become more prevalent in government digital mapping and charting
programs in Canada, this "process" has been extended to permit shipping of the source
materials between locations -- either across town or even across the country. Until recently,
the materials were typically shipped by courier, since the bulk transfer of digital spatial data
files via telecommunication networks has been regarded as being either too slow, too
expensive, too complicated or too untrustworthy for routine use ([Craig et al., 1991,] [Newton
et al., 1992]).

Situations are increasingly arising where the data is collected by a supplier in one location,
checked by staff in a different city, returned to the supplier (or perhaps even the field crew)
for correction or verification, returned to the central office and then distributed to suppliers in
various centres (from [Coleman, 1994b]. Depending on the situation, source materials
associated with each chart may travel tens, hundreds or even thousands of kilometres during
the various production, distribution and updating processes. This is happening at a time when
digital map and chart providers are under increasing pressure to bring their original and
updated products to market in shorter time frames than ever before.

Recent developments in computer hardware technology and broadband data communications
promise to change this situation, with new higher-speed communication services providing
users hundreds of miles apart with access to the same equipment and data at -- in some cases -
- comparable levels of performance [Coleman, 1994a]. These new services offer promise to
individual users who may wish to use wide-area networks to display, manipulate and transfer
large data files stored on remote systems. As well, these services may offer a new approach to
the collaborative production of digital maps and charts -- enabling some processes to be
conducted concurrently rather than sequentially.

3. Collaborative Production and Computer Supported Cooperative Work (CSCW)

Hardware, software and procedures to support collaborative production -- or, more
specifically, computer-supported cooperative work (CSCW) -- have been discussed for more
than thirty years (e.g., [Englebart, 1963], [Chapanis, 1975]). Particularly since the advent of
computer networks, CSCW research has accelerated and a number of researchers have
attempted to place these developments in some kind of framework (e.g., [Licklider et al.,
1978]; [Grief et al., 1985]). CSCW has now reached the level of notoriety where collections of
proceedings are available on the subject (e.g., [Baecker, 1993]; [Coleman, 1993]). In the
corporate world, shared access to corporate resources and innovative new approaches to
collaborative production using "groupware" tools like Lotus Notes(TM) are now being
investigated [Marshak, 1993]. Significantly, behavioral research into the social and
organizational interactions between members of a workgroup (e.g., [McGrath, 1984]) is now
being applied in a corporate network setting ([Grudin, 1990], [Sproull et al., 1991]).

Whether we are dealing with operations in a single location (i.e., on a local area network) or
multiple locations (i.e., across a WAN or LAN interconnect service), improving production
throughput times will depend in large part on three things:

1. shortening the "production float" -- the transportation, storage, handling and "sitting"
time(s) consumed when files are moved from one location (or one stage of production) to
another;
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2. streamlining existing methods or adopting alternative approaches to product
development;

3. improving communication to ensure: (a) a common understanding of the product
requirements between the producer and the inspector; and (b) that each product
ultimately meets stringent product specifications.

Collaborative production supported through broadband networks will help support (1) and
(3) immediately and -- over the longer term -- may support changes to the production
processes as well.

While authorities may disagree on the strict inclusion of electronic mail as being a form of
"groupware", it is clear that e-mail has already made a major contribution to facilitating
production by improving communications within and between "wired" workgroups in many
organizations. However, collaborative production supported through broadband networks
depends on more than just electronic mail. Specifically:

· Such a concept implies the use of a shared "database" or collection of files, and should
permit the definition of group members' roles, task status reporting & tracking, and
gateways to electronic mail and other sources of data.

· Such systems should permit the organization of correspondence, comments, reports, etc.
associated with a project or product and should support the management of multiple
versions of objects (e.g., images, vector-based charts, video and sound).

· Finally, preliminary research has already indicated that such systems should give two or
more remote users the capability to simultaneously view the same file, modify or add
comments to specific entities where necessary, and communicate via voice, video and/or
e-mail while making these changes [Coleman, 1994b].

The development and implementation of such capabilities will be predicated on an integrated
collection of tools and functions which might include the following:

· Mail, audio and perhaps even desktop video communication between Inspector,
Production Supervisor(s) and technician(s);

· High-speed file transfer between production, inspection and distribution facilities;

· Network management tools which permit the access and viewing of files stored on remote
servers/networks (mostly available already through tools like NFS and AFS);

· Simultaneous viewing and manipulation of the same file by two or more different users in
different locations;

· Electronic "Markup" of entities requiring further attention either during individual or
"shared" sessions (i.e., analogous to attaching "post-it" notes or comments to a hardcopy
map sheet);

· Software which enables two users to share control of the same workstation; i.e.,
controlling the workstation of a remote user and seeing what that user sees.

Many of these capabilities already exist in some form from a variety of hardware and software
vendors. However: (1) the level of integration is low -- individual capabilities are scattered
among a wide variety of packages; (2) they have not been customized to meet the specific
needs of users in digital mapping and charting environments; and (3) the performance and
limitations of these tools in geomatics applications across wide-area networks is still to be
determined.
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4. Research Program Objectives and Components

Research now underway by the Geographical Engineering Group at the University of New
Brunswick is re-examining the requirements of selected digital map and nautical chart
production, quality control and updating processes as mapping organizations and their
suppliers take fuller advantage of forthcoming broadband communications technology. The
overall research program includes the following stages:

1. Preliminary research (now underway) which: (a) examines the characteristics, strengths
and weaknesses of existing sequential production models; (b) develops a prototype
collaborative production model (or models) for digital map and chart production in self-
contained and distributed operational environments; and (c) identifies hardware-,
software- and operational constraints to collaborative production;

2. Specification and development of prototype software which enables collaborative
production, inspection and correction of digitized chart files in a wide-area network
environment;

3. Performance testing of these software packages across a broadband, wide-area network
service (in comparison with stand-alone and LAN-based systems) to begin identifying
optimal approaches to collaborative production and delivery;

4. Identification and classification of collaborative production tasks which: (a) absolutely
require broadband connection to be carried out; (b) may be acceptably completed across
lower-speed services now enjoying widespread usage; and/or (c) those which may be
temporarily redesigned to be handled on lower-speed links; and

Stages 1 and 2 are now underway. Individual components of this research are currently being
supported by the Natural Sciences and Engineering Research Council of Canada (NSERC), the
Atlantic Canada Opportunities Agency (ACOA), The Champlain Institute, as well as a
variety of private firms.

5. Collaboration with Industry and Government Programs

Early research in two projects (still underway as of August 1995) has provided valuable input
to date. These two projects are described briefly below.

ChartNet

The ChartNet Project is a multi-million dollar effort entailing the development and integration
of a suite of software packages to permit the collaborative production, inspection,
management and distribution of electronic nautical charts across broadband communication
networks [Coleman, 1994c]. Led by Nautical Data International of St. John's, Newfoundland,
the team involved in the development of ChartNet Stage 1 included Compusult Ltd., Universal
Systems Ltd., ORACLE Canada, IDON Corporation, the Canadian Hydrographic Service
(CHS), Environment Canada, the Canada Centre for Marine Communications and the
University of New Brunswick.

The first stage of the ChartNet project focused largely on developing and implementing a more
data-driven approach to electronic chart compilation and management. However, as part of
this stage, Universal Systems Ltd. did develop a special electronic whiteboard module for its
CARIS GIS software. This module provides separate users on the same LAN or WAN the
ability to view the same GIS graphics file simultaneously for purposes of joint markup and
comment. Rather than simply viewing the same static image, the users can share (or, rather,
trade) control of the display and tracking functions in order to permit zooming and panning to



52

specific portions of the vector digital map image. While only one user holds control over final
edit or revision, both users may "mark" specific features or items of interest on the display for
further review or comment. This software module is now installed and undergoing advanced
testing at the offices of Nautical Data International in St. John's and at CHS Headquarters in
Ottawa.

Quality Control in NBGIC Topological Structuring Project

The New Brunswick Geographic Information Corporation (NBGIC) is committed to bringing
its entire province-wide 1:10,000 digital mapping coverage to a common level of topological
structuring and consistency during the 1995/96 government fiscal year. Rather than performing
the work in-house, the residual editing and substantial re-processing involved will be
completed through a series of production contracts to GIS service firms. In addition, all
processing, file inspection and verification activities comprising the Project's Quality Control
are being contracted to a separate independent consulting firm.

There are very stringent penalty clauses associated with late delivery of the files from both the
contractors to the Inspector, and from the Inspector to NBGIC. With over 1800 separate files
to be received, inspected, assessed and either approved or passed back to one of the
contractors for re-work, the prospects of encountering delays due to disorganized handling,
learning-curve difficulties, poor inter-organization communications or unnecessary duplication
of effort are significant.

The conventional workflow and handling procedures developed for this project are based in
part on a previous province-wide effort involving inspection and correction of DTM coverage.
While this project is now underway, members of the Research team have been examining
procedures with a view to streamlining (or even totally redefining) selected processes which
could be handled within single LAN, over a proprietary LAN-Interconnect service or across
the Internet.

Preliminary findings indicate that many of the workflow improvements may be achieved
through the use of a shared server, improved file "check-in/checkout" procedures, and a
common project bulletin board. Enhanced WWW and Lotus Notes server -based systems are
both being investigated over the coming year and findings will be reported in a future paper.

6. Concluding Remarks

While groupware products and CSCW approaches clearly represent a significant advancement
in the larger industrial community, their effective application to problems in geomatics data
collection and management requires further study and testing. Further research into
collaborative production in GIS could have a significant impact on the streamlining or even
outright redefinition of future production, quality control and updating activities in major
mapping and charting organizations around the world. By examining the re-engineering of
generic mapping processes to take advantage of new broadband communications services, such
investigations tie together current developments and interest in geographic information
systems, broadband communications and spatial data infrastructure.
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Introduction

Cellular communications is a highly fertile subject matter domain for the study of Collaborative Spatial Decision-making
(CSDM) processes. The Cellular industry has both sophisticated spatial analysis requirements and, in general, large and
complex organizational structures. These factors, combined with a highly developed computing and communications
infrastructure, create an environment where CSDM can have a significant business impact. The goal of our work is to
assess the potential benefit that techniques from collaborative work can contribute to our existing spatial analysis
environment.

This paper will outline a task model for CSDM in Cellular network management, and present a software environment of
existing spatial databases and associated applications that can serve as a starting point for the creation of ’cellular
groupware’ for spatial decision-making. While the emphasis is on the problem domain, strategies to create group based
spatial decision tools are suggested as a result of our initial experience.

Spatial Decision-making in Cellular Communications

Where is the greatest demand for cellular service? How will radio signals behave in different geographies? Where should
new technologies or services be deployed to maximize their cost-effectiveness? These are examples of the types of
questions commonly encountered in the cellular industry. To answer these questions, telecommunications companies are
making increasing use of GIS and spatial decision support systems (Ding et al, 1995). While these tools have contributed
significantly to individual productivity, they have not been used to foster collaborative problem solving or increase
organizational learning.

Almost every facet of building and operating a cellular network depends on a spatial decision process. Planners need to
know where, when, and how much subscribers will use their phones so that they can determine how capacity should be
distributed across a service area. Marketing departments need to know both where service is offered, and who within that
service area is likely to be a potential subscriber. Engineers must model potential network configurations to insure that the
appropriate signal quality is provided to areas identified by planners. The illustration below is a generalized view of the
functional organizations responsible for operating the network, and the primary flow of information among them.

Obviously, the organization encompasses a broad range of spatial decision problems which no single GIS application can
support. Individual departments, such as engineering, represent large-scale work environments in their own right. The
engineering department at Nynex Mobile has over 200 engineers in a number of functional subgroups, located at multiple
offices throughout the Northeast. All departments use some type of GIS-based tools in their analysis and reporting.

Individual departments are highly independent, and tend to collect a variety of spatial data on an ad hoc basis. This data is
used to produce maps showing the distribution of some feature or the result of an analytical model. Maps are used as a
static representation of a feature, to be shown in meetings or included in a report, rather than as a dynamic model of the
decision space. The challenge for system designers is to allow decision-makers to make more effective use of spatial data
both within and between departments. Within departments, the problem is similar to other large-scale technical project
management studies



(Gronbaek et al, 1992). This case presents a conventional notion of collaborative work where individuals contribute
towards a larger group goal.

To address the use of spatial data between departments is to apply the notion of collaborative work to the exchange of
information and ideas among multiple functional groups within an organization. From a social perspective it may be
viewed as another case of individuals, in this case department managers, using collaborative methods to solve problems.
From the perspective of designing tools that allow participants to exchange ideas in a spatial context, it presents a problem
of creating generalized spatial representations of functions conducted by that department. The rest of this paper addresses
the current methods used to facilitate interdepartment spatial decision-making,

An Example Using Existing Applications

To explore the collaborative use of spatial data and analysis for the activities outlined above, we have created a software
environment from existing GIS applications. Two key objectives of the environment were to encourage the concept of a
map as dynamic workspace, and to promote a common spatial database which allows easy exchange of spatial
information among users. The architecture of the environment is shown in figure 2.

The core of the environment is the Signal Quality System (SQS), which provides the central database for spatial and
network data. SQS is primarily an engineering tool, so it contains highly detailed data on network parameters and activity.
SQS is based on a shared database which allows users to access data on the actual state of the network and create their
own views of the network. These ’cellular views’ represent a snapshot of an actual or proposed network configuration, and
are made up of both spatial and aspatial data. A cellular view has a multi-layer geographical representation composed of
both raster and vector data which are linked to relational data about individual network components. They can be
compared to other cellular views, or referenced by external applications for non-engineering purposes.





GIS applications in other departments, such as operations or regulatory, can access a common spatial database as well as
cellular views created in SQS by various users. The object of collaboration is now the cellular view, and although the
view cannot be edited by multiple users, other applications can derive new data or relate other attributes to it. The
multi-layer view can replace a map as the media for exchange of information between departments.

Advantages and Disadvantages of Using Existing Applications

The environment described above is an attempt to introduce some concepts of groupware to a spatial analysis problem by
building on existing GIS applications. This pragmatic approach satisfies the broad definition of groupware as "the
computer-based systems that support groups of people engaged in a common task (or goal) and that provide an interface
to a shared environment." (P. 40, Ellis et al., 199 1). Even though it is based on existing computing infrastructure rather
than some formal model of communication, it provides an initial
platform to experiment with further system design.

We have tried to leverage the inherent ability of maps as a communication tool to provide a starting point for the
development of CSDM support. However, simply providing a map interface does not promote collaborative work. Collab-
orative tools must promote greater interaction in actual work situations. We have attempted to do this by providing
application specific user interfaces, a user-modifiable spatial modeling environment, and easy access to data and
applications through a variety of communication protocols.

One obvious weakness in this approach is the lack of support for simultaneous interaction between workers at different
sites. Spatial data may be created and viewed by a single user from any location, but there is no capability for a user to
modify or suggest changes to another user’s data set. A WYSIWIS map editing capability where all users interactively
provide input would provide the ideal solution for this purpose. Existing applications also lack strong versioning
procedures to track various stages in the decision process. Multiple cellular views can be created and compared in user
workspaces, but no meta-data about these are maintained by the applications. Lastly, the retrieval and processing of
spatial data is still slow, and will have to be vastly improved to be useful for
interactive decision making capability.

Future directions

There is clearly room to improve the way that spatial data and analysis are utilized in the design and operation of cellular
networks. The component GIS functionality already exists or is readily available, but the systems are not designed to
support group use. Before further development can occur several issues need to be explored, including:

• Exchangeable units of data must be identified for the cellular domain. We have used the concept of the cellular
view successfully, but it is primarily an engineering concept. Is there a more generalized spatial representation
that can represent the interests of other departments?

• Group visualization tools need to be incorporated into applications, so that map representations can be viewed and
edited simultaneously.

• Spatial databases must be better integrated into the MIS infrastructure so that they are a common resource for all
functional groups.

Collaborative methods will become even more necessary as cellular operators establish national footprints over the next
several years and support organizations are distributed geographically. GIS applications are a vital component in network
management, and will have to provide some level of groupware functionality.
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Introduction

This paper discusses considerations for the development and application of collaborative
Geographic Information Systems (GIS). A collaborative GIS is a geographic information
system which has been extended from a traditional single-user tool to incorporate group
interaction with geographic data sets. A collaborative GIS provides an interactive, real-time
environment for resource managers, policy specialists, scientists, and citizen groups to debate
land allocation issues.

One approach to implementing a collaborative GIS system is to create a "GIS extension" to a
commercially available electronic meeting software package. Such a system allows meeting
participants to work individually or in groups to construct various geographic scenarios
electronically. The scenarios are collected and combined via the electronic meeting system local
area network. Implications can be modeled and discussed as scenarios are suggested. Decision
rationale for final recommendations are recorded automatically using electronic meeting
software functionality.

This paper is a collection of recommendations and observations based on experience in
prototyping collaborative GIS systems within an electronic meeting system environment.

Collaborative Spatial Decision Making Using Single-User GIS

A commercially available, single-user GIS can be a powerful tool for supporting group
deliberation on land-resource issues. A skilled technical facilitator, using a large or projected
workstation display, can assist a group in exploring various scenarios and trade-offs through
real-time GIS analyses. However, there are obstacles inherent in this approach:

· To be successful requires that the GIS technician accurately understand and interpret
comments from the group;

· Use of a single-workstation display limits meeting participants' ability to study or
highlight areas of individual concern;

· Use of a single-workstation display does not allow negotiators to discuss or build upon
solutions developed by other group members;

· Decision rationale, arrived at verbally, is difficult to retrieve for subsequent public inquiry
and regulatory review;

· The opinions of more outgoing or assertive participants may have disproportional
influence on the analysis;
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· Other barriers, such as a history of litigation, may also exist that prevent participants
from speaking openly.

The Power of Electronic Meeting Systems

In the corporate world, a practice that is growing in popularity is the use of electronic meeting
systems (EMS). An EMS is a type of Group Decision Support System (GDSS) or
"groupware" which supports electronic exchange between meeting participants. Each
participant uses an electronic input device (numeric keypad or personal computer) to submit
votes or comments. The EMS system software has a client/server LAN architecture with a file
server collecting all data generated by participants. The system summarizes participant input
for immediate display back to the group. This framework makes it possible for participants to
present their opinions or positions quickly, efficiently, and with parity. Typical activities
supported by commercially available EMS's include:

· Voting (Yes/No, Multiple Choice, 10-Point Scale, etc.)

· Issue Prioritization

· Criteria Evaluation

· Group Writing

· Electronic Brainstorming

· Project Analysis

· Surveys and Questionnaires

EMS's have been shown to enhance both productivity and efficiency in business meetings. It
is the author's position that this proven collaborative architecture offers an excellent
foundation for incorporating selected GIS capabilities for collaborative spatial exchange. The
extended system not only allows teams to share textual and numeric data, but provides the
ability to annotate, share, and analyze spatial information as well.

Considerations for Extending EMS Architecture for Spatial Exchange

The following are considerations for adding a geographic framework to the EMS environment.
Note that the recommendations given are based on experience in developing collaborative GIS
systems for same-time/same-place (face-to-face) meetings within a resource negotiation
context.

Design Considerations

Most EMS packages are designed for business meetings. Thus, the majority of EMS interfaces
have been purposefully designed to be simple and intuitive (assuming the lowest common
technical denominator for executive participants). It is important to carry this premise forward
when adding a spatial component to the EMS. The collaborative GIS developer should assume
that participants will be GIS novices and may even be unfamiliar with a computer keyboard.

A critical design objective when implementing a spatial addition to an EMS should be to create
a seamless and consistent extension to the existing software. This will minimize confusion for
novice users. Where possible, existing communications protocols and user interface
appearance should be incorporated into the new function. EMS products which support
initiation of other applications from within the EMS environment offer a convenient method
for maintaining this consistency.
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In addition, collaborative GIS extensions should reflect the most basic principles of electronic
exchange:

· simultaneous input, allowing everyone to state their position or opinion at once;

· anonymous input (if desired), which can minimize the effects of dominant personalities
and pre-established group hierarchies;

· summarized display of all input for group review; and,

· automatically generated meeting documentation, available for review at any time.

Finally, a collaborative GIS system design should have a high degree of flexibility, such that it
can be easily customized for a client's particular data set and application.

Functional Considerations

Experience in developing and customizing collaborative GIS systems for clients has resulted in
the following recommendations for a core set of spatial functionality within a collaborative
GIS framework:

· Data Import Tool--allows for importing most GIS data formats onto the collaborative
GIS platform;

· Geographic Exploration Tool--allows negotiators to interactively explore supporting data
via a simple menu interface. Data may include geographic data layers, economic statistics,
policy statements, photographs, etc. Participants customize presentation of the
geographic data to fit their own perspective (e.g., overlay selected landmarks, zoom into
particular regions, highlight areas of interest). Thus, the negotiators are no longer
dependent on GIS technicians for data review and access;

· Geographic Proposal Tool--allows for graphical submission, compilation, and tracking of
geographic proposals via annotated data layers. Each participant constructs geographic
proposals by using a computer mouse to "trace" regions on various data layers. From a
technical standpoint, each set of traced regions constitutes a data layer of digitized
polygons which graphically captures the participant's perspective or position. It is
important to emphasize that the outcome of this activity is a new GIS data layer
generated by each participant. Data layers can be combined and analyzed for immediate
display to the group. Negotiators no longer have to wait weeks for analysis results. The
implications of various scenarios can be modeled and discussed during the meeting as they
are generated.

· Geographic Prioritization Tool--makes use of electronic voting/prioritization utilities to
establish land management priorities as weighting factors for subsequent geographic
analysis and modeling. Participants first use an EMS voting application. For instance,
they might rank the importance of land characteristics or score objectives based on a
multicriteria land-use objective. The resulting combined scores from this exercise are then
applied as weighting factors for any number of GIS analysis techniques.

· Database Link to Spatial Changes--provides the capability to track decision rationale for
changes made to data layers during a negotiation session. If a database of initial issues is
available, map changes can be linked to the appropriate database record(s) to document
how each issue was addressed. A map change can be retrieved by clicking on an issue in
the database, or conversely, the prompting issue can be retrieved by clicking on an area of
the map. In addition, map changes negotiated by the group are tagged with a rationale
statement with captures the essence of the discussions leading to the decision. This
ensures that a record of decision rationale is maintained and is readily accessible for public
inquiry and regulatory review.
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· Geographic Negotiation Tool--a hybrid tool which evolved while prototyping
collaborative GIS systems. Involves the use of a whiteboard to encourage participant
interaction and collaboration. Data layers displayed on a facilitator's workstation are
projected on a whiteboard using a video display device. Then, in a method similar to the
Geographic Proposal Tool described above, participants work together to propose land-
use scenarios by interactively tracing/erasing areas with marker pens. This encourages the
group to collaborate verbally to generate a group proposal. Once the group agrees on a
proposal, the meeting facilitator captures this work by tracing the pen marks overlaying
the projected display with a mouse. A full array of analysis techniques can now be
applied to combine and analyze this data for further discussion;

· Geographic Modeling Tool--supports scenario gaming within a resource negotiation
session. This might include simulation models or quantitative models. For example,
construction of a reservoir may have profound effects on an encompassing watershed. An
interactive modeling tool would allow reservoir designers and stakeholders to experiment
with placement/capacity of the reservoir in terms of potential impacts to the surrounding
watershed habitat. Note that models incorporated into the system must be simple and
interactive. Complexity of the models must be balanced with overall meeting objectives
and limitations. Results should allow negotiators to assess high-level physical, economic,
and/or political implications without bogging the meeting down in complicated details or
excessive processing times;

· Data Export Tool--translates data back to the format of the client's database, including
generated data layers, databases, and model results.

Observations From Facilitating Collaborative GIS Sessions

The following are observations assembled from a number of collaborative GIS workshops.
Explanations for these effects and their implications to collaborative GIS development need to
be explored in greater detail.

· A common facilitation error is to over use the electronic exchange mechanisms. For
example, often there is a tendency to assume that the collaborative GIS tools will produce
the "answer". Though the tools may make the negotiation session more efficient or
effective, no solution is ever achieved without good old-fashion verbal debate.
Collaborative GIS tools are best used as an occasional supplement to verbal debate, to
stimulate discussion and focus the group on critical issues.

· Visual cues and landmarks are critical for orienting participants to the GIS data layers.
Lack of adequate overlays showing familiar landmarks will inevitably disrupt the meeting
and cause frustration among participants.

· It appears that groups have a much lower tolerance for computer response time than is
typically acceptable for individuals working with single-workstation applications. Even
the smallest amount of dead meeting time, while processing a computation, causes
participants to become fidgety and restless. Though in our applications no single
computation took over 3 minutes, participants visibly began to lose interest as the pauses
continued to occur with each change iteration. Our meeting facilitators tried to
compensate for this effect by moving to a new issue while the previous change is
processing, or by processing changes during breaks or overnight. However, this seems to
defeat the intrinsic value of the collaborative GIS which supports reviewing and
discussing a change as it is recommended. This observation may have significance for
further development of collaborative GIS systems with resource gaming capabilities.
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· Applying and displaying a change, as it is recommended, appears to be a very significant
step in establishing group consensus. It is common for groups to modify or reverse a
decision, once they are able to view an applied change.

· The ability to individually interact directly with the data (select a coverage, zoom,
overlay landmarks, etc.) seems to strengthen participant ownership of the negotiated
results. Being able to touch the data themselves seems to give some participants a greater
sense of control of the process. Along these lines, Colorado State University Psychology
Department is currently conducting research to determine if the use of collaborative GIS
systems increases the perception of "voice" (i.e. active individual contribution) in the
resource negotiation process. Existing research in social justice indicates that increased
perceptions of voice are correlated with increased perceptions of fairness, and with
acceptance of both favorable and unfavorable process outcomes.

Opportunity for Future Development - Distributed Collaborative GIS

While the collaborative GIS systems described in this text are designed specifically for face-to-
face negotiations, a demand is growing for a similar mechanism to support remote land-
resource negotiations. For example, a land management plan may require public input from
local land managers, coordination support from regional agency representatives, and policy
input from governing bodies at the state or national level. Work needs to be done on
characterizing distributed land-resource negotiation tools. These tools would encompass many
of the capabilities of a collaborative GIS, but must be customized to operate in a distributed
mode.

Conclusions

The proven collaborative architecture of commercially-available Electronic Meeting System
software offers an excellent foundation for incorporating selected GIS capabilities for
collaborative spatial exchange. The spatially extended system not only allows teams to share
textual and numeric data, but provides the ability to annotate, share, and analyze spatial
information as well. Experience and thoughtful implementation can result in a collaborative
spatial decision support system providing an interactive, real-time environment for resource
managers, policy specialists, scientists, and citizen groups to debate land allocation issues.
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Collaborative Environmental Decision-Making: An Integrative Approach

Dr. Steven P. Frysinger
AT&T Bell Laboratories

As the complexity of our environmental management problems has increased, so has the need
to apply the information management potential of computing technology to help
environmental decision makers with the difficult choices facing them. Environmental
information systems have already taken many forms, with most based upon a relational
database foundation. Such systems have helped greatly with the day-to-day operations of
environmental management, such as chemical and hazardous waste tracking and reporting, but
they have two critical shortcomings which have prevented them from significantly improving
the lot of environmental scientists and planners tackling more strategic decisions.

Traditional environmental information systems (1) ignore the crucial spatial context of
virtually all environmental management problems, and (2) offer little or no support for the
dynamics of environmental systems. Fortunately, a relatively new category of system, called
an Environmental Decision Support System (EDSS), shows real promise in both of these
areas.

Environmental Decision Support Systems are computer systems which help humans make
environmental management decisions. They facilitate "Natural Intelligence" by making
information available to the human in a form which maximizes the effectiveness of their
cognitive decision processes.

The most effective EDSSs are focused on specific problems and decision makers. This sharp
contrast with the general purpose character of such software systems as Geographic
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Information Systems (GIS) is essential if we are to put and keep EDSSs in the hands of real
decision makers who have neither the time nor inclination to master the operational
complexities of general purpose systems. Indeed, it can be argued that most environmental
specialists are in need of computer support which provides everything that they need, but
only what they need.

The development of environmental policies and generation of environmental management
decisions is currently, to a large extent, an "over the counter" operation. Technical specialists
are consulted by policy and decision makers (who may or may not have a technical
background), to assist in gathering information and exploring scenarios. Because of the
inaccessibility of data and modeling tools, decision makers must consult with their technical
support personnel with each new question, a time-consuming and inefficient process. Since
environmental decisions typically involve at least two parties (e.g. the regulator and the
regulated), this process is further degraded by traditional non-interactive technical negotiating
methods.

If the data and analytical tools could be placed within reach of the decision makers, they
would be able to consult them more readily, and would therefore be more likely to base their
decisions upon a technical foundation. Negotiating parties could collaborate on the refinement
of modeling assumptions and approaches, encouraging the development of a mutually-
agreeable compromise among technical alternatives. This is the premier reason why
Environmental Decision Support Systems, of a sort described in part herein, are necessary if
we are to achieve a higher quality in our environmental management decisions and obtain more
protection with our finite resources.

The focused nature of EDSSs dictates a software architecture which facilitates the
development of sibling systems embracing different decision problems with an essentially
common user and data interface. Environmental Decision Support Systems address a problem
domain of remarkable breadth. The character of environmental decisions, and the fundamental
issues surrounding them, are central to the design of a successful EDSS.

To understand environmental management decisions, we must first identify the decision
makers. The stereotypical image of an environmental manager is a technically trained agent of a
governmental regulatory body, and many decision makers indeed fit this description.
However, these individuals also have their counterparts in the regulated arena (such as
industrial environmental engineers). Furthermore, critical environmental decisions are made in
the context of policy formation, and therefore involve both elected and appointed officials, as
well as the members of the public whom they represent. Naturally, the level of expertise these
individuals possess in any given technical area is highly variable. Nonetheless, all of them can
and do make critical environmental decisions; it is therefore incumbent upon the toolbuilders -
including EDSS architects - to craft systems and processes which help to bridge the gap
between technical expertise and the decision maker, so that the benefits of this expertise may
be realized.

Environmental decision makers are clearly a diverse group of people faced with a diverse
group of problems. The breadth of their problem domain, in fact, defines the need for eclectic
individuals with tools to match. The diversity of these characteristics of the problem domain
make effective environmental decision support extremely challenging.

Because of these factors, it is not practical to contemplate a generic decision framework for
environmental management. Even if it were possible to capture all of the elements necessary to
consider the great variety of decisions to be undertaken, the system so built would be virtually
unusable. The environmental manager is already confronted with a vastly complex problem
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space; one of the first jobs of the decision support system is to simplify this space, offering
them everything that they need to make the decision at hand - but only those things.

Therefore, while our definition of EDSS includes the integration of multiple supporting
technologies (such as modeling and GIS), we further restrict this definition to stipulate that
EDSSs are focused on a particular decision problem and decision maker. Thus, they are not
general purpose tools with which anything can be done (if only you knew how to do it).
Rather, they are particularly tailored to the problem facing the analyst, and offer a user
interface which is optimized for this problem.

The focused nature of such EDSSs improves the user's interface to the computer system,
allowing the user to concentrate on the problem at hand and the information and tools needed
to solve it. It also dictates a software architecture that facilitates the development of sibling
systems embracing different decision problems with an essentially common user and data
interface (Frysinger et al 1993a, Frysinger et al 1993b, Frysinger 1995). Such a family of
focused EDSS siblings offers user interface simplicity, in that the siblings share interaction
style, organization, and fundamental approaches (where appropriate), while maintaining the
focus each sibling has on its particular decision problem.

Environmental management is fundamentally about risk. Risk, in turn, may be regarded as the
probability that an adverse outcome will occur in persons exposed to a hazard (Paustenbach
1989). The hazards in question may relate to the threat of loss or perturbation of portions of
our natural environment - ecological risk - or to (more direct) threats to human health and
quality of life. Risks may be described in terms of several other properties or characteristics
besides the human/ecological dichotomy. Risks may be occupational or visited upon the
population at large, and they may be voluntary or involuntary. They may be short-term or
long-lasting, and may occur frequently or rarely. They may arise from natural causes or as a
result of human actions, and their consequences may include injury, illness, or death, to name a
few. Naturally, such categories only represent points on a continuum; some risks are more
voluntary than others, for example. Many environmental management actions are taken
without explicit consideration of risk.

For example, efforts to preserve open space in the course of land use planning rarely involve
explicit discussion of the health or ecological risks associated with development. But the very
fact that these actions are elected implies some concern for the consequences of not acting.
The individuals exerting themselves toward such ends may not have an understanding of the
currency of risk assessment, and may be ill-prepared to discuss, much less quantify, the
particular variables of the issue. Nonetheless, they are acting in response to an intuitive sense
that there is some risk which ought to be mitigated. Environmental Decision Support Systems
have considerable potential to help these decision makers to more rigorously account for the
risks associated with the decision problem at hand by providing them with tools and
information, as well as expertise integrated into the design of the system.

The focused approach to EDSS design advocated here dictates the use of a human factors
engineering technique, called task analysis, to support the specification of a particular EDSS
for a particular problem.

As defined in the human factors community, "...task analysis breaks down and evaluates a
human function in terms of the abilities, skills, knowledge and attitudes required for
performance of the function" (Bailey 1982). The EDSS designer must endeavor to understand
the decision problem, and all of the factors which must be considered in solving it. In addition,
the "social history" of the problem must be understood, since there will (in general) already be
a number of different approaches to solving a given environmental management problem. For a
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system to support an analyst in arriving at a credible decision, the various competing
approaches must be considered, and possibly accommodated.

A major stumbling block in task analysis is the fact that very few individuals can accurately
explain the way in which they actually arrive at a particular decision. They can tell you how
they think they should do it, and they can often develop a post hoc analytical rationale for
their decision, but people are generally unaware of the actual process by which they make
decisions. Thus, other instruments must be used to understand the decision process, ranging
from observation and interview up through controlled experimentation to determine the
influence of different variables on decisions.

In the environmental area, this is further complicated by the fact that there are often guidelines
or regulations dictating the way in which decisions are supposed to be made about a particular
problem. These do indeed dictate certain aspects of the process, but often leave a great deal
unspecified. For example, the United States' Resource Conservation and Recovery Act
(RCRA) requires that a waste facility be monitored by a network including at least one
upgradient and three downgradient wells in order to assure that no hazard to the public health
results from the facility. However, though the legislature was specific about this detail, they
made little effort to assist the manager in deciding where or how many (above four) wells are
to be installed. Furthermore, the language of the act would suggest that certainty is required
with respect to the detection of leaks, though no reasonable person would argue that this is
either theoretically or economically achievable. Considerable interest has been shown in
computer-based quantitative decision support for this problem (Frysinger et al 1992,
Frysinger and Parsons 1992).
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System Design Methodologies To Support Collaborative Spatial Decision-
Making

Francois Golay
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1. Context and Summary

The new NCGIA initiative 17 addresses Collaborative Spatial Decision-Making (CSDM), and
relies principally on "identifying impediments to the development of [...] decision-making
environments." It is also recognized that "the primary determining factor of collaborative
decision support systems is the nature of the decision problems [...]."

These assertions lead us to argue that the spatial character of decision-making is not so special
for CSDM as the type of activities to which CSDM applies. As was recently asserted in
(Golay and Nyerges 1994) , we consider that land management, including water resources
management, land use planning and management, waste management, transportation planning,
and environmental impact studies, is a key domain for which decision-making is
simultaneously collaborative and spatial. Land management is collaborative because it involves
numerous people and organizations, and it is spatial because of the key role of the territory as
an integrating factor. Therefore, although CSDM could also apply to other activities, we will
narrow the scope of our reflection to land management activities.

This position paper will firstly show the dangers that could arise from considering decision-
making as a purely rational process achieved by a "free individual" (the mechanistic point of
view), and from ignoring the reshaping role of the organization of which the decision-maker is
part (section 2).

As a consequence of this assertion, we have to inscribe a decision-making process within a
mechanism to bring to actors within an organization a pertinent institutional knowledge. This
shared knowledge is usually called "distributed cognition" (section 3).

But what is the organizational context of land management?  Do we have to consider the land-
planning authority ? Or the transportation planning authority?  At the city or at the state
level?  One understands that the organization of land management is defined as flexible, mostly
informal links among groups of actors belonging to different organizations sharing land
management responsabilities within a common territory (section 4).

Unfortunately, most current system design methodologies do not fulfill the requirements of
"distributed cognition support systems". The shortcomings of current methodologies and
some new methodological trends pertinent to CSDM support system design are described in
section 5.

As a conclusion, some issues deserving further research are suggested (section 6).
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2. From a mechanistic to an organizational view of decision-making

Wilson & Wilson (1994) suggest an insightful critical review of the classical decision-making
paradigm of Simon (1960), in the light of the more recent organization theory (Mintzberg 1985
for example). It is argued that Simon's classical model of "an heuristic search through a
problem or possibility space undertaken by a socially isolated individual" reinforces the
mechanistic image of some decision-maker(s) being in control of the organization. It neglects,
however, the fact that the organization can act without any manager's decision! From this
point of view, the organization has a reshaping, redefining role on managerial decisions, so
organizational actions cannot be seen as their pure outcome.

Conversely, the filtration of the contextual information through the representation of facts in
the problem space could prevent managers from responding adequately and creatively to the
actual situation. In other words, the reductionism of the approach implies the loss of criticism
on the part of decision-makers.

To improve this situation, Wilson & Wilson (1994) suggest a "reflexive learning" approach to
decision-making, where the purposefulness of suggested decisions should always be
questioned and verified through a critical review within the organization. (Etzioni 1989)
suggests, under the name of "humble decision-making", the conscious use of classic decision-
making heuristics to prevent reductionism.

The suggested "organizational view" of decision-making does not imply, however, that an
organization would itself be able to make decisions. "Organizations do not think or learn,
people do" (Simon 1991) . But the ultimate goal is to create a decision-making environment in
which organizational members can regard and understand the organization in new ways
(Wilson and Wilson 1994) .

3. Distributed cognition to support decision-making

Some authors define this "added value" by the organization to individual cognition as
"distributed cognition". "Organizational cognition is a distributed cognition" (Boland, Tenkrasi
et al. 1994) . (Norman 1994) asserts that distributed cognition provides "situation awareness"
among members of an organization. Distributed cognition is more precisely defined by Boland
as "the process whereby individuals who act autonomously within a decision domain make
interpretations of their situation and exchange them with others with whom they have
interdependencies so that each may act with an understanding of their own situation and that
of others."

Distributed cognition is based on "rich representations" made by individuals through a
synergetic combination of action, dialogue and self-reflexion. This process is called by Boland
"hermeneutic inquiry". It allows an individual to acquire a better global understanding of the
world through an interplay known as the hermeneutic circle. It relies on social interaction,
which is a very effective way of learning (Golay and Nyerges 1994) .

In a system to support distributed cognition, the focus should not be on the individual as a
decision-maker, but on the individual as a conversation maker (Boland, Tenkrasi et al. 1994) .
It should support the ongoing sense-making dialog among organization members. We could
suggest that, at the cognition level, a "Distributed Cognition Support System" is to a Decision
Support System what, at the information level, an Information System is to Information
Processing:
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Information-oriented Cognition-oriented

Individual Information Processing Decision SS

Organizational Information System Distributed Cognition SS

An information system allows the members of an organization to share information that can be
processed and aggregated by an individual, whereas a Distributed Cognition Support System
allows the members of an organization to share cognition that could be enhanced and
appropriated by a Decision Support System.

We have to point out that, in this paradigm, "Small-group decision-making" has, in its classic
sense, to be classified as a Decision Support System, and not as a Distributed Cognition
Support System. Its aim is actually to support discrete group decisions, and not the
continuous sense-making process (Boland, Tenkrasi et al. 1994) . But where should we
classify CSDM support systems?

4. Organizational context of land management activities

The two above sections (2 and 3) have referred to an abstract "organization". This is not
problematic at all for most fields of activity: a financial company, a transportation firm, a tax
administration, etc. But what is the organizational context of land management ?

Land management activities are shared by numerous different organizations acting within one
unique territory. This territory is source of many causal relations among (spatial) entities
(Prlaz-Droux 1995) . As an example, rain falling on a street flows to the next sewer pipe, so
that transportation planning has to be coordinated with utility planning ("Coordination is
managing dependencies between activities" (Malone and Crowston 1994).

One can thus easily understand that the organization of land management is not a fixed one,
but is defined (and constantly redefined) as flexible, mostly informal links among groups of
actors belonging to different organizations sharing the responsibility of land management
within a common territory. These groups of actors, however, can be seen as some type of
cross-institutional organizations, to which the organization theory should fully apply (Pornon
1995) . They can particularly be considered as "a Community of inquirers, or a recognized
group [...], for whom the evolving image of contingent truths is significant" (Boland, Tenkrasi
et al. 1994) ; in other (and more simple) words: the distributed cognition paradigm applies.

If land management activities have to be coordinated, this coordination is often conflictual, due
to the different world-views and values of land managers (Golay and Nyerges 1994) .
Therefore, negotiation mechanisms (Jelassi and Foroughi 1989) have to be used to bring them
to cooperate. Can a negotiation support system be classified as a Distributed cognition
support system? The importance of effective social interaction within the negotiation process
hints at a positive answer. And is a negotiation process CSDM?

5. Methodological consequences for CSDM

As was asserted in (Golay and Nyerges 1994) , most current information system design
methods (as for example Information Engineering (Martin 1989) or Merise (Tabourier 1986) )
suffer from several gaps related to their lack of social and behavioral science roots. These
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methods do not deal very well with dispatching roles between actors and machine. They are
also highly normative, and therefore have little flexibility for dealing with human
purposefulness (Wilson and Wilson 1994).

These gaps are especially critical for the design of systems such as Spatial Decision Support
Systems, Distributed Cognition Support Systems or CSDM Support Systems, because of the
highly social context in which they are generally used.

Some authors have already suggested new approaches to design computer systems matching
those requirements: (Rasmussen, Mark Pejtersen et al. 1990) suggest a highly flexible design
process aiming to associate agents of the organization to cognitive tasks to be done. (Turk
1992) proposes a Cognitive Ergonomics Analysis Methodology where cognitive task
allocation between users and software plays a central role. (Zachary 1988) proposes a design
method for Decision Support Systems which emphasizes the role of the human decision-
maker; this method facilitates the application of naturalistic decision processes by the human
expert and entrusts the machine with the information processing tasks for which the human
brain is limited. Finally, (Boland, Tenkrasi et al. 1994) proposes designing principles for
information technology supporting distributed cognition, which rely on a strong epistemology
of cognition, sociology and decision-making.

However, we do not have any clue as to which method to use for which type of problem or
system. When should we promote an approach based on the paradigm of distributed
cognition? And when an approach based on the paradigm of decision-making?

6. Some issues for further research

From my point of view, a research program on this issue should be based on a typology of
CSDM scenarios. The appropriateness of each method could then be tested on each scenario.
Finally, an suitability matrix could be built, and further developments decided upon in order to
fill in eventual gaps in the matrix.

Another problem with land management applications of CSDM is to determine the
organizational extent of the system. Should a system be designed for one activity? For one
organization? For one part of the territory? And how to cope with the causal relations going
across the thematic, organizational or spatial limits of the system?

Finally, the interactive tools necessary to support social interaction for CSDM should be
identified and designed. Among other such tools, we might mention interactive sketching to
support map design through social interaction.
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Abstract. The central task in practical problem solving is to identify and choose among alterative courses of action. Computer science
has failed to provide adequate tools for supporting rational, effective and fair decision-making under the conditions which usually
prevail. Especially, computer science has yet to develop models of rational decision-making in groups which adequately take into
consideration resource limitations or conflicts of interest and opinion. This paper provides an informal overview of Zeno, a mediating
system for supporting discussion, argumentation and decision-making in groups, which explicitly takes these considerations into
account. Also, a new subfield of computer science is proposed, "computational dialectics". whose subject matter is computational
models of norms for rational discourse. Zeno is a contribution to this field, based on the thesis that rationality can best be understood
as theory construction regulated by discourse norms.

Now is the time to shift our view of computers from communications medium to
negotiation medium, from knowledge processing to interest processing.

Carl Adam Petri

1. GEOMED

GEOMED-F is a half year European feasibility project on Geographical Mediation. As a result of this feasibility study, a proposal for
a longer term project, GEOMED, is now being submitted. In addition to academic and industrial partners, GEOMED includes four
partners who create, disseminate and use geographical information in planning procedures: the cities of Tilburg and Bonn, the region
of Tuscany, and the Technical Chamber of Greece.

An analysis of these users needs and requirements has shown that a wide variety of planning tasks at the community, regional and
state level require access to geographical information of the kind typically represented in maps. The first goal of the GEOMED project
is to apply advanced telematics technology to improve the accessibility of geographical information in heterogeneous, distributed GIS
systems. Meta-data about the information available in these distributed GIS systems will be used to aid retrieval. Heterogeneous GIS
systems will be made interoperable by using converters between proprietary GIS data formats and existing and emerging international
standard formats. By "wrapping" basic GIS operations in a common interface, users will be able to access, view and manipulate maps
on GIS servers from within email messages and hypermedia browsers.

The quality and acceptability of geographical planning decisions depends not only on the availability and distribution of accurate
information, but also on the fairness and openness of the planning procedure. When planning the path of a high-speed train system
through communities and natural spaces, or the location of site for storing hazardous wastes, for example, the interests and
perspectives of the affected communities and citizens, the responsible regional or federal governments, environmental
protection groups and industry representatives are likely to be in conflict. Involving representatives of these diverse interests in
the planning process, at the earliest possible stage, can facilitate not only a better, higher quality plan, but also a plan more
likely to be accepted by the affected communities, helping to avoid long, expensive delays or even legal battles.

Telematics technology has the potential to dramatically reduce the costs of mediation, while at the same time increasing the
opportunities for affected organizations and persons to participate in the process. The goal is to make the "information highway"
a two-way street. Not only should citizens have improved access to information, they should also have improved opportunities
to contribute information and participate in politicial processes.

The GEOMED system will provide information, documentation and mediation services:

1. The information services will provide efficient and cost-effective access to geographical information in distributed GIS
databases, over wide-area networks. This would include services for finding relevant GIS data, converting proprietary GIS data
to standard formats for data interchange, as well as ways of viewing and browsing GIS data from within general purpose
electronic mail, conferencing systems, and hypermedia systems, such as the World Wide Web.



2. The documentation services will provide a "shared workspace" for storing and retrieving documents and messages related to
particular geographical planning projects. This would provide a convenient way for ordinary users to add information to the
hyperspace of documents available on the network. Security and privacy concerns would be addressed here.

3. The mediation services provide assistance to the human mediators of a "round table". By structuring messages, an
issue-based information system can be constructed, allowing the efficient, context sensitive, retrieval of prior messages. The
rules or "interaction protocol" of the mediation procedure will be modelled so as to assist mediators with providing support to
participants about the appropriateness of their messages.

This paper will focus on mediation services. The Zeno system described here was designed by GMD, before the GEOMED-F
project, and is currently being evaluated and redesigned by the GEOMED consortium.

2 The Rationality Crisis

The central task in practical problem solving is to identify and choose among alternative courses of action. A couple must
decide which car to buy. The designers of the Dylan programming language had to decide whether its syntax should be more
like Lisp or Algol. Volkswagen must decide whether to manufacture the new "Beetle" shown at a recent international
automobile show. The editors of the General Anzeiger had to decide whether to put the story about the burning of a housing
complex for asylum seekers on the front page or bury it near the back. The Social Democratic Party had to decide whether or
not to include an Autobahn speed limit in their platform for the upcoming election. The German parliament had to choose
between Bonn and Berlin to be the capital city of the reunited German state. The United Nations and NATO must decide
whether or not to use military force in Bosnia.

The main purpose and promise of computers and information technology is to improve the procedures for making choices of
this kind in industry, government, and other kinds of organizations and groups. The improvement may be in effectiveness,
efficiency or, when the conflicting interests of multiple parties are involved, fairness.

The different subfields of computer science contribute to this abstract goal in complementary ways. When there is perfect
information about a problem, an efficient algorithm or theorem prover may be used to compute or search for a solution. Large
data bases make a wealth of relevant information readily available. Knowledge-based systems are useful for tasks where there is
sufficient consensus  about the knowledge required and the costs of knowledge acquisition and maintenance can be amortized
over the expected life time of the system. High capacity networks and hypermedia technology are making it cheaper and easier
to disseminate and access all kinds of information, including text, sound, color graphics and video. So-called "virtual reality"
systems and other kinds of computer-simulation make it possible to explore and vividly imagine the likely effects of alternative
courses of action. Even applications as banal as word processing, spreadsheets, and electronic mail flourish in the end because
of their role in the processing and distributing information to be used in making decisions.

As useful as these technologies have been shown to be, none of them squarely confronts the problem of supporting effective,
fair and rational decision making procedures under the conditions which usually prevail. Either they only deal with a part of the
problem, such as providing access to relevant information, or they restrict their attention to special problem solving contexts
where certain simplifying assumptions, such as perfect information, can be made.

Under what conditions must decisions usually be made? Here are some of the more salient factors:

1. There is both not enough and too much information. For some parts of the problem relevant information which would
be useful for making a decision will be missing. For other parts, there will be more information than the persons
responsible for making the decision will have time to even retrieve, let alone comprehend.

2. The resources which can be applied to finding a solution are limited. Time, in particular, may be "of the essence": a
solution must be found before the issue becomes moot.

3. The expected value of the known alternative decisions is not high enough to make it cost effective to invest substantial
resources in implementing a program, knowledge base, or other kind of elaborate computer model to use in helping
make the decision.

4. However much information is available, opinions differ about its truth, relevance or value for deciding the issue.



5. Arguments can and will be made pro and contra each alternative solution.

6. Reasoning is defeasible. Whatever choice seems best at the moment, further information can cause some other
alternative to appear preferable.

7. Factual knowledge about how the world functions and its current state is not sufficient for making a decision. Value
judgments about ethical, political, legal and aesthetic factors must not only also be taken into consideration, but are
the critical issues requiring the most attention.

8. Several persons have a role to play in making the decision and will be affected by it. Conflicts of interest are inevitable;
support for negotiation and other procedures for achieving consensus and compromise are required.

9. Finally, the persons responsible for making the decision are not proficient in mathematics, logic or any other formal
methods for solving problems.

Again, this is not a worst-case characterization, but rather a fair and realistic description of the conditions under which decisions
must usually be made. Increasing awareness and acceptance of this fact, both among the general public and experts in fields
such as philosophy, jurisprudence and mathematics, has led many people to cast doubt on the whole enterprise of rationality.
Computer science is built upon a conceptualization of rationality coming increasingly under fire. Preserving a proper role and
justification for information technology will depend critically on developing the theory, methods, and applications for assisting
individuals and groups to make effective and fair decisions under ordinary circumstances.

On the theoretical front, computer science desperately needs to intensify its dialogue with the humanities, including philosophy,
law, history, literature and the arts. Effectiveness and fairness are normative concepts. The natural and engineering sciences
provide us models of how the world functions and technology for changing the world in sometimes dramatic ways, but they
address only the easier half of the general problem of making rational decisions. Knowing what can be done tells us nothing
about what should be done. It is the humanities which provides standards and methods for evaluative judgment.

Regarding methods, the metaphor of an assisting computer system, the guiding idea of the AC research program at GMD, is a
useful starting point. The mediator, moderator or arbitrator of a discussion, debate, brain-storming session, or bargaining
meeting is a kind of assistant. He or she is not a principal participant in the discussion, but rather has an ancillary function, such
as helping to assure that the speakers abide by the rules of the procedure. A mediator has little or no authority. It is neither cop
nor judge. The function of a mediating computer system is not to automatically enforce some formal, and therefore rigid, set of
procedural rules for resolving conflicts and deciding issues, but rather to advise the participants about the rules and provide
other information about the state of the proceeding.

As for applications of this idea, several mediating systems for coordinating the activities of a group have been designed and
implemented during the course of the AC program in the Computer Supported Cooperative Work (CSCW) research division of
our institute [Kreifelts, et. al., 1991; Kreifelts, et. al., 19931. These systems help groups with such tasks as scheduling
appointments and meetings, creating and monitoring plans, and guiding the flow of forms through an organization.

Zeno will be a mediating system for assisting the more generic task of discovering and choosing among alternative courses of
action. The Zeno system will be able to moderate a discussion or debate about any topic between ordinary persons with no
particular technical skills in computer science or logic. Our ambition is to develop a practical system for supporting
decision-making in groups under ordinary circumstances.

There is a trade-off between ease-of-use and functionality. Supporting deep reasoning requires complex formal logics. Ordinary
users cannot be expected to express their positions in formal languages of any kind, and the state of the art of natural language
processing has not yet reached the point where the translation to and from a suitable logic can be automated. Finding a good
trade-off between ease-of-use and expressiveness which does not require natural language processing is one of the main
problems to be addressed by Zeno. We call our current approach lazy formalization. The idea is that the participants in a
discussion are free to choose the level of formalization they deem appropriate. In fact, a speaker may use any means of
expression desired, formal or informal, textual, graphical, or multimedia. The discussion begins using a logic which is so simple
that it can be hidden completely behind an intuitive user-interface.



To give a better idea of the kind of system we have in mind, the next section describes Zeno’s current design, from the user’s
perspective. The next section is more theoretical; it discusses a proposal for a new field of computer science research, to be
called "computational dialectics", whose subject matter is computational models of norms for rational discourse. This field is
founded on a conception of rationality which, we claim, can withstand the criticism and concern of the skeptics. The final
section discusses related work.

3 A Tour of the Zeno System

The Zeno system will be configurable for different kinds of deliberations about some topic, such as brainstorming sessions,
council or board meetings, contract negotiations, design team discussions, and law suits. There will be two interfaces, one to
configure the system and another for using a particular configuration to mediate a proceeding. The first interface can be viewed
as a high-level programming language for implementing mediating systems. Compiling a program in this language generates a
mediating system for a particular type of proceeding. We will have more to say about this "programmer’s interface" later. Let us
first take a look at the interface to be used by the persons taking part in a discussion.

Figure 1 shows a mock-up of a Motif version of the main window of the Zeno application. It appears to be a cross between an
electronic mail program and a hypermedia browser, and indeed it has characteristics of both.

The "File" menu includes the usual commands for such things as opening, closing and printing documents. A Zeno document
contains references to all the messages registered with the mediator for a particular proceeding or task. To open a document, the
user must first log in to the mediator’s machine on the network, providing his or her name and password. The rights of the user
to view or send some message may depend on such factors as the type of the proceeding and the role of the user in this
proceeding. Several participants can open and modify the same document simultaneously; as messages are only added during
the discussion and never deleted, the usual synchronization problems of databases and multiuser text editors do not appear here.
However, the rules of the proceeding may have to specify when each kind of speech act is to be legally effective; e.g., at the
time it was sent or at the time of receipt by the mediator.

Instead of the usual "Save" there is a "Send" command. A user can modify the network of claims and arguments locally, playing
"what-if" games to see the effects of alternative lines of argument, before sending his contribution back to the moderator. There
will be unlimited undo and redo commands as well as a "Revert" command so as to facilitate this kind of private contemplation.

There will also be a "Save As" command for saving a local copy of the document and for exporting it to other file formats. Of
particular interest would be the possibility to export an outline of the discussion, or selected parts of it, in the native formats of
various word processing, "idea processing" and "presentation" applications. This would be quite useful for writing such things
as the "minutes" of the discussion or the justification of a decision.

just below the menu bar, in the center of the display, is the title of the proceeding, in this case "Miller vs. Smith", suggesting
this may be some kind of legal discussion. In the area below the title is a scrollable transcript of the messages which have been
registered with the mediator. These need not be all, or even most, of the messages which have been exchanged by the
participants in the proceeding. It is not intended that the Zeno system be used to replace all other forms of communication
within a group. On the contrary, it should be used primarily for those speech acts which are to have some kind of official or
binding character.

This brings us to a problem Zeno, like other CSCW applications, must deal with: How to integrate the system with the other
applications, to facilitate interoperability, data exchange and ease-of-use? Presumably most users will already be using some
other program for electronic mail. Some may not want to use another system to send messages to a mediated discussion, with
yet another set of userinterface conventions and quirks. While a complete solution to this problem will have to await the
wide-spread use of distributed object-oriented programming environments, an intermediate approach is possible for the time
being. First of all it should be possible to cut and paste data between Zeno messages and other applications, at least for the more
popular data formats. Secondly, a simple command language, along the lines of the ones used by network mailing lists, will
allow messages to be sent to the mediator using any electronic mail program.

Below the transcript in the Figure 1 is some "header" information about the message being displayed, including a short
description of the "claim" being made in the message, the name of the sender, the date and perhaps time the message was sent,
and a pointer to the message for which this message is a response. The claim can be any unique title for this message. It need
not actually be a declarative sentence, although this might be a good practice. In the example, the message claims "This map



shows where Escondido is." and is offered to support the claim of the message contributed earlier by Lynn Bild, who claimed
that "Escondido is near San Diego."

To the left of the field naming the previous message is a label showing the type of this message, in this case an argument "pro"
the claim of the other message. Although the full set of message types will be defined by the designers of a Zeno application,
there may be a few "standard" types, such as:

Agree. Used to agree with or concede some other claim.

Disagree. Used to challenge, question or deny the other claim.

Pro. A claim which, if accepted, tends to make the claim of the prior message more likely or probable.

Con. A claim which, if accepted, tends to make the claim of the prior message less likely or probable.

Alternative. Proposes another solution to the problem, or takes another position with respect to the issue.

Utility. Makes an assertion about some effect or consequence of deciding to accept the claim of the prior message. For
example, one could claim that a Porsche is a fast car, or that a Volvo is a safe car.

Relevance. Questions whether the prior message really is of the type asserted. For example, suppose Judy claims that it
will rain next Saturday and Joe then argues that this is unlikely, because he has planned a picnic for then. Rather than
arguing about whether or not he has in fact made such plans, Judy might prefer to question the relevance of his plans
to her prediction.

Refinement. Registers a claim which only becomes an issue if there is a decision to accept the claim of the other message.
For example, if it has been decided to buy a Chrysler, this kind of message can be used to propose buying a particular
model, such as a Voyager.

Comment. Can be used as a "catch-all" message type when none of the other types available seem appropriate, or when
the speaker wants to avoid the formal consequences of some other speech act. In some applications, it may also be
permitted to send comments, and perhaps other types of messages, anonymously.

To compose a message, the user selects its type from the "Argue" menu. Another name may be preferable for some
applications, so this will be configurable in the Zeno programming environment.

It might be objected that users will not want to take the trouble to label the type of their messages, or would prefer to remain
vague or ambiguous about the intended pragmatic effect of some speech act. For example, in a message to the boss criticizing
his plan to manufacture horseshoes instead of tires, one might prefer to tactfully couch the warning in the language of
admiration and support. A large, bold label of criticism might be counterproductive.

This is admittedly a problem, but not an insurmountable one. One can use the innocuous comment label in such cases. Also, as
the body of the message is subject to no formal restrictions, the user is encouraged to apply her rhetorical skills, to the best of
her ability, here.

However there is a better response to this objection. Performative speech acts are often effective only if they have the proper
form, regardless of their intended meaning. In business and government, one often has to say the magic words. There are sound
reasons for this formality. The interests of the persons affected by a decision will differ; often they are diametrically opposed.
The buyer of some product or service would like the price to be low; the seller would like it to be high. Whenever it is in the
interest of one party to speak vaguely, so as to hedge his bets by delaying the determination of the message’s performative effect
as long as possible, there is probably another party to the transaction with exactly the opposite interest, to have the matter
clarified definitely as soon as possible. Consider a letter offering to buy some product from a mail order distributor. The seller
would like the assurance that it is indeed a binding offer before sending the goods. The buyer would prefer this question to be
decided after the goods have arrived, to be able to inspect them before deciding whether or not to pay. He would like to be able
to back out of the deal by arguing that his "offer" was really only an "inquiry". Formal procedures and "bright-line" criteria for
categorizing speech acts provide the means to fairly allocate risks and responsibility in such situations. Clear conventions also



dramatically reduce the cost of doing business, by avoiding lengthy and expensive conflict resolution procedures, such as law
suits.

There is no universally optimal degree of formality, suitable for all kinds of group decision making contexts. In particular,
CSCW systems which support only informal modes of communication are biased; they cater to the special interests of only
some of the persons affected by the decisions made using the system. The aim in Zeno is remain neutral by providing a
configurable environment supporting a wide range of formality. Design choices about this and other aspects of the procedures
for making decisions in a group or organization should be made by representatives of the various interests groups affected,
through some fair political process.

Once a message has been sent, the rights and obligations of the other participants will change, depending on the rules of the
proceeding. For example, in a negotiation, an "offer" message may give some other participant the right to "accept" within 30
days. Or the posting of an issue may require position statements to be made within six months, before the issue comes up for
vote. One of the main responsibilities of the mediator is to maintain a calendar and agenda of such tasks. There are commands
for displaying these documents in the "View" menu. The calendar shows the schedule of dates and times for various activities.
One possible service of the mediator would be to remind users of deadlines. The agenda is a prioritized list of issues to be
resolved, where the criteria used to prioritize issues or tasks will depend on the application.

Returning to Figure 1, below the header information is a scrollable pane for the body of the message. In the example, this is a
color map of San Diego. Again, there are no restrictions, in principle, on the kinds of data which may be included in messages.
From the perspective of the Zeno’s formal logic, each message is a proposition. As always informal logic, the intended meaning
or interpretation of the proposition is ignored when deriving consequences and other kinds of formal properties. However, the
persons participating in the discussion will of course be quite interested in the meaning of a message, which will presumably
play a dominant role in their contemplations about how best to respond.

Propositions in Zeno are situated; they are contextually embedded in a discussion between persons taking place in time. A
proposition does not hang in the air, but is stated by a particular person at a particular time. Except of course for the opening
proposition, every statement is made in response to some other claim made in the course of a discussion. One must be careful
when carrying over arguments and claims made in one context to some other context in this or another discussion. Syntactically
equivalent claims in different branches of a discussion are not presumed to be identical.

A message may also be a compound document, consisting of a combination of graphics, text and other objects, including
hypertext links to other messages and documents. Unlike the message types discussed above, these hypertext links have no
particular semantics for the logic of the Zeno system. They may be used in any way a user sees fit and help to reduce the
"rigidity" of Zeno’s formal logic.

While we are on the topic of hypertext links: as every message except the first is a response to some other message, they form a
tree structure. The "Navigate" menu includes the usual commands, familiar from hypertext systems, for browsing this tree. For
example, the "Top" command takes the user to the first message of the proceeding; the "Up" command moves to message
responded to by the current message; and the "Next" and "Previous" commands cycle through the other responses at the same
level. To move to a lower level, there are submenus for each type of response, such as "Pro", "Con", and "Relevance".

To perhaps belabor the point: this graphical interface provides an intuitive way to express the elements required by a formal
logic (propositions and various kinds of relations between them) without requiring the use of some formal syntax.

At the bottom of the window in Figure 1 is the final pane to be discussed; it displays information about the current status of the
claim. On the left-hand side there are two sliders, showing the logical status of the claim along two dimensions. The first
dimension concerns the quality of the position, relative to the other proposed alternatives. Quality is computed using the utility
arguments which have been made for each of the alternatives. (See below.) The other dimension concerns the likelihood,
probability or feasibility of the position and is computed using the arguments pro and contra which have been made concerning
it. Of course, these sliders can not be manipulated by the user, willy-nilly, to set the value of these parameters. Rather, they are
continuously computed by the Zeno system, using a combination of theorem proving and constraint satisfaction techniques.





To the right of these two sliders is a group of buttons showing whether the claim has been accepted, rejected or yet to be
decided. The procedure for making this decision will depend on the rules of the particular type of proceeding. Common
methods include randomly selecting some alternative, using the best possible alternative computed by Zeno, voting, or granting
the responsible manager or authority discretion to decide as he or she sees fit. Notice that the quality and probability measures
computed by Zeno have only an advisory character; they may be taken into consideration by the persons responsible for making
the decision, but need not determine it. This flexibility is perfectly reasonable. After all, the system is founded on the premise
that reasoning is defeasible. The responsible person may have information which for various legitimate reasons he is unwilling
to divulge to the group and which tips the scales in favor of some other alternative. Or he may simply prefer to follow his
intuitions.

Associated with each claim are three other documents: 1) a worksheet for making and viewing claims about the relative weight
or importance of the arguments pro and contra this claim; 2) another worksheet summarizing the arguments made about the
relative utility of this claim and its alternatives; and 3) a document for recording information about the decision. This latter
document may include such things as the name and "signature" of the person making the decision, the date the decision was
made, an explanation or justification of the choice, or a tally of the votes for and against each alternative, as appropriate.

The worksheet for presenting utility arguments is shared by all alternative positions for some issue. It has two parts. The first
part is a list of utility claims which have been decided to apply to each alternative position. For example, when discussing which
car to buy, the following utility claims may have been accepted

BMW 520i. good chassis, good styling, good interior, good safety, fair fuel economy.

Mazda Xedos. good chassis, fair styling, fair interior, good safety, fair fuel economy.

Opel Omega. good chassis, good styling, good interior, good safety, fair fuel economy.

These claims could be displayed in a table, but this will not generally be the case. A utility claim may be an arbitrary
proposition about some effect of choosing the alternative; Factors or dimensions, along which the alternatives would be ranked,
need not be first be systematically identified.

The second part of the utility worksheet is a list of "constraints" about the relative values of these utility claims. In the car
buying example, the following evaluation constraints may have been accepted:

• good interior > fair interior

• good safety > good interior

• good safety > fair fuel economy

• fair interior + fair fuel economy > good safety

The main purpose of these constraints is to provide an easy, qualitative way to express and argue about preferences and value
judgments. It is not necessary here to devise factors and utility functions, let alone assign numeric values to particular
properties. Given this qualitative information, constraint satisfaction techniques can be used to rank the quality of the alternative
solutions.

In the graphical user interface, there will be some intuitive and quick way to go to the message in which it was decided to accept
some claim shown on this worksheet. For example, to find out why it was decided to believe that an Opel Omega has a good
chassis, one might be able to just double click on that property on the worksheet to begin browsing any arguments there may
have been about the quality of the chassis. This applies to the evaluation constraints as well, which are debatable just like other
claims.

It remains to discuss the "programmer's" interface for configuring Zeno for a particular kind of discussion or proceeding. Some
of these discussions will be primarily cooperative, others will be more adversarial. Other factors to consider when drafting the
rules of the procedure include its goal and purpose, the types of speech acts required, and the roles of the participants. The rules



of procedure will specify just what speech acts are permitted, obligatory or forbidden in each situation, and at what time, where
a situation consists of the messages which have already been registered with the mediator.

A configuration also needs to specify what the mediator should do in the case of a violation, or attempted violation, of the rules.
However complex the rules, situations are likely to occur which were not anticipated. One way to avoid rigidity when
configuring Zeno is to use the legal system as a model. Unlike formal systems, legal rules are not self-applying. Persons must
interpret, and reinterpret, the rules in the context of their current situation. In the worst case, a law suit may be necessary to
resolve disagreement about the meaning of the rules. In a Zeno application, this strategy could be realized by having the
mediator send a private warning to the persons affected, who would then have the option of negotiating a "settlement" or
initiating some quasi-legal procedure for resolving the conflict.

The language for defining these rules has yet to be designed. It is still unclear whether a simple and convenient graphical
user-interface will be possible for configuring Zeno. Arguably, it is not quite so important for this interface to be easy for lay
persons to use, as some small number of configurations will be adequate for most purposes. Experts could be hired to help
design and implement a custom configuration. On the other hand, it is critically important that every user be able to understand
the rules of the proceeding, so as to be able to effectively participate and decide whether or not others are "playing by the rules".

4 Computational Dialectics

Zeno is but one project in the field we call "computational dialectics". The subject matter of this field is the design and
implementation of computer systems which mediate and regulate the flow of messages between agents in distributed systems,
so as to facilitate the recognition and achievement of common goals in a rational, effective and fair way.

The term "agent" here is intentionally abstract. An agent may be a person or organization, or some computational entity, such as
a process, task or object, in the sense of object-oriented programming. In a complex, distributed system consisting of multiple
agents working together, some of the agents will be natural persons or organizations, and others will be artificial agents
implemented by programs executing on one or more computers.

The field of computational dialectics has its analytic, empirical and normative aspects. The analytical task is to develop models
of the structure of discourse and communication tuned to the task of group problem solving and decision-making. This
distinguishes the models of dialectical processes from those designed for understanding natural language. The analytical task, as
usual, consists in identifying, categorizing and analyzing the formal properties of these models along various dimensions. The
empirical aspect involves developing and testing theories of how, in fact, groups of agents use language to make decisions.
Finally, the normative aspect of the field is concerned with drafting and justifying principles and norms for regulating
communication and decision-making in groups, where individual agents may have incompatible beliefs about the world and
competing interests.

To be sure, much prior work has been done in this area, if not under this label. It is our hope and goal to bring together
researchers who have been working implicitly on this subject in the fringe of other parts of computer science, including
distributed systems, distributed artificial intelligence, nonmonotonic logic, case-based reasoning, machine learning, conflict
resolution in concurrent engineering, artificial intelligence and law, issue-based information systems and computer-supported
cooperative work. Presumably, research in computational dialectics would be more productive if the people interested in this
subject would begin to form a research community. As a first step in this direction, we have organized, together with Ronald
Loui, a workshop on computational dialectics for the Twelfth National Conference on Artificial Intelligence (AAAI-94).
Additional work is needed to reach people outside the Al community.

The thesis of the Zeno project, which represents only one position in the field of computational dialectics, is that rationality can
best be understood as a theory construction process regulated by discourse norms. The dominant conception of logic in analytical
philosophy is limited to the study of the notions of consequence and contradiction given some set of premises. It says nothing about
how the premises are or should be constructed. However, by viewing rational discourse as a process of theory construction, a strong
connection to logic is preserved. Our aim is to complement logic with norms regulating the pragmatic aspects of constructing and
using theories.



5 Related Work

Prior work of the CSCW group at GMD on coordination systems was mentioned in the introduction [Kreifelts, et. al., 1991; Kreifelts,
et. al., 19931. Again, whereas these systems support the scheduling of meetings, the monitoring of tasks and activities and the flow of
forms through an organization, Zeno mediates a discussion about the pros and cons of alternative solutions to a problem.

Several others hypertext systems have been constructed for organizing and browsing arguments, based either on the Conklin’s
Information-Based Issue Systems (IBIS) model [Conklin and Begeman, 19881 or Toulmin’s model of argument structure [Toulmin,
1958; Marshall, 1989; Schuler and Smith, 1990]. The argument structure designed for Zeno is a synthesis of ideas from these systems.
Unlike Zeno and the Pleadings Game, discussed below, these other hypertext systems do not use logical dependencies to constrain or
facilitate the further development of the discussion. The goal in Zeno is to achieve the simplicity and ease-of-use of IBIS without
sacrificing a solid, logical foundation, by drawing on the results of argumentation systems for nonmonotonic logic [Pollock, 1988;
Simari and Loui 1992; Geffner and Pearl, 19921. With the exception of the Pleadings Game, none of these other systems distinguish
the roles or interests of the persons involved in the discussion, so the idea of regulating argumentation using discourse norms does not
appear.

The Pleadings Game [Gordon, 1993a; Gordon, 1993b] is a computational model of a mediator for a particular kind of legal
proceeding, the pleading phase of a civil case. Pleading is a two-party adversarial procedure, whose purpose it is to identify the issues
of the case. The plaintiff has the burden of defending his claim against various kinds of attacks by the defendant.

The Zeno system generalizes the Pleadings Game in a number of ways. Whereas the Pleadings Game is a particular mediating system
for one kind of decision-making procedure, the goal of Zeno is to provide a convenient language for specifying a broad range of
mediating systems, for both cooperative and adversarial contexts. Another important difference is that the Pleadings Game model has
an entirely theoretical purpose, to demonstrate how judicial discretion can be fairly and rationally limited by factors other than the
literal meaning of legal texts. The purpose of the Zeno system, on the other hand, is to provide a practical tool for implementing
systems which mediate actual discussions between persons.

Notwithstanding these differences, both Zeno and the Pleadings Game are based on insights from legal philosophy, especially the
normative theories of legal argumentation of H.L.A. Hart [19611 and Robert Alexy [1989].

Hart and Alexy, in turn, both draw heavily on the "speech act" theory of language going back to (late) Wittgenstein. There is an
ongoing controversy within CSCW about the suitability of speech-act theory as a basis for computer systems for coordinating human
activity in organizations. A recent issue of the CSCW journal includes two articles on this very issue; one by a critic, Lucy Suchman
[19941, the other by Terry Winograd [1994], who together with Fernando Flores first introduced the use of speech-act theory to
CSCW in the influential "Understanding Computers and Cognition: A New Foundation for Design" [19861.

Legal philosophy provides another perspective on this issue, which reveals weaknesses in the arguments of both Suchman and
Winograd.

Suchman takes the position, closely related to Grudin’s in [19901, that "the adoption of speech-act theory as a foundation for system
design, with its emphasis on the encoding of speakers’ intentions into explicit categories, carries with it an agenda of discipline and
control over organization members’ actions". In other words, she claims this kind of CSCW system furthers the interests of
management at the expense of workers. She proposes instead that CSCW systems be designed with "an appreciation for and
engagement with the specificity, heterogeneity and practicality of organizational life."

Winograd counters by arguing, in essence, that a certain amount of rigidity and formality is a necessary evil in large
organizations: "When people interact face to face on a regular day to day basis, things can be done in a very different way than
when an organization is spread over the world, with 10,000 employees and thousands of suppliers". And further, "The use of
explicitness makes possible coordination of kinds that could not be effectively carried out without it."

If we identify corporate interests with the interests of management and suppose that these interests conflict with those of
employees, then Winograd may be thought to be conceding Suchman’s main point here. However, he goes on to argue that
coordination systems can be successful only if they are "grounded in the context and experience of those who live in the
situation". To assure this is so, Winograd argues that users should participate in the design of the system.

At first glance, there may not appear to be anything new or interesting about this debate from a legal perspective. Surely it is
noncontroversial that changes in the rules of an organization, whether or not brought about by the introduction of new



technology, have a political dimension requiring fair procedures for negotiating an acceptable compromise balancing the
interests of all concerned.

What does make this debate interesting from a legal point of view is its close relationship to an old debate in legal philosophy
about the status of legal rules. In the previous century, German conceptualism (Begriffsjurisprudez) adopted a deductive view of
legal reasoning. In modern terms, they sought to apply the axiomatic method to the law. The resolution to any conceivable legal
dispute was contained, implicitly, in the axioms, waiting to be discovered by a process of deduction. This view depends
critically on the "correspondence theory of truth", which underestimates the difficulty of deciding whether the concrete facts of
a case should be subsumed under the general terms used in a statute. This is where Hart comes in. Hart recognized that the
meaning of laws cannot and should not be fixed at the time of their enactment by a legislature. Rather, the meaning of the law
must be continuously reinterpreted and re-evaluated in the context of deciding specific cases, in the courts. Hart noted that the
ability of natural language to be imprecise is a feature, not a defect; it allows power to be delegated to the courts to decide issues
in the context of concrete cases, when more information is available. This line of reasoning leads to a justification of the
division of powers between the legislative and judicial branches of government.

Suchman’s main mistake is to conclude that rules framed in terms of general "categories", only serve the interests of a particular
class, management. There are at least two problems with this position. The first is that the rights and interests of employees, too,
may be protected only by this kind of general rule. The "technology" of the language of laws, rules and agreements is interest
neutral. The second problem is that the moral principle of "universalizability" requires norms to be expressed in terms of
general categories, rather than concrete situations. This derives from the notion of equality under the law. The tension between
equality and doing justice to the "specificity, heterogeneity and practicality of organizational life" is resolved by interpreting
and reinterpreting general rules to decide issues raised by concrete cases.

Is the formal structure of speech acts in Winograd’s kind of CSCW system like a system of laws? It should be but is not. The
problem is that these formal structures have been used to define and create the space of actions, rather than the space of rights
and obligations. They have been used to define what is possible, rather than what is ideal. It is not enough to allow users to
participate in the design process. Users, too, are not omniscient; they cannot foresee all the possible consequences of an abstract
set of norms, divorced from the concrete facts of particular situations. It should be possible to do what is best, and not merely
that which is obligatory given a strict, formal interpretation of the rules.

Zeno is modelled after the legal system. The formal rules of a decision-making procedure are not used to limit the space of
possibilities. Users remain free to take responsibility for their own actions. They may, at their own risk, violate the formal rules.
The mediating system is neither the long arm of the law, nor of management. Its job is to advise users about their rights and
obligations, not to enforce the rules. Procedures will be provided for resolving disputes about the meaning of the rules,
analogous to court proceedings.
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How does the presentation of spatial information facilitate or inhibit productive discourse in
environmental or land use issues? This question is a specific instance of the general application
of spatial decision support systems (SDSS) to multiparty decision-making, and it is
additionally important with the rapid proliferation of geographic information systems (GIS) to
support decision making in environmental agencies and nongovernmental environmental
organizations. Answers to the question of the role of information in land use and
environmental decisions have significant implications for the way spatial information systems
are developed and used. This paper raises issues critical to designing multiparty decision
support systems for land use and environmental policy-making and suggests methods for
beginning to address these issues. It concentrates on the adoption of information in the social
and often contentious environment of land use policy-making and suggests research that will
lead to improvements in the design of multiparty SDSS based on a more complete under-
standing of the factors influencing the adoption of information in such an environment. It
derives from my experience in applying GIS to land use planning and from research on
information use and decision-making in policy environments.

Planners or policy-makers who produce spatial information often presume that additional
information will necessarily enlighten the dialogue so that all of the parties in a debate will
arrive at a rational resolution of the con-flict. This presumption requires that actors in the
policy process behave at least partly according to precepts of rational choice models of
decision-making. However, environmental policies are developed through a social discursive
process that often seems chaotic and irrational (Hajer, 1993). Policies tend to be the outgrowth
of social interaction between opposing sides with different values and views of the issue. This
interaction is often antagonistic resulting in highly charged conflict. Thus the practice of
policy-making is often a process of conflict resolution and directing the interaction to
productive results rather than of model building and rational analysis (Fisher and Forester,
1993).

The knowledge that is acted on by decision makers is constructed from values, experiences,
affect, and meanings associated with a place as well as objective information. The composite
of all of these components has been called "commonsense knowledge" (Kuipers, 1983), and it
is this commonsense knowledge that underlies policy debates and decisions. It is becoming
accepted among the GIS community that the effectiveness of the traditional approach of
presenting scientific information in decision-making is limited by the consideration of other
knowledge held by decision-makers. Rushton (1995) has described this more personal
knowledge of places in locational decisions as a consideration of geographic space as compared
to the solution space of locational models. Thus, even given the same objective information,
the response to the information will vary among parties involved in a land use debate because
of the different commonsense or geographic knowledge resulting from the involved parties'
differing subjective components.

Because of the social nature of policy-making, the use of information in the policy process is
often indirect (Zwart, 1991), so simply throwing addi-tional data at parties involved in the
policy debate will often have no additional benefit (O'Hare, 1987). When considering
information systems for resolving land use conflicts, it is essential to understand the discursive
nature of the debate and the role of differing beliefs and values in influenc-ing stakeholders'
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response to information in the policy process. Data provid-ers and analysts must be more
aware of how their potential clients respond to the data. They must also develop new models
of the role of information in the policy process (e.g. Innes, 1988; Dutton and Kraemer, 1985).

Armstrong and Densham (1990) describe SDSS as systems to help decision-makers solve
semistructured problems, and several articles have enumerated the necessary functions and
components of SDSS (Densham and Rushton, 1988; Densham and Goodchild, 1989).
However, there are several important questions that must be answered if the concepts and
technology of SDSS are to extended to highly contested multiparty decision environments.
Armstrong's (1993, 1994) research agenda for expanding SDSS to multiparty environments
concentrates on the technical and conceptual aspects of sharing views of information although
he briefly introduces the role for SDSS in conflict resolution. Other practitioners have also
begun to take advantage of the dynamic nature of GIS or SDSS to assist in environmental
conflict resolution (Godschalk, et al., 1992; Maguire and Boiney, 1994; Brown, et al., 1994).
Maguire and Boiney (1994) make the useful distinction between decision analysis and conflict
resolution. Following this division, it seems that many SDSS applications concentrate on the
decision analysis component. In the area of conflict resolution, both Godschalk, et al. (1992)
and Maguire and Boiney refer to concepts of principled negotiation developed by the Harvard
Negotiation Project (Fisher and Ury, 1981). These include 1) separating people from the
problem, 2) focusing on interests not positions, 3) inventing options for mutual gain, and 4)
using objective criteria.

It is clear how SDSS can accomplish the first and fourth objectives, i.e. separating the people
from the problem and using objective criteria. In addition, the third objective, i.e. inventing
options for mutual gain, is the professed purpose of SDSS. However, the means for realizing a
focus on interests rather than positions is not evident in the current application of SDSS.
Some implementations of SDSS have applied the revealed preference technique to ascertain the
interests of the debating parties. This approach presumes that 1) the survey method in terms
of perceived values and results of behavior is adequate at eliciting the interests of the parties,
2) that people will behave predictably in the negotiation according to these elicited values, and
3) that information presented in the SDSS will promote a change in the values equally among
all of the parties.

The first assumption may be less than obvious, but the third is the most problematic. If
opposing sides of a debate bring divergent values, experiences and beliefs to a debate, can one
set of information that is interpreted according to these divergent backgrounds bring consensus
or even support a common foundation for debate on the issue? It is not clear that representing
data or alternative practices in one constant way in a SDSS will change the usable body of
knowledge on which the stakeholders in a debate base their interests.

The three assumptions underlying the common applications of SDSS limit the flexibility
required for the systems to be effective in the typical land use policy environment. This
flexibility should include creative but structured methods for eliciting negotiable interests of
stakeholders and different representations of data that are effective in actually creating socially
agreed upon knowledge for the stakeholders in the debate. For instance, Armstrong (1993)
alludes to the latter in mentioning other representations of data such as "delta" maps.

The need for these aspects of flexible systems is exemplified in the experience of the New
Jersey state planning process. This process included cooperation with local government
entities in the development of a statewide growth management plan. This involved trading
maps in an attempt to define a common database on which growth management zones could be
based. However, the maps from the localities reflected only their negotiating positions. For
example, the counties' maps often showed no farmland because counties did not want any
farmland preservation policies applied within their jurisdictions. In addition to the
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noncommunicative aspect of the maps, new maps prepared by the State's GIS did not seem to
expand the knowledge or willingness to negotiate of the stakeholders in the state planning
debate. The maps consistently elicited the same response, i.e.,"On which side of the line is my
house?" This example is useful as a caveat regarding the possible limitations that SDSS must
overcome, and combined with the argument presented in this paper points to two areas of
research:

First, what types of representations of data and alternative solutions of the issue are most
effective in communicating information to stakeholders in the debate? These representations
may be ones most consistent with the commonsense knowledge of the issues and may be more
meaningful to stakeholders in a debate than cartographic representations. Delta maps, while
informative, are an expansion of traditional cartographic representations; data visualiza-tion
through animation is receiving attention and may be useful for SDSS. Representations could
also emulate photographs or other ostensibly natural presentations. It is easy to see how these
somewhat trivial examples can be integrated technically into SDSS. Other dramatically
different methods of representation may be useful as well. The important question is what
type of representations communicate information and expand new knowledge effectively.

Second, how can such additional representations or manipulations of the data in the database
of the SDSS be used to identify the interests of the stakeholders on which productive
negotiation can be based. Related to this question is the question of how alternative
representations can be used to enhance the comparison and evolution of interests in the
negotiation process. Rather than asking stakeholders to state their priorities explicitly, which
depends on their abilities to identify these priorities (more possible for experts in the field
than nonexpert members of an impacted community) and the validity of these priorities in
expressing interests (it is possible that the priorities represent publicly expressed positions
rather than true interests), it may be possible that data can be presented in varying ways that
transcend public posturing. For example, in the New Jersey state planning process, rather than
including the management areas and their policies in the discussion of the mapped data,
presenting information regarding easement purchase programs and programs that have
protected farmers' agricultural viability may have established the interests of compensation for
the value of their land and the economic viability of their farms as bases for negotiation.

The research that I propose to undertake will address these two questions by 1) analyzing a
typical land use debate to evaluate the responses to informa-tion introduced into the debate
and identify the association between interests and spatial knowledge used in the debate, 2)
proposing innovative representa-tion mechanisms that may be more compatible with the
commonsense conceptions of issue, and 3) comparing the response to the different
representations among stakeholders in the debate to determine whether some are more
effective in communicating information than others and whether they can be used to illumi-
nate the stakeholders' interests in the debate. Clearly there are numerous ways to accomplish
these tasks, and space restrictions limit the detail of my descriptions here. The first task will
entail a content analysis of hearing testimony and other dialogue surrounding the issue. The
second task will extend current research in spatial data models and visualization, and the third
will involve experiments with subjects involved in the debate. The results will be a clearer
understanding of the relationship between the use of spatial information and interests in a
debate and an expanded set of methods of representing data to promote greater use of
information. These methods can then be included in the suite of tools associated with
multiparty SDSS.
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Introduction

This paper provides a position statement on one of the research topics identified by initiative
17, namely, the design and implementation of methods to improve decision-makers' interaction
with spatial analysis tools, including modelbase management systems, visualization and
display tools, and group-based user interfaces." Within this general area the paper is focused
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on the development and use of visualisation tools. The paper puts forward a research agenda
within this area based on a proposal submitted to the EPSRC in the UK.

Business problem definition

Managers and business people are frequently overloaded with information. As the information
explosion continues, with an increasing number of datasets available, there is a demand for the
,,right information at the right time[[perthousand]]. How can complex datasets, some with
built in levels of uncertainty, be transformed into useable information to support managerial
decision making? This problem is a key issue for management in all organisations.

A more specific formulation of this general problem can be given by way of an example. When
an automobile manufacturing company wishes to rationalise its dealer network it has to model
the attractiveness of potential and actual locations, taking into account the population
characteristics, competition, the road network and other topographic characteristics, and so
on. Similar problems, involving retail companies in location decisions, or banks in merger and
acquisition deals all share a reliance on modelling complex fuzzy spatial data. These locational
aspects of business strategies might include the merger of two distribution networks, the
planning of a new distribution network or the optimisation of an existing distribution network.
The use of geographical information systems (GIS) and more specifically spatial decision
support systems (SDSS), is widespread in industries such as retailing, financial services, and
automotive manufacturing.

Many commercially available GIS software packages lack the kinds of spatial analysis and
modelling required by business users. In cases where the spatial models are developed as a
one-off application for a focused business application, feedback from users suggests that they
are used less than their potential. How can users benefit from more sophisticated models at a
time when the availability and cost of data is exploding rapidly whilst ensuring that greater
understanding is derived from the modelling process?

The problem is a significant one in terms of the potential benefits to the research users. It has
been estimated by Frost and Sullivan (1994) that the growth in worldwide markets for
geographical information systems will grow to US$3.8 billion by 1999 - a compound growth
rate of 21% per annum. At the level of the individual firm, or local economy the impact of
locational decision making, for example the estimated benefits of improving the location of a
supermarket, is in the order of [[sterling]]30 million.

Research background

This research proposal explores the above significant business problem by building on the
earlier work of the Usable Spatial Information Systems (USIS) project funded by the ESRC
and carried out at the University of Loughborough. Examining organisational type, the
Loughborough researchers, Davies and Medyckyj-Scott (1993) noted that organisations
differed significantly in the suitability of their GIS for their tasks. Commercial organisations,
being more recent users of GIS, were thought not to have the functionality and tailored user
interfaces that, for instance, utilities had.

Spatial interaction models have been used for the past 25 years or so (Wilson 1968). The
increased power of modern computer technology has brought these models within the reach of
business for the solving of location problems such as how to rationalise a branch network after
a merger or acquisition. GIS have offered the basic opportunity to understand where
customers live and how long they are prepared to travel. The display of data against a map as
,,wallpaper[[perthousand]] leaves the user with impressionistic information that has to be
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interpreted by the human brain (Grimshaw 1994). The modelling is done in a ,,black
box[[perthousand]] from a user point of view. This research aims to provide users with a
visualization of the model. Two parts will be studied: firstly, the observation of users working
with existing models, leading to a greater understanding of how people perceive the spatial
concepts involved; secondly, developing prototype visualizations of spatial interaction
models. Bailey (1994:35) identified that there would be benefits in visualization of these
models, for example in terms of identifying outlying flows and examining the fit of the model
within the sub-region to identify the possible importance of factors not included in the model.

The Scientific Visualization initiative of the US National Science Foundation (NSF) recognised
the potential of visual tools being integrated into modelling. Visualization can be used to
analyse as well as illustrate spatial information (Buttenfield and Weber 1993). In current GIS
environments users run models in background, whilst the map visualization is limited to
illustration. There is little opportunity for the user to interact with the map to specify, for
example, intuitive constraints. There is a real need for research combining graphical design with
empirical testing and evaluation (Buttenfield and Weber, 1993).

Examining the cognitive understanding of individual users is a necessary but insufficient base
for our research because users are making, or contributing to decision making in groups.
Research in the area of decision support systems (DSS) has made a useful distinction between
DSS which helps the decision maker sort out their peceptions, beliefs and preferences in order
to make a choice after the information gathering stage, and Computer Supported Co-operative
Work (CSCW) which supports the communication and implementation stages of the decision
making process (French 1992). The idea of ,,Distributed Cognition[[perthousand]] (Dillenburg
& Self 1992) acknowledges that group decision making can be supported by tools which allow
explicit representation and manipulation (vizualisation) of shared information.

Research interest in these problems have been intensified recently. It is clear from the
literature that there are visualization technologies available but there needs to be more work on
the involvement of users in order to gain a cognitive match, between the users, capabilities and
the system display. Goodchild et al (1992) argue that visualization is the key to user
participation in the determination of key spatial dependence parameters in models of
uncertainty. To date there has been little research into the design of usable GIS visualization
(Davies & Medyckyj-Scott 1994). The intention of the proposed research is to bring together
a realistic examination of user needs and match these with appropriate visualization tools.

Aims and objectives

The overall aim is to improve the usability of SDSS by business and industry. This will
provide enhanced knowledge about the design of systems taking into account cognitive factors
at the individual and group decision making level. The specific objectives are:

· To investigate the factors determining usability of SDSS from the point of view of the
individual using the technology. We will investigate usability in terms of the concepts of
learnability, flexibility and robustness (Dix et al 1993). The measurable output here will
be a specification for changes, whilst recognising emerging standards such as IS9241.
There will be a contribution to the literature on information systems analysis and design.

· To examine the utility of existing SDSS in the organisational context. We will investigate
utility in terms of the contribution of geographical factors to the decision making process,
the role of the individual user and the utility to the organisation. The measurable output
here will be a conceptual model of the decision process. There will be a contribution here
to the literature on group decision support systems, and organisational psychology.
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· To explore how perception of spatial data modelling can be used to improve the design of
SDSS by the use of visualization or other appropriate tools. We will investigate
perception in terms of the cognitive processes underlying appreciation of the spatial
modelling representation. The measurable output here will be a specification for changes
to the systems design. There will be a contribution here to the literature on the cognitive
psychology of pattern recognition and spatial modelling.

· To determine the cognitive constraints in designing SDSS. We will investigate cognitive
constraints in terms of handling information processing load and facilitation of selective
focusing on key data features. The measurable output here will be recommendations for
spatial modelling representations. There will be a contribution here to the literature on
human computer interaction with SDSS.

Research questions

In order to reach the above objectives some information on the current practice of
organisations is needed. The questions below are meant to be illustrative rather than
comprehensive. The order of these research questions is seen as significant, reflecting a
progressive probing of the questions surrounding task orientation, task representation,
prototyping and cognitive load.

· What are the factors that determine usability of spatial decision support systems?
· How are SDSS's currently used?
· What uses are made of SDSS according to a task taxonomy?
· What are the usability factors beyond the user interface issues?

· How do users perceive spatial data models?
· How is the quality of data perceived by the user?
· What is the user understanding of data presented in choropleth maps and

cartograms?

· How can visualization be used to improve spatial decision support systems?
· What are the principles upon which visualization tools can be developed?
· Which existing visualization tools may be employed in the SDSS context?

· What are the constraints, imposed by cognition, in designing SDSS?
· What are the constraints that operate at the individual level?
· What are the constraints that operate at the group level?

Research design

The choice of research approach is an important issue which must be determined by the object
of the research rather than the ,,house style[[perthousand]] of the institution or the norms of
the contributory disciplines (Galliers 1992). Given the focus of the research on improving the
design of the systems, a traditional research design from the Information Systems perspective
might have taken a technically oriented view. From a Psychology point of view much
cognitive science has concentrated on the perceptions of the individual. We take the view that
information systems must be viewed within a socio-technical perspective. Key influences on
the use of systems are interpretation and power (Hirschheim and Klien 1992). To properly
understand the role of the technology within the organisation we need to take a process view
(Scarbrough and Lannon 1988). Information systems in general and decision support systems
in particular need to be understood in the context of the organisation and group decision
making.
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Hence our research design must be influenced by organisational psychology, information
systems, and computing methods. Our business partner for this research is GMAP Ltd., a
University of Leeds owned company providing spatial decision support systems to banks,
building societies, motor vehicle manufacturers and retail groups. GMAP will provide access
to client organisations, software, data, staff, and other resources necessary to ensure a
satisfactory completion of the project

At a fundamental level the systems we are proposing to study enable decision makers to
attribute meaning to data. Perceptions and meanings in the context we wish to study are
problematical. As business organisations face a continuingly changing uncertain environment,
they have to rethink the meanings attributed to their world (Checkland 1988). Thus a process
approach, using prototyping to provide feedback to the end users, is proposed.
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Complexity in Collaborative Spatial Decision-Making
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In this discussion I will replace "decision-making" with the term "planning". The idea of
planning has strong spatial connotations, and implies a kind of thoughtful premeditation which
precludes any abrupt and precipitate rush to conclusions. In government, business, and
military affairs planning is more deliberate and enjoys more careful consideration than
decision-making in the field of battle. The closer that decision is to action, the less it is apt to
be well-served by collaboration.

Collaborative efforts serve a number of purposes. They seek to accommodate different
interests by including them in the decision process; this may lead to contention rather than
cooperation. They seek through consensus to bind diverse parties (often subordinates) to an
agreed conclusion. They seek through collective review to avoid egregious mistakes. Most of
the gains which I will consider involve capturing from diverse participants the benefits of
wider experience and varied personalities and outlooks. These benefits include improved
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definitions of goals and their measurement, better knowledge of existing conditions, more
correct estimation of the relationships and behaviors which will influence the evolution of the
system being planned, and different images of possible future actions and desired
arrangements.

The need to define goals, conditions, behaviors, and alternatives thus influences the design of
decision support systems. By definition, if the effort is collaborative, the support system
cannot already contain satisfactory definitions of all these factors--else there would be no gain
from collaboration.

The closest that a support system can approach to replacing the collaboration is in providing a
good information base about current conditions, including resources. Even this will be subject
to criticism by participants in the collaboration, on grounds of insufficiency, inaccuracy, lack
of detail, and so on.

Goals for planning imply purpose, but in general a computer system cannot be purposeful,
normative, or prescriptive. If it is, its usefulness is confined to those groups which share the
built-in set of purposes. (Optimizing models present the difficulty that the objectives or goals
may be hidden, or may be manifestly be too narrow to correspond with the goals of the users,
or may diverge from them.)

Behaviors are poorly represented in pure information systems, and perhaps rightly so. For
example, future information about environmental or river-basin conditions is founded only in
part on geographic information, but also on physical, chemical, biological, and meteorological
relationships, and on assumed social behaviors which impact the future. The geographic
information base is more or less factually accurate. The relationships used to predict the future
evolution of the system are built into some model, with a certain debatable level of scientific
validity. The behaviors of businesses and families which impact the system through their
proximate effects are based on other models or mental presumptions which are even more
open to debate than the models of natural process.

Alternative ideas about problem solutions and decisions affecting the future are quite clearly
beyond the scope of information systems, and may be very difficult to generate through
support systems. One established approach is through optimization; however, methods for
this do not usually generate alternatives, but single solutions. There are other and more serious
difficulties in conventional views of finding alternatives which will appear later.

The Pressure of Time

Decisions must be taken and plans adopted in a timely fashion; otherwise opportunities are
lost, conditions change, and the work devoted to clarifying and supporting the decision and
planning process is wasted. Collaboration cannot be maintained in the absence of results, in
the face of escalating demands for resources, and under the pressure of growing differences in
participants' views of the appropriate planning procedures.

This pressure of time is exerted in part through the organization of the collaborative planning
process. This governs the means by which the collaborators keep in touch with each other, the
methods which are used to accept as input the queries and contributions of the participants,
and the response of the support system itself. All of these factors affect the design of decision
or planning support systems.

If we imagine an intense planning or decision exploration proceeding in a collaborative fashion,
I would anticipate that the most frequent interchanges would revolve around a series of "what



103

if" questions--like "what if we did it this way?", "what if you got an entirely different reaction
to this investment?", or "what if the national economic environment moves in an entirely
different direction?". Looking at questions of this type suggests that we must go beyond
simple and possibly superficial manipulations of geographic information, and think about
simulating the responses and later development of a system under the stimulus of different
decisions, different behaviors, and different socio-economic environments.

We know that many computations in geographic information systems are extremely
computationally intensive, and it should be apparent that extensive simulations of large
spatially distributed systems are even more so. (Weather prediction is a standard example, and
a convincing one.) A recent paper (Hodgson et al., 1995) provides a rare example of the
discussion of this computational complexity.

Somewhat indirectly, the authors address the problem that many commercially available GIS
systems seem to operate very slowly, and that in discussions of accuracy in geographic data,
the computational burden of accuracy is rarely considered. Their examples deal with mapping
problems, analysis methods, and a few simulations of natural systems. There is a report (with
no diagnosis) of an environmental impact analysis which required eight weeks under ArcInfo
on an IBM server.

Reconstructing their implicit argument, we find a number of fairly straightforward
considerations. Fine temporal disaggregation implies numerous repetitive simulations. Hourly
rather than daily intervals require more steps; there are almost nine thousand hours in a year,
and almost 90 thousand seconds in a day. Similarly, fine spatial data is much more voluminous
than coarse, in proportion to the square of the ratio of linear dimensions; a digital elevation
grid has a thousand times as many cells at 30 m. resolution as at 1 km. Many geographic
operations require something like the square of the number of cells; the fine scale grid would
require a million times as many operations for geographic interpolation by brute force as the
coarser grid, and so also would calculating intervisibility. The second example is not mentioned
in the paper; the first and the amelioration of its difficulty are discussed in some detail.

The effects of authors' improvements in the process of spatial interpolation are extremely
significant. One such problem required 33.6 hours using a brute force algorithm on a Sparc 5
workstation. Using an IBM SP2 parallel computer, running time on several problems was
reduced in proportion to the number of "nodes", or processors engaged, up to ten. (One
processor on this machine was from 1.5 to 3 times as fast as the Sparc 5 workstation.) The
use of improved algorithms was even more significant. ArcInfo uses an algorithm which is
twice as fast as brute force, but the authors devised a new one which is another thousand
times faster. (The discussion does not scale this gain in relation to the problem size.) The
combined effect of these approaches was to reduce running time to 4.4 seconds on the IBM
machine, an improvement by a remarkable factor of about 30,000.

Some of these lessons can be extended to planning support systems which use simulations,
and a review of the sources of computational complexity in these simulations will reveal some
of the possibilities of additional future research to ameliorate them. This, then, is the topic of
the next, and the main, part of this argument.

Complexity in System Simulation

I am most familiar with the simulation of urban systems for purposes of planning and
management. Therefore I will first discuss some of the characteristics of urban system
simulation, and then try to put the deployment of these simulations in the context of decision-
making.
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Urban systems are the complexes in which we see the life and interaction of their populations
(people, households, social organizations and businesses) with each other and with the natural
environment, most often through the means of the man-made environment (including buildings
for homes, workplaces, and other purposes, means of travel and communication, and amenities
and services like parks, schools, and fire protection). These land uses and interactions are
governed and facilitated by customs, laws, private regulations and agreements, and public taxes
and disbursements. For purposes of assessing the outcomes of possible decisions, public and
private planners want to simulate the hypothetical impacts of these arrangements as they are
modified and evolve, on the conditions living, working, learning, and relaxing, and on the
interactions which the activities require and engender.

Like the two examples of geographic transformations given above, these interactions in the
urban system do not depend on contiguity or narrowly defined proximity. For example, we
need to explore, under varying conditions, the transformation of geographic distributions of
households, workers, and income at home into new distributions of employees at work-places,
students at schools, and shoppers at stores. These and other interactions are not independent
of each other, and models are required which jointly consider all of them. Transport networks
need to be specified and the interactions need to respond to the state of the transport system,
which in turn responds to the demands made upon it.

All of this has several elementary impacts on the relation of these simulations to geographic
information, and thus also to GIS. The amount of geographic information required is very
large, and requires systematic storage. Much of the information is collected on the basis of
census units, and can only in very few cases be easily related to the kind of raster system
which is use for studying natural phenomena; the use of vector systems with their burdens in
computational loads and data structures predominates. High speed computations will be
essential in any event, and this implies that such simulation systems can at best be called by
GIS, but need their own data structures and independence for uninterrupted operation.

These ideas can be extended slightly. Much urban data is located with respect to
governmentally determined units, and units defined by improvements or geographic features
such as roads, watercourses, and ridge lines. Such units include blocks, zip code areas, and civil
jurisdictions. Streets, highways, rail lines, and structures are relatively permanent. The use of
simulation and information jointly by many agencies, organizations, and the public is an
ongoing process which requires continuity. All this implies that the simulation process
requires a fixed area system, perhaps hierarchically disaggregated. This system should be
organized and if necessary modified with the use of a GIS, which should update its data
periodically, and which should be able to map and otherwise present the intermediate and final
results of simulations.

Now as to the computations themselves: here the same conclusions apply as in purely
geographic computations. Finer disaggregation should produce better results at higher
computational cost. There are, however, limits to this fineness, and some doubts as to it
ultimate desirability. Some disaggregations are barred for reasons of privacy. Others may be
observed and reported, but not easily predicted for the future. For instance some impact of
religious affiliation on locational behavior may exist, but its use is ruled out (except in very
special studies) by both of these considerations. Very fine disaggregation by areas may
introduce data for which errors have not been reduced by the laws of large numbers.

There is the possibility of further disaggregation by subsystems within the urban system.
Such subsystems are the labor market, the housing market, the land market (which includes
vacant land taken up for housing), the transport system, and many utilities and services. All of
these systems influence each other by a variety of mechanisms, and these influences then feed
back into their own functions. Intensifying or abating the calculation of interactions among
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functional systems can influence the scale of computation by a factor of up to a hundred. It
also influences the possibilities for parallel computing.

Different subsystems may require different areal disaggregation for different purposes.
Transport as the main object of analysis may require more detail than transport in a residential
location analysis. Residential analysis may require some kind of fine-scale disaggregation for
residential areas, but with larger scale employment disaggregation, and vice versa for industrial
analysis.

So far, all of these considerations fit into the earlier analysis of geographic computation. There
is a great deal of room for new algorithms, but finding them depends on computer experts
understanding the problems of spatial planning more intimately, and on spatial planners
learning more about algorithmic thinking. Parallel computing may soon be achievable through
networking among numerous coordinated PCs, but this (and to an extent other parallelism)
depends on how far the simulation can be broken into independent parcels. The new algorithm
for spatial interpolation discussed above was made possible in part by a strong element of
proximity which does not have the same force in major aspects of the urban system. Parallel
computation, in the present state of the art and particularly using networked computers,
depends on my view on the decomposability of the urban system into subsystems for
computational purposes.

There is, however, one overwhelmingly important aspect of the complexity of spatial
decision-making and planning which remains to be discussed. Ordinarily, spatial planning deals
with numerous spatial decisions whose impacts are not mutually independent. The value of
one change depends on the effects of others which may or may not be considered at the same
time. This leads to a combinatorial problem which is virtually insoluble in any formal sense. A
set of twenty possible binary decisions generates over a million possible combinations. If the
computation for one combination took as long as the environmental impact study mentioned
above, we would still be computing well into the next ice age and beyond, before we had
examined all combinations. There are ways to reduce this difficulty, but not to eliminate it
entirely, and currently the best approaches depend in large part on the organization of the
planning process itself.

This is the point at which we should consider how the design of an interactive and
collaborative system can influence that process. It is at best a process which seeks the
answers to a very large number of "what-if" questions. A vigorous collaborative process can
refine and structure the nature of these questions through the use of collective imagination and
experience. But the vigor of this search for good courses of action will flag if the answer to
every question takes eight weeks, eight days, or even eight hours. Ideally, such questions
should be answerable at speed (say within eight minutes) in the course of a brainstorming
session or a public hearing, and the results should be presented in a way which is complete
and intelligible.

I believe, on the basis of the earlier discussion, and of my own experience, that these
possibilities are now within reach, as to the simulations themselves. An open and accessible
system along the lines I have outlined here and elsewhere will facilitate much more experiment
and research, and begin to answer some open questions as well as to pose new ones.

The open question of collaborative group procedures, which is another whole arena beyond
computation, presents a deeper and more complex set of issues. We cannot begin to approach
them without more instruments, which include systems of the kind we are discussing, but also
greater understanding of computational optimization and human creativity, and their
interrelationships.
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The complexity of spatial problems

Spatial problems are usually complex problems. If we are to offer adequate support to deal
with spatial problems, we have to get to grips with the nature of their complexity. There are a
number of elements that contribute to this complexity. The first is the relation between
problems and their solution space: getting a sufficient understanding of both the problem
space and the associated solution space may suffer from what we might call a 'technical'
complexity. It may, for instance, be unclear which criteria are relevant, how these are to be
combined, what measures are feasible and what their results may be, how alternative solutions
may be scaled as more or less preferable, etcetera. A second source of complexity is
introduced when more than one goal is associated with the problem. This will lead to the
competitive existence of more than one problem space and more than one solution space at the
same time. A next element to be considered is the fact that goals can be stated at various levels
of abstraction, in the sense that every solution may be seen as a problem at a lower level of
abstraction, and every problem may be seen as an alternative solution at a higher level of
abstraction. The situation is further confused by what might be called the social context of
problems: the existence of different and possibly conflicting goals is usually associated with
the existence of different parties, with different interests, different positions with varying
degrees of power within the decision making process, different access to information sources,
etcetera. Finally, a fifth complication is made up by the fact that goals may vary over time as
may our understanding of alternative solutions, thereby causing a shift in the problems to be
solved as well as their solutions. An example of a spatial decision problem borrowed from
Reitsma & Behrens (1991) may help clarify these various, what might be called, 'domains of
complexity'. The example describes the case of river basin management in the western part of
the United States. A multi-faceted setting for water management is defined here by the great
variety of factors at play, such as shortage of water supply, the occurrence of flooding, the
use of water for such widely diverging purposes as power generation and rafting. Many of the
management problems involved fall within the first category, for instance perceiving which
technical measures may help control the water flow and what effects they will have: what (and
when) is the effect of closing or opening dams up the river for the downstream area, how do
effects of measures at individual dams combine, etcetera. The situation is complicated by the
fact that apart from water control to prevent floods, the waters also have to be managed for
the generation of hydropower, meeting urban and rural demands for water, maintaining an
economic viability in fish hatcheries, etcetera (second source of complexity identified before).
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In the third place we may identify these goals and objectives at various levels of abstraction.
For instance: the use of water as a source of power cannot be studied in isolation, but should
be related to the fact that the overall goal of power supply can also be attained from
alternative sources, and that the more abstract goal of power generation may have competitors
(for instance: energy saving) for its own higher order goals. In the fourth place, the decision
process in the case of river basin management is, as Reitsma & Behrens (1991, p.33) explain,
not something that can be easily pinpointed to a number of clearly identifiable meetings in
some management office. There are many parties involved, including local and federal
government, environmental pressure groups, individual consumers and consumer groups,
firms, etcetera, all spread out over a wide decision network with more or less clearly
identifiable cross links. A final complication stems from the fact that neither these parties, nor
their goals remain stable over time, thereby making the river basin management problem a
highly dynamic one.

The case for collaborative decision support

The case of river basis management is clearly a case in which a group decision support tool
may prove fruitful: the complexity of the situation consists among other things in the presence
of various interest groups. It will be clear that when looking for tools to support such a
complex process of decision making from the multi-party perspective, our main concern
should not focus mainly on ways to improve cooperation, but to address the various sources
of complexity at the same time. If we fail to do so, and if we instead concentrate on solving the
complexities of only one source (for instance the 'technical' source) for the various parties
involved, we run the risk of providing the right solutions for the wrong problems. The
question may then be asked what the goal is of designing tools in the give situation. Three
alternatives have been discerned (Reitsma & Behrens, 1991, p.34):

1. aim at solving the problems, that is design tools in such a way that they will allow the
decision makers (DMs) to relate problems to solutions; this approach is, for instance,
taken when models (such as MCA) are made available to the DMs; underlying
assumption is then that the use of these models, for instance by allowing variations of
the model parameters, may then prove helpful to the DMs to find their way through the
solution space;

2. aim at satisfying the participants, for instance by exploring ways to reach consensus
with other parties involved about alternative solution paths; this second alternative may
build on the first, for instance by providing means for participants to have their
individual modeling outcomes combined with these of other participants;

3. build the group decision support system as an information generating tool that will help
participants to gain more insight into how the proposed decisions will affect their own
particular situation. Reitsma & Behrens identify this as 'the informative GDSS'.

Common to these approaches is that, to a different degree, they all converge around problem
solutions. The paper tries to elaborate a fourth approach, an approach that concentrates on
problem exploration instead. Basic idea is that the combination of different sources of
complexity as sketched before should be integrated and addressed by the DM as much as
possible. Before thinking in terms of alternative solutions to these various aspects of
complexity, it is seen as essential to explore the nature of complexity of the problem at hand
as widely as possible. The approach therefore shares with the third alternative described
before (the informative GDSS) the concern not to strive for consensus too soon, it differs from
this approach mainly by its problem orientation rather than solution orientation.
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A formal basis in systems theory

Key issue in a collaborative problem exploration approach is finding a formal representation
that will allow all sources of complexity to be represented. In a recent paper (Vriens &
Hendriks, 1995) we have indicated that the theory of adaptive systems may serve as a basis
that will allow the introduction of dynamic aspects (the fifth source of complexity as
described before). An adaptive system is basically a system that can show behaviour aiming at
"maintaining the essential variables within [...] limits" (Ashby, 1960, p.58). Systems theory
offers the tools to provide a general model for problem situations, both at the conceptual level
and at the level of an actual tool to be used to model all relevant aspects. When put in
systemic terms, a problem can be said to occur when a system, in the cybernetic sense, does
not manage to keep its essential variables within certain limits. At this stage it becomes vital
for the system to adapt in order to reach a new state of equilibrium. In order to do so a match
has to be found between the variety of the environment causing the problem situation and the
variety of possible actions. Here the GDSS comes into play, as it is conceived here as a means
to relate as many alternative actions as possible to the perceived goals (a more elaborate
description of adaptive systems and how they help address the various sources of complexity
shall be given in the proposed contribution). In that paper, however, we did not address the
social context of decision making, that is the explicit recognition of the fact that conflicting
goals are usually linked to opposing parties in the decision process. There are basically two
alternative ways to do so: the first is to introduce a model of the opposing goals into the
"single explorer" situation, the second is to model every distinct goal situation as a system in
its own right and establish conflicts and overlaps between these individual situations in terms
of the actions conceived within each of them. In the contribution this second approach will be
elaborated, as it is superior in terms of allowing individual parties to explore their own
problem space independently, and identify conflicts and overlaps with other problem spaces
as a separate step. Central in the approach is its focus on actions that are feasible within each
individual context and the fact that it stimulates the participants to come up with as many
alternative actions as they can conceive. The task of the CSDM-tool is both to help
participants define their private problem spaces, and to suggest matches between the
exploration outcomes of participants with interests that appeared as opposite, as well as to
identify situations where no such match has yet been reached. It should be stressed that in the
approach as advocated the focus is not on finding consensus or starting negotiations, but on as
wide a problem exploration as possible, in order to better the chances for overlaps in actions.
A simple example may help clarify this: imagine two people wanting to go to the movies
together but having different preferences as to which movie to pick. It may be suggested to
each of them to contemplate on what they hope to gain by going to this specific movie, and
the outcome for both parties may be something like 'recreation and relaxation'. It may then be
suggested to them to seek for alternative ways to satisfy this objective, and at the end of the
process we may see them going out to dinner and live happily ever after. Another - classical -
example given by Ackoff illustrates the same point: in a multi-storied office building firms
occupying the upper floors complained of the long waiting time for the elevators, and three
lines of action were suggested to solve the problem. The first was to introduce a computer
system to manage the, what we might call, ups and downs of the elevators more intelligently
(a sort of decision support tool, though not a collaborative one), the second to increase the
number of elevators, and the third to reserve certain elevators for the higher floors. None of
these appeared to solve the problem, complaints persisted. These, however, stopped when
someone came up with the idea to put mirrors up in the elevator hall, giving the persons
waiting the opportunity to check their ties and make-up, and to spy on their fellow waiters.
Problem solved. The waiting time in terms of minutes and seconds had not changed, but its
perception had. As in the previous example, a creative problem exploration not aimed at
consensus but at as wide an search for feasible actions as possible, proved to be far more
rewarding than a conventional problem- solution centered approach. Our elaboration of
adapted systems theory with collaborative elements may be seen as an attempt to provide this
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creative problem exploration process with the formal basis necessary for defining collaborative
decision tools.
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Two areas of research would yield significant advances in collaborative spatial decision
support systems:

1. Devise and test interface concepts (patterns of human computer interaction) that
successfully combine representations of the substance of a problem and the processes of
its exploration, particularly when multiple participants hold different concepts of the
problem and play different roles in the process.

2. Consider how group processes that in practice are combinations of pure forms of group
problem solving--that is, parallel processing, nominal group, collaboration, conflict
resolution, voting--can be usefully, validly, and ethically supported as jointly occurring
in the same interactions.

Interface Design

We have recently developed interfaces that attempt to provide both information about
problem exploration processes and information about substantive solution alternatives. From a
process perspective, a user should be able "do your own thing" without getting lost and
without misusing any of the computer support tools through loss of validity arising from the
exploration process. From the substantive perspective, a user should be able to keep track of a
current alternative, previously devised good alternatives, and previously rejected alternatives,
preferably at multiple levels of abstraction or completeness. Knowledge of alternatives
includes not only knowledge of their structure, which is essential in considering how this
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structure might be changed, but also knowledge of their performance. This implies "maps" of
process," maps" of alternatives, and "maps" of performance. We concur with Rasmussen et al
(1994, p. 174) that "...maps support navigation in a work space more effectively than do route
instructions." Our maps have taken on quite different forms, however, from theirs.

Such process-oriented interfaces have been successfully implemented in TRAINER (Johnston
et al, 1994). Although we have implemented support of individual users and sessions, which
permit individuals to work on problems and return to previous work, we have not yet
explicitly addressed the support of collaboration in this system. The following questions arise:
How should collaborators interact with a system? with each other? How should the system
keep track of this collaboration? For example, can a system keep track of alternatives that
have been created by two or more users independently (asynchronously?) working with a
system? Or, should the system be designed to interact with the aggregate of a group process
rather than individuals within it? Under what circumstances will these different strategies be
effective? Should the system presume that the group rejects alternatives or that individuals
reject alternatives? Should a system support multiple process views for multiple participants?
How should a system move back and forth between synchronous and asynchronous
activities? When and what should one participant know about the process activities or the
alternatives of another participant? Can the computer help make such decisions? The general
approach to interface design that we have developed should be generalizable to the
collaborative case, but we will have to experiment with what collaborative patterns and tools
are indeed useful.

Strong focus on process tends to submerge focus on substance, yet problem exploration by
experts is based largely on consideration and manipulation of substantive representations. The
addition of process support to keep track of the relationships among computer tasks and
human tasks so as to ensure validity must not overwhelm focus on substance. Spatial
representations of problems are used in almost all fields, whether the problem is inherently
geographical or not. Thus, we should not limit the spatial representation to geographic cross
sections. Spatial representations of dynamics and of substantive processes (e.g. bus route
loading patterns, urban development, or animal behavior) are likely to be at least as useful in
leading to recognition of new means or new alternatives. In collaborative problem exploration,
it seems highly likely that a system should support both parallel processing by different
members of the group and, at other times, group focus on common alternatives or issues. Can
a support system help decide, for example, whether two independently created ecological
models for different aspects of an ecosystem, can be validly combined? Can the data pipeline
approach we have devised for individual users be generalized to multiple participants? Thus,
whatever success we have achieved in representations of both substance and process, must
now be tested in collaborative contexts so that appropriate data structures and system designs
can be identified for groups of collaborating users.

Group processes

Group decision making is not necessarily collaborative and seldom purely collaborative.
"Collaborative" Spatial Decision Support Systems must not only recognize this, but cannot be
successful until we have learned more about how these group processes interact in practice. At
one extreme, a team within a private consulting firm charged with developing a
recommendation or set of recommendations, may come as close as any situation to pure
collaboration. There is usually a project captain who has some authority to move the process
forward by making decisions that are not dependent in any direct way on the opinions or
attitudes of other team members. Anyone who has worked on such teams, however, knows
that there are often egos, arguments, and disagreements to be worked out along the way. At
the other extreme is the pure voting model in which, after whatever shared deliberation and
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individual investigation is conventional to a particular group, each individual casts an equally
weighted vote to determine a common choice. In such cases, not only is consideration of
multiple decisions (vote trading) one of the standard resolutions of Arrow's impossibility
theorem, but deliberation implies interactive and common consideration of alternatives. Other
models of conflict resolution beg further consideration of the many "impure" types of group
processes.

One analytical tool can be used as an example to illustrate this difficulty. Benefit cost analysis
is frequently used as a technical tool and as an argument for policy or legislative action.
Analysts are well aware, however, that benefit cost analysis not only can be incorrectly
implemented (e.g. failure to consider all resources), but also that it can be used in such a way
as to make a particular argument. How might we support "collaborative" use of such
evaluation tools? We have developed a design for "procedural expertise support" in which the
computer support system tracks a user applying benefit cost analysis so as to catch errors in
application. (The concept of "procedural expertise" is addressed more fully in Doug
Johnston's submission for this conterence.) This is accomplished, for example, by the support
system computing benefit cost results by multiple criteria: if net present value and benefit
cost ratio do not yield the same results, then some resources have been left unaccounted for. In
extending such expertise to collaborative situations, the system must also be able to
comprehend differences chosen by different participants to yield different results, including
the effects of such things as value measurements, discount rates, and comprehensiveness of
measured effects. Such support must thus acknowledge a mixture of collaboration and conflict
in the "collaborative" use of such tools.
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Position Paper for the Initiative 17: Collaborative Spatial Decision
Making.

Piotr Jankowski
Department of Geography
University of Idaho
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Many decisions concerning development, planning, and the management of environment are
complex issues requiring the cooperation of various involved parties. Examples of such
decision situations include habitat restoration and economic redevelopment problems. These
types of problems are characterized by a slow decision making process evolving through a
series of meetings, many of them public involving multiple stake holders that represent
conflicting interests and agendas. The goal of decision making process in these situations is to



113

seek a solution that can provide a compromise acceptable to the majority of stake holders. The
information describing various aspects of the problem is the key to finding consensus solution.
The effectiveness of information used by group members may directly effect the outcome of
decision making process.

The relationship between the tools and techniques used for structuring and presenting
information about the decision problem and their effect on problem solving and decision
making performance of teams was noted in many studies on Group Support Systems
(Galegher et al., 1990, Bowers and Benford, 1991, Jessup and Valacich, 1993). Their authors
tried to discover if the use of information technologies had any positive impact on the
effectiveness of group decision making measured by such indicators as: decision outcome
satisfaction and the time it takes a group to converge on the consensus solution. Mixed results
were found in regard to the benefits of information technology supporting group decision
making. Much of the mixed results were most certainly due to differences in the character of
the group, different research methods used, and differences in the information technology
being tested. These studies also established two important findings:

1. the larger the group the more effective computer decision support systems are, and

2. due to learning effects, the effectiveness of computer-aided group support grows over
time.

Many conceptual designs and empirical research questions developed in the field of Group
Support Systems can be applied to Spatial Decision Support Systems for Groups (SDSS-G).
This is because collaborative non-spatial decision making has similar conceptual characteristics
to collaborative spatial decision making. In both cases it is an activity involving a group of
people who are jointly responsible for generating possible solutions, evaluating potential
solutions, or formulating strategies for implementing solutions (DeSanctis and Gallupe, 1988).
The research issues that are more specific to spatial domain are related to the effects of
combining tools for structuring and presenting spatial information (maps) with tools for
presenting non-spatial information (decision models). The following specific questions/issues
may become a part of research agenda in collaborative spatial decision making:

· what is a fundamental difference (is there any ?) between non-spatial and spatial decision
problems tackled by groups?

· what constitutes the set of SDSS-G tools? The common elements of GSS include
brainstorming, meeting organization, and consensus building tools. Are there any tools not
represented in GSS that should be included in SDSS-G?

· Is there a need for multiple criteria decision methods for groups (MCDM-G) or are
MCDM too complex to be used in group meeting situations? There is a large number of
both non-compensatory and compensatory decision models that can be used for discrete
decision problems (small number of alternatives) by an individual decision maker.
Researchers have been integrating compensatory models (allowing to trade-off a poor
performance of alternative on one criterion for better performance on another criterion)
with GIS software to create spatial decision support tools. The compensatory models,
however, become burdensome for the user if the number of criteria is large. These models
could be replaced by new compensatory MCDM techniques that will be more user
friendly, especially in eliciting the criterion trade-offs and decision maker preferences.

· New cartographic symbols and map types need to be developed to support collaborative
decision making. Some work on the development of maps for collaborative facility
location analysis has already been done (Armstrong and Densham, 1995). More work
needs to be done on developing symbols and maps that can present group solutions and
help in elicitation of trade-offs between decision criteria. The examples of new maps
include a pairwise comparison map that could be used to support the elicitation of trade-
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offs between criteria pairs, and a vote map which would present the ranking position of
each voted alternative. The group support maps may be designed as interactive views
combining hypertext, images, sound, and animation.

· Integration of interactive maps and MCDM-G. The SDSS-G can include interactive
geographic visualization tools integrated with multiple criteria decision models for groups.
One such system has been already developed at the Universities of Idaho and
Washington. It is comprised of a group decision support module and ArcView-2. The
group decision support module provides tools and methods for multiple criteria
evaluation of alternatives in private and public modes and it is linked through the dynamic
data exchange with the customized application in ArcView-2. Thanks to the dynamic link,
the solutions generated in the group decision support module can be visualized in the real
time on maps and images developed in ArcView-2. The new solutions update,
transparently to the group members, maps such that spatial aspects of different solutions
can be compared. Maps in ArcView-2 also facilitate the elicitation of evaluation criterion
priorities.

The development of such integrated tools presents not only the design and
implementation challenges, but more even so an opportunity to explore the basic research
question about the dynamics of collaborative spatial decision making supported by the
geographic groupware software.

· Local vs. distributed (in space and time) collaborative spatial decision making. The
collaborative decision making that takes place in a meeting room (local) is currently the
most common form of group decision process. Other forms, however, are also possible
such as collaborative decision making distributed in space or distributed in space and in
time using the existing technologies of videoconferencing and computer networks. The
tools for space and time distributed SDSS-G need to be developed, followed by the
exploration of the dynamics of distributed collaborative spatial decision making.
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Area of research:

1. Development of mechanisms to promote collaborative problem exploration through
procedural support and generation of alternative solutions

2. Improvements in computational performance of spatial decision support systems to
support collaboration.

Collaboration in non-computational environments focus on mechanisms of teams, conferences,
and other face-to-face processes. Among the attributes of such environments are effects of
immediate communication and feedback, opportunities for rapid generation of ideas, and
evaluation. We assume that collaboration in spatial decision support systems should similarly
be an interactive process requiring low latency and high levels of communication between
human-human and human-computer processes. Barriers to these standards include diverse user
requirements for decision making environments and tools, the need for multiple
representations and tracking of problem explorations among participants, and delays in
communication from computational demands of GIS applications.

1. Collaborative Problem Exploration.

We have worked for several years on the development of functioning experimental systems for
spatial decision support. These include TRAINER: Training Requirements Assessment and
Integration with Environmental Resources, a decision support system for land use allocation
on army training lands; PEGASUS - an experimental urban transportation planning
environment; RMS: Readiness Management System; a linked GIS - hydrologic/hydraulic
model system for planning for flood events; and XCRIS: Cultural Resources Information
System), a decision support system for historic and cultural resource management. While not
explicitly addressing issues of collaboration, the problem domains from which the applications
are drawn are focused in part on the issue of a diverse user community with possibly different
stakes in the outcome of the planning process. We have sought to develop an environment for
supporting collaboration by reducing dependencies on procedural knowledge of the
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computational environment, and on supporting the search for collectively acceptable
alternatives. The aspect of collaboration we emphasize is one of problem exploration through
alternative generation and multicriteria evaluation rather than consensus building or other
strategies.

The search for good alternatives has been described as "an informed process of trial and error
which generates alternatives and prepares them for testing" (Harris and Batty, 1994).
Challenging enough, the search is made more difficult particularly when the solution space is
enlarged to include multiple participants. The emphasis must be on the "informed". For
example, explorations which retrace previously traveled areas must be avoided, as must trivial
alternatives.

We argue that "traditional" graphical user interface strategies including devices such as menus
and dialogs remain inadequate to the task of providing assistance to the user in individual
tasks, let alone collaborative tasks, because they simply repackage a set of individual
procedures or operations. Instead, we have experimented with the implementation of process
focused interfaces in which information flows between system operations and user operations
are explicitly managed. Information includes the tracing of histories of explorations by
individuals or groups such that users, scenarios, attributes, and alternatives considered, are
part of the information flow. (Further examination of this aspect is provided in the submission
by Lew Hopkins).

In our work on the military land management system TRAINER (Johnston et al., 1994) a
fundamental impediment to collaboration between the training community and land managers
is the phenomena of anchoring -- specifically land resource allocation decisions based on
familiarity with a particular geographic region within a particular time frame. An approach to
resolving this effect is to employ it to derive initial solutions, or for comparison with
alternatives derived from other means.

Part of the role of the interface is to assist in the search for sets of alternatives. For this
problem, we have used a framework of a planning process similar to that suggested by
Armstrong (1994) and others of strategizing, exploration, and evaluation. We are examining the
problem of developing useful strategies for problem exploration. One approach is through the
provision of partially substitutable procedures, that is, the user must be able to choose a
strategy or model with which to pursue problem exploration. The rationale for this is that
systems models may not exist for the intangible or unmodeled criteria that the user wishes to
employ in the search for solutions or that the user may wish to test different strategies for
generating alternatives.

We have employed Modeling to Generate Alternatives (Brill et al., 1982) to support user-
driven search for alternatives by creating alternatives which are different in geographic space
(and therefore varying in attribute levels) but similar in objective space (nearly equivalent
alternatives). We are also testing filtering techniques to select a set of candidate alternatives
from large numbers of alternatives generated across a range of attributes. We remain aware of
the limitations of modeling approaches to alternative generation and have examined the use of
information to trigger human strategies for alternative generation in the context of a bus route
design decision support system. These and other strategies must be further examined and
tested to provide effective search in a collaborative spatial decision making environment.
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2. Improvements to performance features of computational GIS to support interaction
between participants.

In our work we have encountered obstacles to implementation of alternative generation
strategies due to computational burdens of spatial search and display of results. To achieve
acceptable levels of performance, we are forced to reduce the resolution of our data, reduce the
geographic extent of search, or simplify the modeling process (for example, by using model
outputs rather than integrating systems models into alternative generation processes). This
problem, identified by others as well (e.g. Hodgson, et al, 1995), limits the potential for
collaborative environments. If we (reasonably) assume that part of a successful strategy for
collaborative GIS includes rapid generation of tentative solutions (e.g. brainstorming) by
varying parameter values or heuristics, and evaluations of alternatives against multiple
attributes, then latency between initiation of solution strategies and results becomes a very
real problem.

We are in early stages of initiaing work, in conjunction with the National Center for
Supercomputing Applications, on the development of designs for scalable computational
environments for modeling of spatial processes. The concept behind scalable computing is to
build an infrastructure of computers ranging from workstations to large supercomputers all
based on the same CPU and operating system, interconnected through high-speed networks.
This design conceivably permits transparent migration of processing tasks from local
workstations to GIS servers housed on supercomputers when high performance is required.

Related performance concerns involved display of spatial data. Collaboration will require
multiple views of data at different temporal and spatial scales. Some models for collaboration
(e.g. Shiffer, 1993) involve a conference room design with a common display. Conventional
workstation displays have insufficient resolution, scale, and through-put to support the large
amounts of displayed information required for collaborative planning.

Experimental settings are under development to explore display of spatial data on large scale,
high resolution devices based on arrays of display drivers and display devices. While it is clear
that such technologies currently lie outside the realm of common application, this work will
allow experimentation with different models for collaboration.
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Introduction

A necessary part of supporting collaborative spatial decision-making is to provide co-workers
with access to usable decision-making tools. One of the aims of the work presented in this
paper is to provide a group-based user interface to an existing GIS. The group-based user
interface is built upon a model of collaboration and a software architecture, which aim to
improve decision-makers' interaction with the system. The model enables different aspects of
group support to be identified and, as a result, it is possible to distinguish between different
collaborative systems that support decision-making. The group-based user interface
architecture adopts a novel approach by encompassing a User Interface Management Systems
(UIMS), knowledge-based techniques and software agents. In re- using an existing GIS, co-
workers are not expected to learn to use a new tool for the purpose of communicating in a
group. Further, there are cost- effective benefits to be gained from the software having already
been constructed and tested.

The model represents a functional model of collaborative support for spatial decision-making,
from which practical heuristics can be derived. It is described in terms of a set of entities. The
software agents within the group-based user interface architecture support a set of primitives
defined by the valid transitions between the states of the entities in the model.



120

The benefits of encompassing a UIMS in the user interface architecture include the possibility
of supporting different machine platforms, facilitate the construction of context-sensitive
dialogue and the addition of knowledge-based support. Further, by employing knowledge-
based techniques, the architecture enables the provision of a higher level interface, that is, one
in which the data types and functions presented to the user more closely approximate user
tasks than existing application commands. The architecture and a set of development tools
have been implemented, and a prototype has been constructed that supports collaborative
spatial decision-making.

Model

The primary entities of collaboration are defined to be: user, application environment and
application instance. After applying entity relationship analysis techniques, other entities are
discovered, which are: membership ticket, abstract data object and access ticket. The entities
are described below. (Jones et al., 1994) gives a full description of the entities, the states of the
entities and the valid transitions between those states.

A group is defined as several users (one or more) working on a collaborative decision-making
task. Each group is supported by an application environment. The environment is used by an
individual or shared by a group in order to support the common task. Potentially, the
environment can run more than one application instance. An application can provide task-
related functionality or a shared space, such as audio/ video communications links between
users. An application that provides task-related functionality can be shared in real-time or
asynchronously. An application needs to run within an application environment in order to be
accessible by a group, so even if the application starts with one user, others can join later.
Applications that operate outside an application environment influence this work but are not
considered a part of it.

A user can belong to several groups at the same time and thus participate in several tasks
supported by application environments respectively. Since potentially multiple users can
belong to multiple application environments, it is necessary to introduce the membership
ticket entity. A membership ticket defines a link between a specific user and a specific
application environment. It needs both a user and an application environment in order to exist.

An application instance is considered to comprise of abstract data objects. Each object belongs
to a particular data class: overlay, physical representation, logical representation, functional
data or persistent data.

· Overlay refers to meta representations made or controlled by a user, such as the pointer
position, cursor position and annotations.

· Physical representation refers to data as perceived by the user at the workstation. For
example, if the workstation operates a windowing environment, the physical
representation refers to the window objects used and to the state of the window manager.
As a result, a physical representation might consist of a list of options which can be
selected and two push buttons, one to confirm and one to cancel the selection, enclosed in
a blue/grey bordered window at a specific position on the display.

· Logical representation refers to the form that the data can take and the form of interaction
provided. It requires a level of abstraction in the presentation of data, sometimes referred
to as a virtual terminal. For instance, a logical representation might provide the user with
information in the form of a pie-chart or a histogram along with the possibility of
removing the information.

· Functional data refers to task-related data.
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· Persistent data refers to the stored data used by an application. Persistent data is
commonly stored in master files.

An access ticket defines a link between a user and an abstract data object. A user can interact
with an abstract data object if there exists an access ticket defining the link. A user can have
many access tickets, and, as a result, can interact with many objects. In reality, an access
ticket is more than just a token. An access ticket supports techniques to enable concurrency
and data consistency, that is, access by multiple users to the same data object.

Group-based User Interface Architecture

The architecture re-uses existing decision-making tools, while encompassing a UIMS,
knowledge-based techniques and agent support for group-work.

UIMS require the separation of an application's functional core from its user-interaction
subsystem, under the assumption that this approach provides both software engineering
advantages (more effective development and improved maintenance) and end-user advantages
(user- centred focus of control and user interface consistency) (Myers 1989). The user-
interaction subsystem is frequently partitioned into logical components, originally specified in
the Seeheim model (Pfaff 1985). The presentation component controls the presentation of
information to the user and commonly involves an abstraction of the information from its
realisation to the user. The dialogue control component manages the dynamics of the
interaction with the user and controls any sequencing. The application interface model is a
model of the semantics of the application which can be used for error checking and queries
regarding the consequences of actions. A discussion of the merits of a full UIMS over interface
builders is contained in (Myers 1993).

The group-based user interface implements a derivative of the FOCUS UIMS (Edmonds and
McDaid, 1990) which realises the Seeheim model but with a number of extensions. The
implementation of the Seeheim model with its extensions broadly include: the integration of an
executable task model into the dialogue controller, the re-use of existing systems, and a
modular structure with components communicating using a messaging system.

Knowledge-based techniques have been applied to task support to provide a higher level
interface and context-sensitive dialogue, that is, dialogue which is responsive to the current
state of interaction. Further, the performance of semantically nonsensical actions are
prevented.

The benefits of re-using existing software tools are both personal and cost-effective.
Individuals invest time and effort in learning single-user decision-making tools. Naturally,
some resistance would be met if a new tool had to be learnt for working in a group. Further,
existing software is already constructed and tested; no extra effort is required to provide the
same functionality.

Software agents provide the group support offered by the user interface. Three agents have
been designed and constructed: a user agent, a conference agent and an application agent. The
user agent and application agent are located within the architecture as shown below. The
conference agent manages the communication between these components. (Edmonds et al.,
1994) gives a full description of the agents.
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|
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|
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|

Existing software tool

The user agent controls the interaction between a group of users and the software tool. It takes
advantage of the abstraction of information into objects for the user in the dialogue controller
and the objects realisation in the presentation component of the UIMS. Effectively, the
abstract information objects are equivalent to the logical data objects in the model and the
realised objects are equivalent to the physical data objects. A presentation component and
dialogue controller exists for each user and the user agent distributes the logical data objects
between the dialogue controllers and the presentation components. As a result of users having
their own presentation component, users are able to view the output on different hardware,
running different windowing software and with different representations. The agent supports
feedback of other users' activities and supports multiple users interacting at the same time by
supporting access control mechanisms. In summary, the user agent supports the following
primitives, as defined by the model: create access ticket, remove access ticket and share input.

The conference agent supports the facilities necessary to set-up and dismantle a group of
users working on a collaborative decision-making task. It enables an application environment
to be started and stopped. It enables users to join and leave the environment. It supports the
invocation of an existing software tool (or application instance) in the environment and its
subsequent termination. It supports the creation and removal of membership tickets.

The application agent maintains a record of the interaction with the existing software tool in
order that a new user joining the application environment can be brought to the same state.

The existing software tools are assumed to contain the functional data objects and to have
access to the persistent data objects.

Prototype

The main aim of the prototype is to demonstrate support for spatial decision-making tasks by
providing co-workers, who could be situated in different locations, with access to usable
decision-making tools. A group- based user interface has been developed using the model and
software architecture. The existing software tool is a GIS, namely GRASS, which is public
domain software developed by the U.S. Army (Westervelt, 1991). The prototype provides a
shared focus for discussion by way of a public workspace in which graphical data can be
visualised and transformed by co-workers. It enables groups of users to become active
participants in the decision-making process in a meeting environment.
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Position Paper on Collaborative Spatial Decision-Making

Dave Lemberg
Department of Geography
University of California at Santa Barbara

Introduction

Spatial decision making generally involves conflict between various interest groups. Any
design for a spatial decision support system for use in a group environment should
incorporate into its structure, not only the spatial analysis tools to generate feasible
alternatives, but also the ability to use these instruments within a context of a process of
negotiation and mediation. A GIS is a natural and powerful tool to be used in developing
solutions to land-use problems. There is a real danger, however, that such a powerful device
may be misused, either through ignorance, or by design. Misuse by ignorance may be remedied
through training and through user interface and system design. Misuse by design must be
prevented through procedural and methodological checks and balances. This paper will center
on the following:

1. The special difficulties of dealing with spatial-locational problems in a public domain.

2. The applicability of principled negotiating techniques to conflict resolution in spatial-
locational problems among many interest groups.

3. The advantages and disadvantages of multi-user versus single-user interfaces in Group
Spatial Decision Support Systems with regard to use in public meetings on spatial-
locational disputes.

4. A list of research questions centering on the development of a set of methods and
procedures for a single-user based Group Spatial Decision Support System for problem
definition, alternative generation, and negotiation support for spatial-locational problem
solution in public meetings.

Spatial Problems and Spatial Conflict

Spatial problems such as site location, site closure, land-use decisions, boundary adjustments,
NIMBY issues, etc., have many common properties that make them difficult to solve. These
problems in general are hard to define. What exactly is the problem? What are the spatial and
temporal bounds on the problem? Who are the interested parties? To use a spatial metaphor -
where do we draw the line? This is a real problem. To apply Tobler's First Law of
Geography, "All things are related to everything else, but near things are more related than
distant things", a spatial issue should effect everyone on Earth. Fortunately, the amount of
that relationship is negligible for most of the world's population on any given issue. On the
other hand, modern transportation and communications technology have created ever more
complex relationships among people and organizations which are extra-local in scope.
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Such relationships include networks of families, friends, special interest groups, ethnic groups,
religious groups, corporations, government organizations, etc., that may communicate by
phone, by mail, by e-mail, by electronic bulletin boards, by the printed media, or by television
program. The groups may be bound by only one issue or by more complex ties of work,
beliefs, or other links. The growing complexity of our society has made it every more difficult
to determine exactly who might be effected by a land-use decision, who should be informed of
such issues, and who should be invited to take part in public hearings, study groups, and
negotiation sessions.

The set of spatial-locational problems are also hard to evaluate. Given that the problems
involve many parties with many different agendas, how can landowners, developers,
preservationists, community groups, government, and other diverse interests negotiate
agreements? Each party has its own values and priorities to apply to the issue. Which values
does one apply? All of them? None of them? A synthesis of all of the parties involved? Even
if one could come to a consensus on a set of values for the interested parties, how would one
go about evaluating alternative solutions? How does one measure combinations of material and
non-material costs and benefits (fiscal, environmental, aesthetic, etc.)? Conflict is inherent in
spatial issues. There is not necessarily and way to settle and issue in terms of right or wrong,
or good or bad. Rather, decisions may be imposed from above based on one set of values and
priorities (at the expense of those holding to other values and priorities), or decisions may be
made by a process of negotiation and compromise by which the interested parties come to
some agreement of mutual gain or at least equitable loss.

Spatial Problems and Negotiating Techniques

In working with spatial-locational problems in a group setting, the type of spatial
representation used to define the problem can either exacerbate or alleviate the level of conflict
between the parties in the room. A standard "flat paper map" or similar static display on an
overhead projector or CRT can create the perception of a "zero-sum game". Information
provided by such maps are limited. Changes on such a map can easily be perceived as a win or
lose situation. A boundary moves and territory is gained or lost. A GIS can create the
perception of a "win-win game" through a more complex representation of space and time.
Many layers of information displayed on the same space creates room for negotiation. The
impacts and benefits of many facets of a plot of land may be seen, and alternatives and trade-
offs may emerge. Complex problems require complex understanding and creative solutions.
Flexible tools are required to better define the problems, illustrate the interests involved, create
empathy among the participants, and allow common generation of alternative solutions.

One major problem in reaching solutions to spatial problems (land-use, site location, etc.) is
positional argument. Arguing over positions ("You can't put a collection center in my
neighborhood", "Closing a school is not an option", "All old growth forest must be protected",
"We must drill on this location", etc.) can produce negative outcomes. The positions of the
parties produce barriers to effective communication, reducing the likelihood of a consensual
agreement among the parties. Arguing over positions endangers relationships among the
participants. Each party is more likely to gain the perception of a win-lose situation in the
dispute and such a decision is more likely to result in a win-lose outcome. Bargaining among
parties with solid positions becomes more difficult with many parties involved. It only takes
one recalcitrant party to kill any agreement.

Fisher and Ury outline four points of principled negotiation. These four points are outlined
below, along with my own adaptations of these principles to spatial-locational problems, GIS,
and Group Spatial Decision Support Systems (GSDSS):
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From Fisher and Ury As Adapted to Spatial Problems

People: Separate the people from
the problem

Attack the problem, not
each other

Separate the people with the
GSDSS

Attack the problem on the maps
and on the electronic displays)

Interests: Focus on interests, not
positions

Manipulate the maps, not each
other

Options: Generate a variety of
alternatives

Simulate a variety of alternatives

Criteria: Base the result on some
objective standard

Base the result on evaluation of
impacts (distance, cost, damages,
etc.

Multi-user and Single-user Group Spatial Decision Support Systems and Spatial-
Locational Problems

Assuming the need for a GSDSS for use in the negotiating process for spatial-locational
disputes, a driving question is what sort of GSDSS interface is best suited to spatial conflict
resolution? Two different approaches - the multi-user interface and the single-user interface
come to mind. Each have advantages and disadvantages as a base for a GSDSS for a land-use
negotiation and mediation tool.

Multi-user interfaces for GSDSS's have the major advantage of allowing participation by all
members of the public meeting. Such a system allows all parties instant access to information
and allows all parties to participate in the alternative generation process. The "hands-on"
approach allows all participants to feel that they are part of the decision making process. The
disadvantages of a multi-user interface for a GSDSS are centered on equity and on the control
required in a negotiation process as opposed to a simple decision making process. Using a
multi-user system, experts have advantages over novices in manipulating the system. You are
likely to end up with "dueling consultants" representing rich interests against each other, and
riding roughshod over any interest group with such resources.

Retaining control of a public meeting and mediating a negotiation process among interest
groups would become difficult if all parties had uncensored access to an open GSDSS.
Opposing sides are likely to distort the representation of the problem to their own positions,
making constructive compromise and alternative generation more difficult. It is difficult to
control the accuracy of the input data if anyone can enter data into the system. The design and
cost of such a system would be expensive in terms of hardware, networking, and software
problems (user interfaces and multi-user sharing).

The advantage of a single operator system is in the way that the system administrator /
operator /mediator team can create the conditions required for a successful negotiating session.
The meeting facilitator has control over the meeting, keeping the flow of the meeting on the
issues rather than on personalities. The planning staff can filter the input data for validity,
excluding non-verifiable data. Alternative solutions and the output maps generated for these
alternatives may be filtered for positional distortions. These filtering functions will minimize
the "Experts'" influence over the proceedings - one side is less likely to overwhelm the other
due to superior resources. Finally, the user interface problem is simplified. The operating



127

interface can be aimed toward a higher level user. The hardware and software required should
be cheaper.

The disadvantages of a single-user GSDSS center on the requirements for a set of highly skilled
operators and support staff. Required staff skills would include data filtering, GIS and spatial
concepts, and negotiation and mediation skills. The public meetings will be less "democratic",
in that the facilitator will have full control over the negotiating process. The process requires
legitimacy from the parties involved, much like submission to arbitration for civil disputes.
Control by the facilitator and the planning agency means limited access by the participants.
There is a danger that some participants may feel excluded or discriminated against. The
success of such a system requires strong ethical rules against bias.

Research Questions

Is the single user group spatial decision system a superior approach for resolving spatial
conflict in a public context? It remains to be seen. Given the advantages of the of the single
user GSDSS, there are many research question that can be applied to the development of a set
of methods and procedures for problem definition, alternative generation, and negotiation
support for spatial-locational problem solution in public meetings. One major question is the
role of the user in the negotiation process. I propose three possible roles: the Operator, the
Facilitator, and the Mediator.

The simplest role is that of the operator. The operator acts as a technician for the group,
operating the system and generating simulations and alternative scenarios only on requests
from a group leader or from members of the group. The operator does not act as a participant
in the group. He or she does not initiate solution alternatives or join into the discussion.
Rather than being a part of the negotiating process, the operator acts as a human user interface
for the others in the meeting. In some ways, this is like a multi-user GSDSS without the
requirement for simple user interface software and multiple input terminals.

The facilitator acts as a consultant for the group. He or she operates the system, generating
simulations and alternative scenarios on request from the group, but also adds his/her expertise
as a spatial analyst as a participant in the group process. The facilitator controls the flow of
the meeting through suggestion. He or she does not have a formal leadership role, but may
steer the negotiation process through constructive alternative generation, proposing
alternatives that attack the central problems rather than those that explicitly favor one
position.

The mediator not only acts as a participant in the group decision making process, but acts in a
leadership role within the group. By operating the spatial decision support system and taking
a leadership role in problem definition and alternative generation, the he or she can focus the
attention of the group on finding common ground and negotiating a workable solution. The
mediator has the added advantage of filtering capability. He or she can question, moderate , or
reject proposals or information that are inaccurate, distorted, biased, or inequitable.

Other questions to be examined include:

What sort of functionality is required for a Group Spatial Decision Support System? Is spatial
decision support the main need or is spatial understanding support more important to the
process?

Can we design a general purpose GSDSS for land-use issue negotiation, or would it make more
sense to design many specialized GSDSS's for site location, schools, emergency services, etc.?
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What sorts of graphic displays would be most effective for a single-operator GSDSS?

What sort of procedures would be most effective for conducting negotiation and mediation in
public meetings supported by a GSDSS? How would the participants forward their queries to
the operator? What sort of time frame would the process work under?

What sort of data filtering would be required to support such a system? How would data sets
be evaluated for validity and bias?

Are we creating a new profession of a GSDSS mediator/facilitator/operator? What sort of
training would be required to fill this position? GIS, spatial concepts, data processing, land use
planning, negotiation and mediation techniques? What sort of system of ethics would be
required for such a group in order to retain legitimacy by the disputing parties?
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Reading Risks

A Proposal to NCGIA Initiative 17: Collaborative Spatial Decision-Making

Seymour J. Mandelbaum

May 11, 1995

This brief account of the paper I am writing describes two complementary focii. The first
places the relationship between geographic information systems and collaborative group
dynamics within the general framework of a process through which planning tools are made
and broken. The second explores that framework using the representation of risk as an analytic
probe. The first focus dominates this note; the second will dominate the paper.

The call for the conference is grounded in a archetypal story. In this stylized account, a group
is engaged by an issue that appears (at least to some in the circle) to call for collective action.
The conversation begins and then, at one point or another, the discussants are presented with
a spatially organized set of measurements that I will call, for simplicity's sake, a "map." The
group processes continue -- sometimes ignoring the map and sometimes using it to shape the
issue and the group's decisions -- until (with the authority of the narrator) the story is brought
to a close.

The conference and the research program to follow seek -- as I interpret the call -- to
understand and improve the processes of creating and reading maps -- in all their variety.
"How," we ask within the epistemic community of map-makers, "does the representational
form, timing, social provenance and authority of a map -- or better, a set of maps -- influence
its uses? How do the characteristics of issues and of groups shape the dynamics of reading?"

The goal of the enterprise is to increase the ability of a group to articulate and evaluate
alternative "solutions to spatial problems," and to resolve "spatial conflicts." The political
framework within which these aspirations are set is a general commitment to "collaboration."
The term is ambiguous -- masters and slaves may, after all, be said to "collaborate" -- but I
assume that it here implies a high level of uncoerced consensus within the group, resolving
conflicts in a way that is not only legitimate but satisfactory. In the fashionable term of the
mediator's art, a collaborative sensibility seeks "win/win" solutions.

Within this context -- engaged in the service of the collaborative sensibility -- maps and the
processes of creating and reading them must capture and discipline the issues that occupy the
collaborators privately. Absent that engagement, maps are rejected (either tacitly or explicitly)
as irrelevant or pernicious; are controlling only by the use of coercive mandates.

That is, I suspect, a familiar caution. If the level of aggregation in a geographic information
system is too large to capture the moral concerns of the collaborators, it is difficult for them to
express and compare their worlds. Maps confuse and contaminate the conversation when
boundaries are "wrong," "distance" measures don't capture "location," social conflicts are
misread in the language of space or protean processes are deceptively frozen in time.

Familiarity is often, however, only small comfort. Warnings may be ritually repeated with
little impact on the deep structures that make them difficult to follow. The measures and the
representational protocols that are brought to bear in "group-based" processes are
characteristically generated in complex polities and depend upon both radical simplifications
and legitimate coercion. Like the U.S. Census, they are trenches designed to constrain and
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manage group processes by providing a public conception of their external environments.
Inevitably, however, the external measures colonize the representation of the internal
environment: we are bound sometimes to describe ourselves as if we were figures in the
Census or the reporting forms attached to funding requests. (In this way, we adopt one of the
prescribed ethnic identities or measures of "need.") Uncoerced collaborations make it difficult,
however, to repress identities and secret concerns. When they "out," they threaten the
discipline of an imposed public order (or map).

The perils of the external information system are complemented by internal difficulties. A
collaborative process often changes the Mind and archetypal stakeholders of a group, altering
the balance of open and strategic speech and shifting preferences and conceptual frames. The
stages of deliberation alter the demands for information. Boundaries, dimensions and levels of
aggregation that capture and discipline speech in the opening moves of a collaborative process
may be too simple for the middle game. As a group works towards convergence, however, the
complexity of the middle may retard closure if it is not shed. A geographic information system
to "support" uncoerced decisions must be appropriate to its moment. It is, however, virtually
impossible to create a map that changes with the group if the map-makers see themselves as
creating a stable, foundational order of "fact" and if the process of reading is not robust enough
to support a conflictual conversation of incomplete intimations.

The often faltering and flawed adjustment of geographic information systems to the dynamics
of collaborative groups exemplifies a ubiquitous process of making and breaking planning
tools. The making of tools may start with the social construction of a privileged image of a
"problem" and the subsequent crafting of an instrument appropriate to their construction:
"Since this is a spatial problem, we need a map." The flow may, however, proceed in the other
direction: "We have a map so let's think of this as spatial problem."

In a symmetrical fashion, the breaking of tools may be initiated either by the denial of the
cogency of a problem construction or the relevance and effectiveness of the instrument. The
symmetry is not, however, complete. It does not take a tool to break a tool. A technological
consensus may be eroded without a replacement arising instantly in its place. (In the
interregnum, both savvy professionals and ordinary men and women may grieve for lost
certainties.) The rhetoric of making and breaking may also be different: one confident and
romantic; the other skeptical, angry and even tragic. ("What becomes of the precious notion of
the general welfare," we wonder sadly, "if the technical bases of a utilitarian calculus no longer
command our respect?")

There is a great deal of similarity between the making of planning tools and the (much more
familiar) crafting of technological innovations in manufacturing. Some manufacturing
innovations begin on the shop floor and spread initially from one set of users to another
without the mediation of cosmpolitan scientists or engineers. Others, originate in research
laboratories and are first expressed in abstract rhetorical forms before they are "applied" to
"practical" affairs. In the same way, some planning innovations originate in the dense world of
collaborative groups and others in the necessarily simplified rhetoric and authoritative claims
of large polities. Wherever the tale begins, innovations in manufacturing and planning only earn
a consensual authority -- only, in effect, appear as "tools" -- when they have both been honed
in the practices of particular places and explicated in the simplified rhetoric of every place.

The process of making tools at two different scales and in two different rhetorical styles,
creates complementary disciplines. Collaborative group processes test both the claims to
authority characteristic of large polities and the requirements for simplification associated with
the management of diverse units. Hierarchical processes in large polities sustain public orders
that support inter-communal relations and make it possible to distinguish the array of
"distinctive" places in which a tool is apposite.
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The call to the conference quite sensibly suggests that experience matters; that some problems
in the design of geographic information systems are hidden when we design for every place
and in the abstract language of the map-makers themselves. Only in the practices of
collaborative groups do we finally appreciate how unfriendly are our designs or how much
they distort the worlds in which users struggle with collective choices. (A similar observation
applies, of course, at the other end of the spectrum: experience matters in the appreciation of
the limits of collaborative processes.)

Experience is not, however, our only teacher. Many of the qualities in information systems
that frustrate collaboration are apparent in the arguments phrased at a high level of abstraction
in the corridors of power and formal science.

Consider the representation of risk.

Some geographic information systems purport to map explicitly the incidence of risk: here is a
cancer belt, there the aquifer carries industrial pollution from brownfields to rural pastures.
There is, however, a larger sense in which every spatial display -- even the most benign --
evokes a reading of risk. Presented with a map, we all sensibly wonder: who and what is at
risk in either trusting the display or in distrusting it? what sorts of risks are attached to the
spatial pattern elaborated in the map? The ways in which we answer those questions express
our essential images of time and planning. If a collaborative process does not provide an
opportunity for those readings of risk to be expressed, they will (like the water-borne
pollution) surface in strange places.

Tools for the representation of risk are grounded into one of two images that are formally
distinctive and even conflicting though in the muddied and opportunistic language of planning
they often appear together. In the first, risk appears as an expected consequence of
enterprising behavior so that we talk of ourselves as responsible agents "taking" risks. We may
prudently act to mitigate future dangers but we cannot expect to eliminate them. We should,
indeed, be wary of devoting ourselves so fully to mitigation that we foreclose valuable
opportunities; of being so risk aversive that we accomplish nothing. The tools we construct
within this image seek to decompose bundled risks and opportunities into discrete elements
and to create a common metric that allows us to compare and aggregate prospective gains and
losses. The tool-makers, acting within this image, seek in the words of a recent NSF-EPA
request for proposals, to develop a "systematic and compelling valuation mode."

In the second image, we speak of ourselves as victims whose rights are violated when we are
put "at risk" from the behavior of others or our own ignorance or akrasia. The risk -- always
prospective -- is represented as if it were a tort -- an unjustified injury in the past -- that must
(rightfully) be rectified. The tools of representation engage the allocation of blame and the
assignment of responsibility for rectification.
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This proposal follows upon a resolve to increase contact between the communities of
interpretive planning theoreticians and of designers crafting new planning technologies. That
resolve is announced in an essay -- "The Technological Sensibility" -- scheduled for
publication in the April issue of the Town Planning Review and in my introductory essay --
"The Talk of the Community" -- at the beginning of Explorations in Planning Theory,
scheduled for publication in December. Dick Klosterman, Judy Innes and I have arranged two
sessions on the theory/technology nexus at the Detroit ACSP meeting in October.

The tack I have taken -- framing the making and breaking of planning tools within the
dynamics of epistemic and practice communities -- continues a theme that runs through
virtually all my work: from Boss Tweed's New York (1965) and Community and
Communications (1972) to a new book, Open Moral Communities, that will, I hope, be out
next Spring. The title I have given this proposal emphasizes this continuity by echoing an
earlier essay on "Reading Plans," Journal of the American Planning Association, 56 (1990),
350-356.

In addition to the project on tools, I have joined a recent proposal to NTIA to use Libertynet -
- the regional "freenet" -- as a complement to the "collaborative" development activities of the
Philadelphia empowerment zones.

Interaction Coding Systems for Studying Collaborative Spatial Decision
Making

Timothy L. Nyerges
University of Washington
Department of Geography
University of Washington
Seattle, WA 98195
nyerges@u.washington.edu

1. Introduction

Studying the use of decision aids as part of research on collaborative spatial decision making
(CSDM) should be a complement to developing decision aid tools. One reason for this is that
intended use of advanced information technology can be different fro m actual use (DeSanctis
and Poole 1994). Unfortunately, there has been very little empirical research describing how
people make use of geographic information systems (Nyerges 1993). Some GIS research is
beginning to appear focused on individual use (Davi es 1995), but systematic, empirical
studies are only now being performed with group-based decision interaction as a focus (Lewis,
Reitsma, and Zigurs, 1992, Nyerges and Jankowski 1994). The essence of this latter research
is to identify the shared underst anding people have about the use of decision aids that
specifically treat geographic information.

Interaction coding systems are used to assist in the recovery of data that describe decision aid
use. An interaction coding system is essentially a set of keywords that summarizes the
character of a process and the mechanisms used in that process from a particular perspective.
A suite of coding systems is described in this paper.
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The coding and analysis approach to research goes by several names in various disciplines. In
social science research it is generally known as content analysis (Krippendorf 1980). In
psychology, cognitive science and computer science it has been called pr otocol analysis
(Ericsson and Simon 1984). In social psychology, sociology and speech communication this
process of analysis is called interaction coding analysis (Poole and Roth 1989a).
Commonalties across disciplines is indicative of the general applicability for social-behavioral
research. Coding systems have been used in research on advanced technology to summarize
research data captured about small-group decision interaction (Poole and Roth 1989b). The
data is used to identify patterns and the impact s of decision aids on these patterns of decision
making. Software tools are available to assist with coding of textual transcripts, and have even
been developer for coding data directly from audio-video tapes (Sanderson, James, and Seidler
1989, Roschelle and Goldman 1991). Analysis of the data can be performed using qualitative
and quantitative statistical techniques.

The interaction coding systems discussed in this paper are being developed as part of a study
of the impacts of computer-assisted decision aids on collaborative spatial decision making
(Nyerges and Jankowski 1994). The research design for this study makes use of a laboratory
setting in which geographic information systems and multicriteria decision models are the core
decision aid technologies being used by small groups of decision makers.

The decision making task has been taken from a realistic decision context dealing with wildlife
habitat site selection in the Duwamish Waterway estuary of Seattle, Washington (National
Oceanic and Atmospheric Administration 1994). Habitat site selection is growing in
importance as environmental analysts are faced with choosing an appropriate balance of
financial and human resources. The habitat site selection problem is viewed as consisting of
three types of tasks -- a creativity task, a preference task and a cognitive conflict task
(McGrath 1984). The creativity task involves sorting out basic issues about what attributes
are important as part of the site character, and forming a list of potential sites. The preference
task involves selection of a set of attributes that form the criteria for choosing; these criteria
becoming the basis of the site selection process. The cognitive conflict task involves group
members sorting through the collection of criteria, each member presumably having a different
pers pective for wanting particular criteria prioritized over others, and for selecting certain
sites over others.

Site selection can be viewed as a decision process that involves conflict management
(interaction), due to the different perspectives inherent in the views of participating members.
A conflict management activity is composed of two subactivities called id ea differentiation
and idea integration. Both idea differentiation and idea integration are essential to resolving
differences in viewpoint and reaching a consensus (Walton 1969, Sambamurthy and Poole
1992, Poole, Holmes and DeSanctis 1991).

Idea differentiation involves extracting information on characteristics of sites, and making
distinctions among the attributes that characterize sites, hence differentiating the sites
themselves. Idea differentiation also involves a contrast of the decisi on strategies that are
used, one being favored over another to derive the solution in site selection.

Idea integration involves a process of synthesizing the attributes to establish the criteria to be
used in making the decision. Idea integration involves following through in the making of the
decision by applying a decision strategy. Such a decision stra tegy could be carried out in
either a manual or computer-assisted mode, and should not affect the basic development of a
suite of coding systems used to capture the character of the process.
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2. Interaction Coding Systems for CSDM Research

The impacts of information technology on collaborative spatial decision making can be
captured through the use of a suite of coding systems. Five coding systems are being used in
this research, and each is described in turn as follows.

1. decision functions coding system (DFCS) - for summarizing decision phases,

2. group working relations coding system (GWRCS) - for summarizing group social
interaction,

3. decision aid coding system (DACS) - for summarizing the kinds of decision aids
invoked,

4. aid appropriation coding system (AACS) - for summarizing the manner in which
decision aids are invoked during the decision process, and

5. decision aid use coding system - for summarizing how each aid is being used for
information interaction.

Each of these is explained in more detail in the following sections.

2.1 Decision Functions Coding System

A decision functions coding system (DFCS) can be used to collect data on phases of decision
making, including problem development, critique and consensus. Poole and Roth (1989a)
developed and tested DFCS using a variety of decision making tasks, among the m preference
tasks (McGrath 1984). Because wildlife habitat site selection is a type of "preference task",
the coding system should be applicable to this research.

The DFCS consists of several activity categories. The keywords with their associated phase
type codes (in parentheses) are presented below.

1. Problem Activity
1a. Problem Analysis (PA) : Statements that define or analyze the problem facing the
group
1b. Problem Critique (PC, with + or -): Statements that support or criticize a problem
analysis

2. Execute Activity
2a. Orientation (OO): Statements that direct the group's process or help the group to do
its work.
2b. Process Reflection (PR): Statements that comment on the group's process or progress

3. Solution Activity
3a. Solution Analysis (SA): Statements that define how the group will go about developing
its solution in general terms, including criteria and general directions
3b. Solution Design (SD): statements that propose solutions
3c. Solution Elaboration (SEB): statements that alter or amend solutions
3d. Solution Evaluation (SEV, +,-,/): statements that support (+), criticize (-), or offer
evaluation (/) of solutions. 3e. Solution confirmation (SC, +, /): statements that ask for
confirmations (+) or votes (/) for final confirmation of decisions.

4. Non-related Activity
4a. Tangents (TA): moving to an unrelated subject
4b. Disorganization (DI): Disorganized or nonfocused discussion.
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2.2 Group Working Relations Coding System

The group working relations coding system (GWRCS) is being used to describe the collective
interaction among decision makers. GWRCS was developed and tested by Poole and Roth
(1989) to recover interpersonal confli ct during the multi-phase, cyclic nature of group-
decision making. GWRCS was developed and tested using a variety of decision making tasks,
among them cognitive conflict tasks in addition to preference tasks, hence it is thought to be
suitable for recover ing the phases of conflict interaction in this research project. Furthermore,
GWRCS has been applied to conflict interaction for group decision making within a GSS
meeting environment (Poole, Holmes and DeSanctis 1991), but maps and multi-criteria decisio
n aids where not part of their experiment.

The GWRCS consists of several categories and associated codes as follows.

1. Work Focused Relationships
1a. Focused Work (FW): Periods when members are task focused and do not disagree with
one another
1b. Critical Work (CW): Periods when members disagree with each other, but the
disagreements are centered on ideas and no opposing sides have been differentiated.

2. Conflict
2a. Opposition (OP): Periods in which disagreements are expressed through the formation
of opposing sides.
2b. Accommodation (AC): A mode of resolution of opposition in which one side gives in.
2c. Tabling (TAB): A mode of resolution of opposition in which the subject is tabled or
dropped.
2d. Open Discussion (OD): A mode of resolution of opposition that utilizes problem-
solving discussions, negotiation, or compromise.

3. Integration
3a. Relational Integration (RI): periods when the group is searching for task-focus, but
may wind up on tangents, joking or distracted.

2.3 Decision Aid Coding System

The decision aid coding system (DACS) consists of three coding subsystems, a map type
coding system (MTCS), a multicriteria decision model coding system (DMCS), and a
consensus aid coding system (CACS).

2.3.1 Maps

The map type coding system (MTCS) focuses on map types being used by group members.
It consists of the following.

1. Descriptive site map (DM). Site locations and names.

2. Rankmap (RM) - displays ranks of the sites

3. Graduated Circle map (GM) - shows at tributes via graduated circle

4. Bar Map (BM) - shows attributes using bars as in a histogram

5. Choropleth map (CM) - a gray scale shaded map
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6. Orthoimage (OI) - shows area using photo image

7. Table Display (TD) - a table of attribute information

8. Graph Display (GD) - a graph dis play to show relation

9. Text help (TH) - text help explains a particular software capability or data category

2.3.2 Multicriteria Decision Models

The multicriteria decision method (model) coding system (DMCS) focuses on the types of
aggregation methods (model) used to perform analysis. It consists of two types of aggregation
methods:

1. Aggregation method choice
1a. weighted summation (WS) aggregation method - the familiar rate and rate approach
1b. aspiration level (AL) aggregation method - sets a level of attainment and telss the user
how close to this level has been achieved.

2. Weight method choice
2a. aspirations (AS) - sets a level of attainment for an attribute
2b. pairwise comparison (PC) - each attribute is compared against every other for
preference
2c. ranking (RK) - assign on a scale of 1 to 9 2d. rating (RA) - proportion 100 points
across all criteria

2.3.3 Consensus

A systematic approach to consensus makes use of consensus aids called voting strategies.
Voting strategies are

1. non-rank vote (NRV - simple majority of yea answer for vote

2. rank vote (RV) - adds the ranks (1 to 9) using Borda social preference

2.4 Aid Appropriation Coding System

The aid appropriation coding system (AACS) focuses on how the decision aids are invoked,
i.e., brought into use, and is based on the appropriation coding system of DeSanctis and Poole
(1991). They describe nine generic types of appropriation moves:

1. direct appropriation (DIR) - represents active use of a single decision aid, i.e. software
capability and/or organizational guideline for a cognitive task;

2. substitution (SUB) - one decision aid replaces another to carry out the cognitive task.

3. combination (CMB) - two decision aids are melded together to carry out the cognitive
task.

4. enlargement (ENL) - two decision aids are compared to eachother, but only one may be
used to carry out the cognitive task.
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5. constraint (CST) - constraint attempts to interpret and understand a single decision aid in
light of the cognitive task.

6. contrast (CNT) - two decision aids are placed in opposition and one is chosen to carry out
the task.

7. affirmation (AFF) - represents the positive modes of response to others' appropriations
for carrying out a cognitive task

8. negation (NEG) - represents the negative modes of response to others' appropriations for
carrying out a cognitive task

9. ambiguity (AMB) - Ambiguity represents uncertainty and confusion for what should be
used to carry out a cognitive task.

2.5 Decision Aid Use Coding System

The decision aid use coding system (DAUCS) focuses on the socio- cognitive activity of
decision aids after they have been appropriated. These operations directly support the need to
carry out certain decision functions, hence implement shared cognitive ac tions to carry out the
decision functions (i.e., the functions in the decision functions coding system). The decision
aid use coding system (DAUCS) will code the elementary operations used for differentiating
and integrating information.

Rather than develop two coding systems for decision aid use, one for maps, and one for
decision models, a single, synthesized coding system for decision aid use has been devised.
Literature for map use operations includes basic reading tasks (Board 1978, 1984, Morrison
1978) and analytical operations (Nyerges 1991). Literature for the MCD model perspective
includes individual decision making (Payne 1982), individual decision support system use
(Todd and Benbasat 1992), an overview of group-based MCD appro aches (Hwang and Lin
1984), and a particular MCD model in a GDSS (Dickson et al 1991). When DAUCS is
combined with the DACS subsystems, different decision aids and their manners of use can be
identified. The keywords and respective codes are as follows.

1. Acquire (AQ) information from a source and internalize it
1a. read (RD)
1b. retrieve (RE)
1c. search (SE)
1d. identify (ID)
1e. locate (LO)
1f. istribution (DT)
1g. abel (LB)
1h. define (DE)

2. Save (SV) information for later use
2a. save temporarily (ST)
2b. save permanently (SP)

3. Interpret (INP) meanings for a source of information to develop a perspective
3a. distinguish (DT)
3b. categorize (CZ)
3c. simplify by location (SL)
3d. classify by location (CL)
3e. aggregate (locate, cluster, bind, describe) (AG)



139

3f. generalize by attribute (GA)
3g. classify by attribute (CLA)
3h. simplify by attribute (SIA)
3i. weight (WT)

4. Analyze (ANL) to derive or synthesize information, or change into a different form
4a. associate (AO)
4b. cluster (CS)
4c. rank (RK)
4d. count (CT)
4e. correlate (CR)
4f. measure (MS)
4g. interpolate (IP)
4h. add (AD)
4I. subtract (SB)
4j. multiply (MU)
4k. divide (DV)

5. Evaluate (EVL) to explore information usefulness
5a. compare (CP)
5a1. within (CPW)
5a2. between (CPB)
5b. contrast (CN)
5b1. within (CNW)
5b2. between (CNB)
5c. verify (VE)

6. Judge (JU) to determine information usefulness
6a. prefer (PF)
6b. like (LK)
6c. choose (CH)

3. Conclusions

Interaction coding for small groups has been practiced in studies in social psychology,
sociology and speech communications for some time. It has yet to be done in studies with
group-based GIS. In summary, five coding systems are being proposed to encode data on
collaborative spatial decision making in the context of wildlife habitat site selection. The
decision process will make use of geographic information technology and multicriteria decision
models. The coding systems are thought to be general enough to be used (with possible
extensions) for many kinds of spatial decision tasks. This research is intended to distill and
enhance further the coding systems through the data collection and analysis process.

Each coding system has an emphasis, making it easier to encode data from a different
perspective. The decision functions coding system describes phases in a decision process. The
group working relations coding system describes person to person social inte raction as part of
conflict management in a group. The decision aid coding system consisting of a map type
coding subsystem and a multicriteria decision model subsystem is used to decision the kinds
of aids being used. The aid appropriation coding system captures how the decision aids are
brought into use by the group. Finally, the decision aid use coding system focuses on the
social-cognitive act of putting the decision aids to use in various ways.
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Both general and detailed hypotheses will make use of the data captured by way of the coding
systems. As an example of general hypotheses, it is expected that both the MTCS and DMCS
codes will be applied to idea differentiation and idea integration decisi on sequences. However,
it is expected that MTCS will be applied more during coding of idea differentiation and DMCS
will be applied more during coding of idea integration. In addition, data observations are used
in some of the more than twenty variables t hat have been identified to describe the CSDM
processes.

Whether development and use of coding systems is the appropriate way to perform
behavioral research on decision making is still being debated. It is accepted as an approach to
systematically characterize a decision process. However, the concern is whether it does so
artificially. Do users of technology really make decisions in the way that they are coded? Or,
are decision makers and users of software technology interacting in a way different than what
is being summarized. One way of assisting with insurin g valid data is to: 1) video tape
decision makers, 2) ask them to comment on what they did and tape record that, 3) code the
video tapes, and 4) use the audio tapes as a quality control check on the coding.

The interaction coding process is the core of a social-behavioral science investigation of
decision making. There are several approaches to coding and coding validation, but they are
nonetheless part of a coding process with many commonalties. There are o ther levels of
coding of data about small groups other than at the level of the group as a whole. For example,
how do individuals in the group behave? Are there leaders and followers, and is this caused by
expertise with information technologies. How do g roup decisions fit into organizational
contexts as part of the decision process.

Through research experience we can come to gather better qualitative and quantitative data
characterizing CSDM processes. Only with better data can we evaluate the input, process,
and outcomes of the decision process in a systematic fashion. Everything el se will really be
anecdotal speculation.
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Abstract

Scientists want to collaborate at different levels ranging from sharing of data, sharing of visualization results, to joint cre ation and analysis of
data. A system that attempts to support collaborative spatial decision-making must support these different levels of collaboration. We describe a
system called CSpray that tries to achieve these goals.

1 Introduction

At UCSC, we have been working on the REINAS (Real-time Environmental Information Network and Analysis System) project to provide
real-time data acquisition, data management, and data visualization of environmental data to a variety of users. On the visualization front, we are
looking at providing collaborative scientific visualization support for our users from meteorology and oceanography. While their inputs and
needs have contributed to the design of our system, the visualization and auxiliary tools that we have developed are also applicable to other
domains such as GIS.

Our work falls under the category of CSCW (Computer Supported Collaborative Work) with applications to scientific visualization. The
immediate impact of the application area is twofold: (a) Data lives in a 3D (or higher dimension) world. This is in contrast to the textual or 2D
collaborative document or drawing applications commonly found in CSCW applications. (b) There is a large volume of data transfer among
participants. The implications of the higher dimensionality of the workspace are the necessity to support annotation and pointing in 3D space,
ability to roam around and change viewpoints in 3D, and the ability to see the viewpoint of others from their vantage point. On the other hand the
implications of large data transfers raises issues of compression and different levels of data sharing. The section on Collaborative Features will
highlight how these are addressed.

2 Architecture

We use an in-house visualization system, called Spray, as our start off point for designing a collaborative visualization system. The single user
version of Spray provides the users with a metaphor of grabbing spray paint cans loaded with special particles. As these particles enter the data space,
they look for features of interests and display them as geometric primitives (e.g. points, lines, polygons, etc.). These a.re the visualization results. The
cans are usually loaded with different types of particles. Each type of particle will produce different types of visualization effects (e.g. contours,
iso-surfaces, streamlines, etc.).

In a typical single user session, a user would create and load some spray cans with different types of particles. The user would then open data
files and associate one or more of them with each spray can. Each of these cans can then be grabbed, moved, and sprayed in turn. In effect, the user
incrementally creates the visualization product through successive applications of different spray cans. At any time, the user can also move about and
change viewpoints within the data space.

The extension of Spray to support collaboration among geographically distributed researchers is called CSpray which stands for Collaborative
Spray. From the system point of view, CSpray has a symmetric architecture. To initiate a collaborative session, one of the sites starts up its CSpray
application. Other participants then start up their own CSpray to connect to the first participant which is acting as a "server". Each CSpray
application is identical to the others so that any of the applications can run as the "server" when the first participant decides to leave the session.
Communication among participants are currently done with TCP/IP connections. While it does provide reliable data transfers, it also requires
participant to participant (i.e. N 2) connections. We are looking at other alternatives, e.g. reliable multi-casting, to support larger number of
participants.

3 Collaborative FFU-atures

In CSpray, users on different workstations share the same virtual workspace with their remote collaborators. Each user create their own spray cans
which are associated with local data sets just as before. Spray cans and their visualization results can then be selectively made public and available to
other participants. Users move about this shared workspace and can see other users, public spray cans, and public visualization results. There are
several issues and tools necessary to support this shared workspace environment. The following provides some highlights.

                                                          
* This project is supported by ONR grant N00014-92-J-1807



3.1 Session Management
CSpray currently has a minimal form of session management. A session is a set of connections (participants) sharing a virtual workspace. Multiple
simultaneous sessions are possible by starting up CSpray to connect to the appropriate "server" of a session. Multimedia tools such as nv and vat can
be used in conjunction with CSpray to help orchestrate a session. However, there is no session directory or announcement facility for session
initiation and termination. There is, on the other hand, support for participants joining and leaving a session at different times. This implies that late
participants need to be brought up to date on the cur-rent state of the shared virtual workspace. Participants also need to be informed when a member
leaves the session and so that the shared virtual workspace can be updated accordingly. As members join and leave a session, a list of active
participants is maintained.

3.2 Public Window/ Eyecons
Each participant in a session is represented by an eyecon (a floating eyeball). The eyecon has a label that indicates the participant’s name, and is used
to show the participant’s position and orientation within the shared virtual workspace. While participants can see others within this workspace, they
may also want to see what another participant is seeing. This is done by providing an extra graphics window, called the public window, where the
world as seen by the other participant is displayed. There are two ways to look over your collaborator’s shoulders: (a) click on their eyecon, or (b) if
their eyecon is not immediately visible, select their name from a pulldown list of active participants.

3.3 Private/Public Spray Cans

Since spray cans are associated with data sets, we need to distinguish between private spray cans and public spray cans. Private cans and their spray
results are visible only to the creator. This allows members to work independently first to make sure things look correct before broadcasting the can
and the results to the whole session. Public cans are accessible by other members of the session. That is, other people can grab and spray someone
else’s cans. This translates to requests to the remote machine to visualize the remote data set and make the results public.

We also provide a special type of particle/can combination which we refer to as an annotation or pointer can. When sprayed, this can produces a
3D arrow which can be used to point at different locations within the shared virtual workspace. Annotations can also be typed in to label areas of
interests.

3.4 Floor Control
As soon as there is contention for shared objects (e.g. public spray cans), then there is a need to regulate their access - floor control. There are
different floor control strategies. For CSpray we provide both an explicit floor release mechanism and a time-out mechanism. That is, a request for a
shared object can be met by an explicit release (e.g. button click) by the current floor holder, or after some period (e.g. 5-10 seconds) if there is no
activity on the shared object. To show the users the different floor states of a shared object, we use the color scheme of a stop light. If the label of
public spray can is red, then it is currently being used by someone else (the label is green for the person who owns the floor). When a request is made
on a public can, the label of the can turns to yellow on all the participants indicating to the holder that someone wants it, and acknowledging the
requester that the request was recognized.

3.5 Data Sharing / Service Matching
As pointed out earlier, scientists want to collaborate at different levels. They may want to share their raw data, in which case it may be more efficient
to replicate the data set at the remote sites for faster processing. However, they may also opt to allow indirect sharing of their data through the
visualization results. That is, don’t share the raw data, just the visualization results of the data. In this case, the geometric primitives that represent the
visualization results need to be distributed to each member of the session. This also implies that other participants can grab the spray can to visualize
other regions of the same data set. Recall that spray requests are sent to the host which created the spray can (i.e. where the data resides) to create and
send out the visualization results. Yet another form of sharing is to provide images of the visualization but without granting access to manipulate and
spray the cans.

Different levels of data sharing is closely related to service matching. That is, participants in a session may have workstations of varying degrees
of power. The goal of service matching is to provide the fastest feedback possible to users in a session within the constraints of the machines, the
network, and the levels of data sharing the users set for each data set. It also implies that the session should avoid being bogged down by a participant
on a slow machine. If one of the participants was on a slower machine (e.g. an X terminal with no graphics accelerator), the actual visualization work
could be done remotely and then compressed image data sent to the slower machine. This is practical to the extent that the participant on the slower
machine is willing to share raw data. Otherwise, requests to spray that participant’s cans would become a bottleneck in the session.

4 Conclusions

We presented a system that supports collaborative scientific visualization. Most of the issues and problems we encountered in designing this system
will most likely be similar in a GIS-based collaborative spatial decision making system. We think that CSpray is a good starting point for developing
such a system and can currently address some of the visualization/collaboration needs.
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1 INTRODUCTION

Frequently people communicate spatial information using qualitative relations (constraints) between distinct objects rather than
absolute coordinates. The constraints that have been used in the GIS literature are topological (e.g., disjoint, overlap), direction
(e.g., north, east) and distance constraints (e.g., near, far). The importance of qualitative spatial constraints has led to their
application in several domains related to GIS and Spatial Databases (for an extended discussion see Papadias and Sellis, 94).

In this paper we study computational issues involved in qualitative collaborative planning in geographic space. We assume
a number of decision makers (thereafter called agents) each having a set of beliefs about a given spatial planning problem.
These beliefs are expressed in the form of qualitative spatial constraints between a set of objects. The problem is to generate
spatial plans that are consistent with the agents’ constraints.

As an example consider the planning problem illustrated in Figure I (the example was motivated by Leitner, 95). The agents
are given the map of an area with wetlands, national parks, mountainous areas, urban areas and railways, and they want to
decide the best possible sites for a new airport. Each agent may have different backgrounds and consequently different priorities
(e.g., environmental versus business interests and so on).

The general constraint (assumed by all the agents) is that the airport cannot be in a mountainous terrain, in a wetland or in
the park (constraint disjoint(airport, mountain) and disjoint(airport, park) and disjoint(airport, wetlands)). In addition, the first
agent asserts that the airport should be somewhere east of the first lake and north of the major urban (direction constraints). The
constraint imposed by the second agent is that the airport should not be very near or very far form the downtown of the major
urban area (distance constraint: not-very-near(airport, major city) and not-very-far(airport, major city)). The third agent believes
that the airport should be accessible using the train routes (topological constraint: intersects(railway, airport)). In Figure I we
illustrate the constraints imposed by the three agents and a potential site that satisfies them.

We use the above example only for demonstration purposes since real applications can be much more complicated; they may
involve a large number of agents with different backgrounds and numerous constraints. In general spatial planning problems
can be very difficult and an optimal solution that satisfies all constraints may not exist. The first problem is to identify what the



different agents imply by spatial terms and to model the various constraints in a unified framework (there is an obvious
connection here with the problem of interoperability). After the constraints are expressed in a model there is the second
problem, namely to devise tractable algorithms that efficiently check the satisfiability of the imposed constraints. The third
problem is to perform the actual search in the (spatial) database using the set of consistent constraints of the second step. This
problem involves spatial access methods that focus on the efficient processing of qualitative constraints. In the following
sections we discuss these problems in more detail.

2 MODEL TRANSLATION

In order to demonstrate that different agents may have different models of space we will use the example of Figure 1. Figure
2a illustrates explicitly the direction constraints imposed by the first agent. In this Figure we assume a projection-based notion
of directions, that is, direction relations are defined using parallel lines to some predefined coordinate axes. However, if the
agent assumes cone-shaped directions (Frank, 92), the acceptance area imposed by the constrained is significantly different
(Figure 2b). Especially in the case of direction relations, there are no widely accepted definitions and semantically different
concepts are sometimes attached to the same linguistic terms. Furthermore, as it is shown in Figure 2, there is not even a
universal model (e.g., projection or angular-based) according to which direction can be defined in geographic space.

Similar differences may occur in the case of topological relations. In Spatial Access Methods (e.g., window queries) the term
overlap has been used to denote any configuration of objects that share some common point(s). This includes objects totally
inside one another, objects that intersect at the boundaries but not at the interiors and so on. On the other hand, the intersection
models (Egenhofer, 91), the main models used in the GIS literature, differentiate between these sub-cases resulting in a set of
seven pairwise refinements of overlap as it is used in access methods terminology. One of these refinements is again called
overlap1. Grigni et al., (95) used several sets of topological relations to reason in multiple levels of qualitative resolution. The
same linguistic term has a different interpretation according to the resolution level; at the lowest level overlap has its access
methods meaning, while at the highest resolution it assumes the 4intersection semantics.

Obviously in the case of distance relations there can be significant differences in the notion that each agent has for near, far,
etc. Such differences arise from subjective criteria, different metrics used (e.g., Euclidean vs. block worlds), and distortion
caused by mental representations of space (for such examples see Hirtle and Jonides, 85). Only recently, work has focused on
the formalization of the spatial relations that people evoke in everyday reasoning (Mark and Egenhofer, 94)

Therefore the first goal in a qualitative collaborative planning problem in space is to identify the differences between the
semantics of each agent. Since a universally accepted model for all spatial relations does not exist at this point, agents should be
provided with guidelines about the use of spatial relations. This could be achieved by Spatial Query Languages that permit only
certain kinds of spatial constraints with well-defined semantics (Egenhofer, 94; Papadias and Sellis, 95). Although such
languages may restrict expressive power, they could provide the foundation for a common set of constraints that facilitates
satisfiability checking and query processing.

                                                          
1 Randell et al., (92) who defined the same set of topological relations using a logic-based approach, called this relation
partially_overlap.



3 COLLABORATIVE CONSTRAINT SATISFACTION IN SPACE

After all qualitative constraints have been expressed in a single model, the problem of collaborative planing can be thought of as
a constraint satisfaction problem with multiple goals: find one solution that satisfies all constraints, find all possible solutions, a
number of possible solutions etc. If a solution that satisfies all constraints cannot be found, agents could be asked to reconsider
their constraints and cancel the least important ones (obviously this can be an iterative process until a solution is found).
Alternatively they could assign weights proportional to the importance of each constraint. Weights can also be assigned to each
agent externally (by the some administrator) to reflect his/her significance in decision making. If an optimal solution does not
exist, then the solution which satisfies the constraints with the highest weights may be acceptable. A number of mechanisms can
used to solve spatial constraint satisfaction problems such as traditional Artificial Intelligence techniques (e.g., backtracking,
local consistency checking Macworth and Freuder, 85) or Neural Network Approaches (McClelland and Rumelhart, 87).

However, it is a difficult problem to develop a model that can express all types of spatial constraints and is capable of
performing efficient satisfiability checking. Work on spatial constraint satisfaction problems has concentrated on homogeneous
constraints, that is constraints of the same form (only topological or only direction relations). Even for such cases, a large class
of problems is intractable (NP-Complete). Studies of consistency mechanisms for topological relations can be found in (Smith
and Park, 92) and (Egenhofer and Sharma, 93).

Furthermore, different semantics used by different agents can complicate problem solving significantly and render a
problem from tractable to NP-Complete. As an example consider a set of agents reasoning about a set of contiguous regions
without holes. Each agent imposes a simple topological constraint for some pairs of objects (e.g., one of the eight topological
relations of the 4-intersection model). The unified model that expresses all agents’ constraints contains for each pair of objects
either:

1. a null constraint (if no constraint for this pair has been imposed by any agent)

2. a single constraint (if only one agent has imposed a constraint for this pair, or if multiple agents have imposed the same
constraint)

3. a conjunction of different constraints imposed by different users (in which case we have an inconsistency).

Grigni et al., (95) have shown that the above problem is solvable by a polynomial path consistency algorithm. On the other
hand, if some of the agents assume low resolution relations (e.g., they use the term overlap according to spatial access methods
terminology) the same problem becomes exponential because the new meaning of overlap should be expressed by a disjunction
of seven topological relations.

Although constraint satisfaction problems are in general NP-Complete, the specific structure of the Spatial Domain could
facilitate the development of efficient heuristics for Spatial Planning problems, and lead to polynomial algorithms for certain
sub-cases.

4 QUALITATIVE SPATIAL ACCESS METHODS

Assume that the constraint satisfaction problems have been solved, and a set of consistent constraints has been found. The
remaining step is to identify the actual land parcels in the area of Figure I that could be used for the new airport site. This
involves a search in the (spatial) database of the form "find all land parcels east of the first lake, and north of the major urban
area, and .......

However, most of the work on Spatial Access Methods has focused on window queries and does not support efficient
processing of qualitative constraints. Only recently it has been shown how alternative indexing methods can be used to
efficiently retrieve objects that satisfy certain topological, direction and distance relations (for samples of this work see Papadias
et al., 1995; Theodoridis and Papadias, 95). This work provides the basis for database search in qualitative collaborative
planning in space.

In our example, the output of the database search is a set of potential candidates out of which only a subset could be used for
the new site. This is due to some unforeseen constraints that were not predicted by the agents because of data quality issues. For
instance, the agents may have not been given all the information about the area, or they did not take it into account during the



decision making process. Missing information possibly includes land parcels occupied by local industry, rivers and in general
all areas inappropriate for airport sites.

One may argue that the decision making process could go directly to the database search phase without passing through
satisfiability checking mechanisms. However, this is inappropriate. Spatial databases and GISs usually contain large volumes of
data and search is very expensive because of large 1/0 load. The satisfiability mechanisms basically provides a fast filter step
that recognises inconsistencies in the constraints themselves, without extensive access to the stored data. In addition, a query
optimizer that generates efficient query plans consistent with the imposed constraints, can be incorporated as a part of the
satisfiability mechanism.

In the extreme case where the database search fails and no potential sites are found, a new set of constraints should be used
for the search. This is achieved by the satisfiability checking mechanism either by relaxing some (unimportant) constraints or by
asking the agents to impose new ones.

5 CONCLUDING REMARKS

We believe that qualitative collaborative planning in geographic space is significant for a number of reasons, the most important
of which is the fact that people usually communicate spatial knowledge by use of qualitative relations rather than absolute
coordinates. In this paper we have outlined several concepts and problems that need to be dealt with, before qualitative
collaborative planning becomes a reality:

• the lack of universally accepted semantics for spatial relations

• the need to translate the perspectives of the different agents into a single model

• the development of efficient algorithms that take advantage of the special structure of the
spatial domain.

• specialised spatial access methods used for the efficient processing of qualitative constraints.

Figure 3 illustrates the process of qualitative collaborative planning in space as described in this paper. In an ideal environment
all the processes will be automated and the only human intervention will be the constraints imposed (and revised) by the agents.
In the initial phases of such a project though, an administrator is necessary to organise the process and communicate potential
inconsistencies to the individual agents.

Qualitative collaborative planning in space is an interesting topic that involves several domains such as Query Languages,
Constraint Satisfaction and Access Methods. Although solutions at this time are not straightforward, we believe that its
significance and the range of potential applications poses a challenge for future work on this topic.
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Position Paper for Research Initiative 17

Thomas W. Pederson
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This position paper addresses research topic five:

"The characterization of CSDM processes, including but not limited to the
specification of task models in various domains such as environmental, transportation,
natural resource, economic development, emergency management, and other high
priority subject domains; and investigations which elucidate the use of CSDM
technology in various CSDM subject domains."

Introduction

Urban design, by its very nature, is highly collaborative and involves complex spatial
relationships that exist in three dimensions. Decisions are made by multiple entities and effect
large and diverse constituencies. Decision-makers must concern themselves with the form of
the environment being created, its impact on what exists now, where the money will come
from to build it, how it will affect the city's finances, and how the local citizenry will respond.
The collaboration is hindered by the parochialism of the various professions involved, the
differing analytical frameworks employed by those same professions, and a lack of a common
vocabulary. While the microcomputer is employed in the process and has, to an extent,
democratized access to these tools (Klosterman, 1992; Brail, 1987), most of these tools have
remained largely inaccessible for use in collaborative situations. Much of this is due to the fact
that most microcomputers were designed for individual interaction (Shiffer, 1995).

Traditional Methods

Urban design collaboration has take many forms, both active and passive. Suppose that a new
development project has been proposed. Collaboration between two professionals for such a
project, say architects and urban designers, might involve different design philosophies, but
they are drawn from a shared knowledge domain. For input, they rely heavily upon maps,
plans, sketches, hard-line drawings (both manually and electronically produced), scale models,
photographs, and site visits. Output consists of much of the same. Generally speaking, the
collaborative aspect is manifest during meetings in which designs are presented, discussed,
modified through quick sketches or on a tracing paper overlay, and agreed upon. The solution
is then drawn up with an increasing amount of detail as the project progresses. The process is
a dynamic and iterative one and must often conform itself to constraints imposed by
conditions at the site, the client's particular concerns, or by limitations of budget.

Real estate professionals/developers working on the same project draw upon a different kind
of shared knowledge domain, one involving economic models and market research. For input,
they rely on large amounts of socioeconomic data, survey results, various economic indicators,
sources of available financing, and the local political climate. Internal rates of return and the
like take the form of spreadsheets, tables, descriptive text, photographs, and a number of other
specialized tools that support these kinds of analyses. However, unlike an architectural
rendering, this kind is output is difficult to depict graphically and explain to a lay person. Like
the architects, this is a dynamic and iterative process, although the redesign that takes place is
involves massaging the numbers-studying the effects of the financial restructuring that is
necessary to make the project economically viable.
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To the citizenry impacted by such a project, concerns arise not just relative to the design of a
project, or its economic viability, but the effect of the project on their "community" as well.
Input here takes on a completely different dimension because the domain shared is viscerally
rather than knowledge based. The difficulty in defining "community" itself is indicative of the
value-ladened nature of this information. A neighborhood, or town, or city, can mean many
things to many people-yet there are strands of shared values that can be woven together and
which can constitute an agreed upon "character." The cognitive blueprints, or mental maps,
which people use to organize in daily life or for the sense of place which they ascribe to an
area, has challenged researchers for years. Yet this is one of the inputs which individuals use in
their decision-making process. Output might include a letter to the editor of the local
newspaper expressing support or dissatisfaction with the project, involvement with a
community organization or attending one of their public meetings to express views and
concerns, or even going all the way to city hall.

A resurgence of interest in the creation of human-scale communities has created a renewed
awareness of the role and the importance of urban design. Further, it has been demonstrated
that the kind of suburban development which typically takes place in this country has created
enormous social, environmental and economic costs, which until now have been hidden,
ignored, or quietly borne by society. Businesses suffer from higher costs, a loss in worker
productivity, and underutilized investments in older communities.

New Urbanism as a Collaborative Process

An example of that interest which I've chosen to pursue in my research is known as
Traditional Neighborhood Development and, as practiced by Andres Duany and Elizabeth
Plater-Zyberk, involves a week-long "charrette"[1] which provides a setting in which all
constituents-from municipal officials to interested citizens-can participate in the planning
process. The charrette helps to educate the participants to different approaches, incorporates
their contributions, verifies decisions and diminish the difficulties of the ensuing permitting
process.

The charrette establishes a full working office of five to 20 people on site, staffed with a small
core of experienced Duany and Plater- Zyberk designers, working with local architects,
landscape architects, historians, engineers, ecologists, and financial and marketing consultants.
The charrette begins with a day of visits to the site and to nearby towns which might serve as
models, and a presentation to the community of the principles of town planning. During the
following days, the team, including the client, works day and night, meeting often with the
local officials and advocacy groups, designing everything from the master plan to typical
buildings, the codes, and specific landscapes.

While it is of significant interest that this integration of urban design into the planning process
facilitates more workable design concepts and the accompanying regulatory frameworks, more
enticing is the charrette process employed-it is example of the kind of productive,
collaborative process which people are able to participate in, if given the opportunity. Most
of the process is based on the assumption that a greater degree of access to relevant
information (with the ability to present that information in a variety of ways) will lead to the
consideration of a greater number of alternative scenarios. Furthermore, the consideration of a
greater number of alternative scenarios will lead to better informed public debate (Shiffer,
1995).

Under the banner of "new urbanism" (because they base their work on principles known to
the planners who, earlier in this century, created such communities as Scarsdale, New York,
Mariemont, Ohio, and Lake Forest, Illinois), Duany/Plater-Zyberk have promulgated some
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surprisingly simple and obvious rules for building better suburbs, redesigning existing suburbs,
and redeveloping existing urban environments. They can be summarized in these five
principles which are the foundation of Traditional Neighborhood Development (TND)[2]:

1. the neighborhood has a center and an edge;

2. the optimal size of a neighborhood is a quarter mile from center and an edge;

3. the neighborhood has a balanced mix of activities--dwelling, shopping, working,
schooling, worshipping and recreating;

4. the neighborhood structures building sites on a fine network of interconnecting streets;

5. the neighborhood gives priority to public space and to the appropriate location of civic
buildings (Duany & Plater- Zyberk, 1991).

What's Needed

The challenge, as I see it, is to actualize the theoretical goals of interface design for
collaborative spatial decision-making within a real environment which generates new forms of
physically defined communities in contemporary society. The interface should support and
supplement, not supplant, these working processes. All to often the automation of a task
leads to a redesign of the task itself. What the TND charrette process offers is an incremental
design process that respects the complexity and diversity of urban life. The challenge is to
combine electronic processes with traditional methods that will model, facilitate, and possibly
extend this dynamic decision-making environment.

Communication, in this context of the visualization of information, is about delivering symbols
to an audience. A technology that can blend symbols from many different knowledge domains
into a shared environment portends a potentially revolutionary change in the means of
designing and distributing documents. The current state of interface design doesn't make it
very easy for a novice to act intelligently, or accommodate varying levels of expertise, or
express a multiplicity of content--to produce any value for collaborative decision-making.

Urban design is a highly collaborative process that relies heavily on spatial decision-making
and spatial relationships. The use of GIS in this process allows the recording of new types of
information, the linking of data from disparate sources, the provision of more timely
information than ever before, and opens new possibilities for understanding environments and
communities that planners and researchers have only begun to see. An interface created to
support urban design, and in particular Traditional Neighborhood Development and the
charrette process, should make it possible to pose informal queries about the existing and
future conditions of a particular location and quickly visualize and quantify impact. It should
employ GIS and other analytical tools to facilitate syncretic solutions. After focusing
primarily on the structure and development of the tools themselves, the GIS research
community must now address the use of those tools. Structuring the use of the tools
themselves should allow users to exploit the power of GIS and related information systems. A
successful urban design interface would allow the users address the task in the substantive
concepts associated with the problems they're facing, and at the same time facilitate the
communication needs of transdisciplinary users with their attendant conceptual frameworks
and skill levels.

Notes

[1] A charrette is a word that describes an intensive, continuous design session leading up to a
presentation. It originally was used to describe the cart which architecture students at the
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Ecole des Beaux-Arts used to carry all their materials through the streets of Paris on the way
to their reviews.

 [2] Traditional Neighborhood Development is a set of urbanism principles created by the
architecture and planning firm of Andreas Duany and Elizabeth Plater-Zyberk (DPZ) which
were derived from DPZ s insight that our cities are segmented, our land uses segregated, our
transport mechanized, and our public spaces fragmented, not because of economics or
planning philosophies, but because our planning tools, especially the zoning ordinances,
mandate it. Change the codes and you change the built environment, is the deceptively simple
message of DPZ. To that end, DPZ s codes concentrate commercial activity, including
shopping and working, in town centers.
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1. Background

Biodiversity conservation and enhancement is a major component of much contemporary
land-use planning. Biodiversity planning is inherently spatial, since decisions must be made as
to where reserves, corridors, etc. are to be placed-in particular, how much land is to be set
aside for biodiversity conservation, and what kinds of activities will be permitted in which
locations. These decisions are typically complex and conflictual, owing to the unavoidable
tradeoffs inherent in protecting or developing specific sites, and the differential impacts on
various stakeholder groups. Increasingly, public involvement is becoming an explicit step in
the decision- making process, as a means both of educating affected people as to the need for
biodiversity conservation, and to solicit their preferences and ideas concerning possible
alternatives for conservation. The variety of participating parties-private landholders,
corporations, local, regional, and federal government, and the general public-involved in
biodiversity conservation decisionmaking poses a challenge for design of systems that can
facilitate collaboration among these groups.

One very tangible geographical contribution in the area of biodiversity conservation planning
involves the increasingly widespread use of spatially-based information systems (Davis
1995). For example, the California Resources Agency is building a networked computer
information system called the California Environmental Resources Evaluation System, or
CERES. CERES is designed to assist in natural resource planning, research, and education, and
is currently focusing on supplying information for biodiversity planning in pilot projects
distributed through the state. Spatial information has long been used by decisionmakers; in
geography and GIS, a good deal of work in this area has gone under the rubric of spatial
decision support systems, or SDSS (Gould and Densham 1991). Recently, some geographers
have advanced a slightly different model of how information can be used in planning, under the
name of spatial understanding support systems, or SUSS (Couclelis and Monmonier 1995).
SUSS espouses a bottom-up mode of planning that explicitly recognizes the role of affected
people, and anticipates that conflict is inevitable among these groups.

SDSS and SUSS models point to the necessity of identifying workable designs for
collaborative spatial decision-making (CSDM) systems that may play a crucial role in
facilitating resolution of the extremely complex and contentious spatial allocation questions
that have arisen in the case of biodiversity conservation planning. Following is a summary of
two key sites currently involved in major biodiversity planning efforts which could serve as
test sites for CSDM research and development: (a) federally-administered coniferous forests
of the Pacific Northwest, and (b) the coastal sage scrub (CSS) zone of the south coast of
California.

2. Study Sites

Both the Pacific Northwest and the south coast of California have experienced significant
landscape transformation in recent times, and are now the sites of major, nationally-recognized
biodiversity conservation programs, which will undergo significant development,
implementation, and modification in the near future. Geographic information is playing a
central role in both of these programs: in the Pacific Northwest, one pilot project is testing its
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application for community-based biodiversity planning (Doak 1994a), and the California
South Coast region is one of the four pilot areas for the CERES project summarized above.

Pacific Northwest forests have been the site of some of the most significant conflicts over
biodiversity loss and conservation in recent U.S. history. The Clinton administration forest
plan, known as Option 9, is in the process of being implemented. Its specific coverage
involves public forests in Washington, Oregon, and northern California. A major component of
the plan is to manage the region's federal forests so as to protect terrestrial and aquatic
biodiversity associated with late-successional and old-growth forests (U.S.D.A.-U.S.D.I.
1994). Southern California is also the site of an innovative biodiversity conservation program,
designed in part to avoid the serious conflicts between stakeholder groups that has plagued
resolution of the Pacific Northwest dispute (U.S.D.I. and C.D.F.G. 1993). It is being jointly
monitored by the state of California, which is piloting its Natural Communities Conservation
Planning (NCCP) program in the coastal sage scrub zone of southwestern California (Davis,
Stine, and Stoms 1994), and the U.S. Fish and Wildlife Service, which has recently listed the
California gnatcatcher, a sage scrub-dependent species, as threatened under the Endangered
Species Act (U.S.D.I. 1993a, 1993b). Some of the most advanced planning efforts in the
coastal sage scrub zone have been undertaken in San Diego County. Two of these include the
Multiple Species Conservation Program (MSCP) surrounding the San Diego metropolitan
area, and the Multiple Habitat Conservation Program (MHCP) involving municipalities and
county-administrated unincorporated land in the northwest portion of the county (Dudek and
Associates 1994). One concrete outcome will be a Habitat Conservation Plan (Beatley 1994),
a federally-approved means of coordinating land use with protection of the gnatcatcher.

Both the Pacific Northwest and the south coast of California are socioeconomically diverse
regions, with markedly differing views held on biodiversity issues by their inhabitants. Some
representation of these diverse views is provided by the various public stakeholder groups
participating in biodiversity planning efforts, such as environmentalists and timber industry
supporters in the Pacific Northwest, and landowners, housing industry advocates, and
environmentalists in California. The near future will be a volatile period in the development
and implementation of biodiversity conservation plans in both regions. Although a good deal
of planning has already begun, a number of details still need to be worked out, public
agreement secured, and necessary regulatory documents (e.g., environmental impact
statements) prepared. At the same time, national, regional, and local factors may have
profound impacts on the overall process. For instance, the Endangered Species Act-the
primary legal force behind protection of spotted owl and gnatcatcher habitat-is slated for
reauthorization in the current Congressional session, and it could possibly be substantially
weakened from its current form. At the regional level, fluctuations in economic health may
have a serious impact on peoples' willingness to support biodiversity conservation programs,
especially in southwestern California, where much of the habitat to be conserved must be
purchased by means of some form of public revenues. At the local level, communities active in
conservation planning will struggle to craft and implement alternatives that satisfy local
interests as well as biological requirements.

Another important feature of the Pacific Northwest forest plan and the NCCP process in San
Diego County is that both have provisions to involve local communities in planning. In San
Diego County, representatives from all affected communities sit on advisory boards for the
overall MSCP and MHCP plans. It is likely that most communities will modify these plans-
possibly in substantial form-to meet local interests and needs. In the Pacific Northwest,
Option 9 includes a provision to involve local communities in the forest planning process, and
to encourage innovative and experimental ways to protect biodiversity while permitting a fair
amount of logging to occur as well. The zones where these community-driven plans are to be
formulated in the near future are called Adaptive Management Areas (AMAs). A total of ten
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AMAs have been selected in Washington, Oregon, and northern California, ranging in size
from 92,000 to 488,500 acres (Doak 1994b).

3. Research Interests

The I-17 Call for Participation mentioned five specific topics of particular interest under this
NCGIA initiative; all are clearly applicable in the case of public involvement in biodiversity
conservation planning. Topics number four (identifying means to resolve conflicts over spatial
decisions) and five (characterization of CSDM processes in specific domains such as
biodiversity planning) are particularly relevant. A CSDM for biodiversity conservation
planning would ideally facilitate a two-way, generally asynchronous flow of information
between all significant members of the decisionmaking process: scientists involved in
conservation modelling, policymakers attempting to translate scientific results into workable
schemes, and the variety of public stakeholders-landholders, local residents, employees of
affected industries, environmentalists, etc.-who have an interest in the final decision. Examples
of this communication could include: visualization of biodiversity conservation alternatives as
landscape scenarios in space and time; sketching and explaining areas of particular concern;
positing and evaluating new, previously untried alternatives; posting and replying to verbal or
graphical queries by other groups; representing the rationale for scientists' recommendations in
a manner accessible to laypeople; and representing spatial and non-spatial characteristics of
the varying popular attitudes and beliefs that bear upon biodiversity conservation.

One research interest I have in this regard involves the potential applicability of a distributed,
collaboratively-developed, visualization-based information system, which would represent a
composite of spatial information commonly used in biodiversity planning, and the diverse
forms of information the general public use to develop their positions on biodiversity
conservation. The intent would be to provide a concrete and locally-meaningful basis for
discussing biodiversity conservation options within and between various stakeholder groups.
The relative abundance of spatial data in the biodiversity conservation planning efforts
considered in the Pacific Northwest and California renders visualization a potential tool in
CSDM. One challenge, however, is to translate this abundance of data into meaningful forms
that can be grasped by most people. In the Pacific Northwest, relevant geographic data have
been compiled in raster form (400 meter cell resolution) into a Spatial Unified Data Base
(SPUD) for the Forest Ecosystem Management Assessment Team initiative that resulted in
Option 9 (U.S.D.A.-U.S.D.I. 1993b). Much more geographic information exists, however, for
some AMAs (Doak 1994b). In the case of California's South Coast, data are especially replete
in San Diego County, through the efforts of the San Diego Association of Governments
(SANDAG), which serves as the lead agency for the MHCP, and a primary technical
subcontractor for the MSCP. SANDAG maintains the Regional Information System for the
county, has used it to make a series of future projections through the year 2015, and also
stores all georeferenced data on the MSCP and MHCP efforts (SANDAG 1993).
Development and analysis of planning options, both for internal and external (e.g.,
Environmental Impact Statement) purposes, can build on these GIS databases, providing data
to construct visualizations of future alternatives and their impacts. Visualizations of historical
change can also incorporate existing GIS-based datasets, including vegetation maps developed
between 1930 and 1940 for the state of California (Wieslander 1946), and a SPUD digital
version of the 1936 survey of forestlands in Oregon and Washington.

A possible method involves development of one collaborative visualization-based information
system for a specific study site from each region, and expanding it based on stakeholder group
feedback and developments in biodiversity conservation planning and implementation over
time. Examples of initial major graphical components of the system could include (a) a map of
the study area, with aerial still and video photography of the site and important components
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(e.g., affected habitat and species) as available, (b) 2D comparative visualizations of short and
longer-term historical changes in land use and vegetation/habitat for the local study site and its
region, including temporally-referenced graphical economic, demographic, and habitat
indicators, with 2.5D (terrain) visualizations developed for portions of study sites or study
sites of smaller spatial extent, and (c) similar sets of visualizations depicting three or four
biodiversity conservation planning alternatives, and their likely near-future (e.g., year 2010)
impacts on the landscape and key indicators. Visualizations would be developed in
consultation with several recent multiauthored discussions and reviews (Hearnshaw and
Unwin 1994; MacEachren and Taylor 1994; Raper 1994) , which offer advice on their
cartographic, cognitive, and technical dimensions. All components would be incorporated into
a hypermedia-based information system such as ArcView to allow simple user navigation
during interviews.

4. Initial Activities

In preparation for the September 1995 I-17 planning meeting, I propose to spend one month
this summer performing initial research on the potential of CSDM in biodiversity conservation
planning in the Pacific Northwest and southern California (specifically, San Diego County).
Principal activities include: (a) identifying and gaining background information on potential
study sites within the two regions mentioned above, and discussing with decisionmakers
possible CSDM contributions to the biodiversity planning processes taking place in these
sites, and (b) developing a simple prototype visualization-based system as outlined above, to
explore (together with decisionmakers) the kinds of functionality that could be implemented
with existing software such as ArcView (this objective would necessitate advanced training in
ArcView/Avenue, or provision of graduate research assistance skilled in ArcView/Avenue).

Possible choices for study sites in San Diego County include Poway (1990 pop. 43,500),
which has shown a relatively high degree of concern for land-use planning in the recent past,
San Marcos (pop. 39,000), which experienced tremendous growth in the latter 1980s, and
Chula Vista (pop. 135,000), which still has significant amounts of developable vacant land
within its municipal boundaries. Possible choices in the Pacific Northwest include the
Applegate AMA (277,500 acres) located south of Medford and Ashland in southern Oregon,
which has a local resource management planning group that predates its AMA designation,
and is the site of a proposed distributed spatial information network (Doak 1994a), the
Central Cascades AMA (155,500 acres) east of Eugene, Oregon, which exhibits a wide and
generally divisive spectrum of opinion among its nearby communities on issues of forest use,
and the Finney AMA (98,500 acres) in south-central Washington, in which nearly 90 percent
of its area consists of late successional/old-growth forests or owl habitat.

5. Biographical Information

Dr. Proctor is Assistant Professor in the Department of Geography at the University of
California, Santa Barbara. He holds a M.S. in Environmental Science and Engineering, and a
Ph.D. in Geography, from the University of California, Berkeley. His research interests focus
on public conflicts over biodiversity loss and conservation in the U.S. Pacific Northwest and
southern California, and specifically their ethical and ideological basis (i.e., the origin, content,
role, and outcome of relevant popular attitudes and beliefs). Representative publications in
this area include the following:

Proctor, James D. 1992. The owl, the forest, and the trees: Eco-ideological conflict in the
Pacific Northwest. Ph.D. dissertation, University of California, Berkeley.
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1. Trivial Pursuit?

Thinking about collaborative decision-support makes me nervous. I know, very few people
are likely to care or to be even remotely interested in me being nervous, but the whole concept
of collaborative decision support throws me for a loop. For crying out loud! I am still trying
to find out what "decision support" in general is, and whether or not it is anything at all! This
is indeed very frightening, especially since I pretend to make a living off of the design,
development and implementation of (environmental) decision support systems (DSS). But
then again, I've always been a little slow.

Collaborative spatial decision support. Ok. So there's three aspects to this thing:

· decision support,

· space,

· collaboration.

Perhaps the three aspects are related in some sort of set-theoretical way. Something like:
collaborative spatial decision support is decision support for spatial problems which require
collaboration. Hmm, not bad. (with that I mean that I can still follow; you see, a child's hand is
easily filled). Now the "spatial" part does not seem to be too hard. Although many decision
problems have a spatial components, in most cases that spatial component is not very
interesting. I mean, the fact that the Colorado river is located somewhere, is rather irrelevant
when it comes to deciding how much water to release from Hoover Dam, except that the
locational aspects are figured into the equations which describe the time the water needs to
travel from its point of release to its point of consumption. Similarly, the fact that an in-
stream flow right is established at a particular reach of a river is relevant in that it figures into
the equations which express the flow over time at that and other locations on the river, but the
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spatial aspect of a problem such as this is at best one that functions as a constraint on the
decision to be made. That is, if indeed the decision problem involves the determination of a
release or diversion schedule, and the spatial aspects are given.

Spatially much more interesting are problems of a locational nature; for example, decisions as
to where to establish that in-stream flow right, or whether to change temperature regimes
below Lake Powell in order to sustain certain fish species.

Does the latter type of problem; the problem where space is to be considered a resource to be
allocated among subjects or objectives associated with subjects, constitute an interesting, or
better, "rich" enough set of problems to consider them "spatial" problems? Well, perhaps.
Certain spatial location and allocation problems seem complex enough from a spatial point of
view to warrant special attention, spatial modeling, support and consulting. However, in many
cases the spatial aspects seem rather trivial when compared to the other, non-spatial aspects
of even spatial problems. For instance, the allocation of a particular space to, say, residential
versus open space objectives (hiking, biking, recreation, wildlife, etc.) could, under certain
circumstances be considered spatially trivial. It's zoned A or B or, in the most complex case,
some of it will be zoned A and some B. What really matters in those circumstances, is how a
complex array of objectives, both momentarily and relative to the future (strategic, tactical)
interact with a) (perceived) opportunities for satisfying these objectives and b) with each
other.

2. Coordination Theory Perhaps?

Coordination theory (e.g. Mallone and Crowston, 1990) provides a framework of studying
these interactions between objectives, actions, and resources. The theory (I really need to start
cranking at this stuff, especially since I'm in the process of writing a paper about it(!)),
provides an integration of elements from game theory, operations research, and various
aspects of decision-making, negotiation, and collaboration. One of its central concepts is that
of harmonious work, or harmonious action. Harmonious actions are defined as actions which
jointly increase utility in terms of the satisfaction of objectives. The actions can be mapped in
action or decision space. Different regions of the space have different values for various
objectives. Trajectories through areas which have high utility values for joint objectives can be
labeled harmonious. Clayton Lewis (University of Colorado at Boulder - Computer Science)
and myself, are currently working on a framework which extends the basic notion of
harmonious behavior to cases which involve conflicting objectives. We aren't quite sure yet
whether or not we are trying to prove things by just changing the definition of harmony
(something which would make Popper turn around in his grave (rest his soul)), or whether we
are really on to something, but the idea is that even in cases where objectives are clearly
conflicting, harmony is possible, albeit in terms of increase in efficiency only. The notion of
conflicting objectives also necessitates the distinction between stable and unstable harmonies.
Harmonies might be established through increased efficiency (dictatorships and swindles are
good examples), but such harmony, although momentarily preferable, is unstable in that
sooner or later the swindle is revealed, the dictatorship becomes unbearable, or, more
interesting, the environment changes such that the values of resources allocated to the various
objectives change. Examples of the latter are the re-evaluation of city-centers leading to such
processes as gentrification, or the suburbanization of the Colorado Front Range, an area where
not long ago not many people wanted to live, but where growth seems nowadays to be almost
out of control.

Whether coordination theory is an applicable research topic for I17; we can talk about that.
Spatially, applications could be possible in mapping conflict vs. harmony, or degrees of
harmony in space. This would be particularly interesting if the utility functions which would
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compute the valuations of space as a consequence of a series of actions (policy alternatives)
could be dynamically linked with their mappings into space. Note that in these cases harmony
would not be computed as a simple compensatory model of momentary objectives. Harmony
rests in the process and the valuations of its intermediate steps or moves relative to objectives,
not the end-result.

From a non-spatial point of view, coordination theory offers at least a means of formalizing
collaboration, in terms of harmonious or inharmonious actions and their valuations relative to
one or more objectives. Although it remains to be seen how complex these formalizations must
be in order to adequately represent the salient features of, for instance, environmental
negotiations, it does at least provide a conceptual schema for an attempt to do so.

On this latter point, coordination theory could perhaps be seen as (yet?) another attempt at
operationalization of the well-known Brown-Moore model of (spatial) decision-making
(Brown and Moore, 1971). One of more fascinating aspects of that model was that valuations
of empirical (spatial) situations is the result of a dynamic, complex interaction between

1. objectives,

2. means to satisfy these objectives, and

3. the opportunity to modify the environment or context which provides these means and
shapes the objectives.

I know, lots of folk thought the stuff was trivial and rather frivolous, but I've always been
fascinated by the incredible difficulty of operationalizing such a simple model. Coordination
theory, by nature of the way it tries to represent these three aspects, provides remarkable
insights into, especially the third alternative, that of modifying the environment thereby
opening up whole new areas of the (previously hidden or unattainable) decision space and
hence opportunities for collaboration.

3. New Modeling Paradigms Perhaps?

Something which has been bugging me for a while now, is the use of mathematical models of
the physics of environmental resources for environmental decision making. As part of a study
into the role of simulation models in environmental negotiation, Ilze Zigurs (University of
Colorado at Boulder - College of Business), Clayton Lewis and I have

· conducted experiments were we had subjects resolve a water resources allocation problem
supported by a simulation model of the resource under various policy alternatives. We
experimentally manipulated the conditions under which that model could be used, both in
terms of frequency and private vs. group access (Reitsma et al. 1996).

· conducted a detailed study into the use and role of the Colorado River Simulation Model
(CRSM - Schuster, 1987), in the determination of the Colorado River Annual Operating
Plan (AOP).

Where the results of the former seem to indicate that making the model more and easier
accessible did hardly contribute to the quality of the problem solutions and the resolution
process (both objectively and as perceived by subjects), the latter revealed that although the
model maintains a central place in the negotiations, the vast majority of negotiations are about
aspects of river management which are not in the least represented by the model! Yet, all
participants in the AOP process want increased accessibility to the model, and significant
system development and modeling are underway to comply with these requests.
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Assuming that these observations and generalizations are correct, the only way in which we
can explain these results is in stressing:

1. the managerial role of models in environmental management; i.e. the model as a managerial
tool, a tool for establishing due process in the negotiations, regardless of the model's
correspondence, and

2. reliance of participants common knowledge and reasoning capabilities to evaluate the really
relevant aspects of policies. In other words, although the model provides some sort of
rational, impartial, formal core to arrange a negotiation around, many of the real objects of
negotiation are not modeled at all and are dealt with on an ad hoc basis. Interestingly, in the
paper on coordination theory (in preparation) we argue that the latter forms a nice example
of harmonious behavior in that the instigation of the AOP process itself changed the
context of collaboration such that more harmonious behavior was possible.

Based on these observations, the following research questions could be thought of:

1. Validating physical models in collaborative (or negotiation) settings. Our results show that
the value of these models in collaborative and/or multi-objective settings is low, except
from the point of view of providing (quasi) rationality to the process. Yet, vast amounts
of resources are spent on the development of these models (yes, yes, mea culpa).
Question: can this claim be upheld? In other words, what is the role of these models, and
how does the rationality of the models correspond with the rationality of negotiations,
disputes, or policy making?

2. If it is true that physical models represent so little of the true aspects of many decision
problems in, for example, environmental decision making, could those aspects be modeled
differently and ought they be modeled? What other modeling paradigms are there which
could contribute to the construction of better decision-making models?

3. Is it possible to develop other types of environments (e.g. GDSS, computational planning
games (see below) which better support complex decision making?

4. Perhaps Computational Gameboards?

For a while now, Ernesto Arias (University of Colorado, Dept. of Planning and Environmental
Design), is trying something different. He develops planning games; board games with boards
(space) and pieces (choice attributes) and rules (rules of process), and uses these games to
support collaboration among policy and decision makers, especially in the context of physical
planning. Recently, Ernest let me in on a plan to develop an interactive, computational
gameboard for spatial planning. The idea is that of an interactive computer monitor/screen,
tilted on its back, projecting upward onto a large "gameboard" (the technology would work a
bit different, but that's the basic idea). Unlike a computer screen, the gameboard would allow
people to walk around it, put game pieces on it (add a third dimension), use it as a working
environment, etc. But unlike a traditional gameboard, it would be interactive and would
dynamically adjust to the situation of the game. Although the former is approached in GDSS
decision rooms with screens projected on the walls of the room, we expect that the simple
availability of the "screen" as a flat space so that it can be used as a table or desk, or more
important, that the space represented by the gameboard can be extended with three-
dimensional pieces, may dramatically increase computers' propensity to serve as a
collaborative decision-making tool.
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When Ernest and I started to work out the idea some more, it appeared that one of the things
that was more or less missing in all of this, was a theory of why these gameboard planning
environments could work, and ideas on how to (experimentally) evaluate that theory and
modify the games accordingly. Since we started working on this we have made progress in
these areas and hope that soon we will be able to test some of the theory out in experimental
settings.

5. Does it make a difference?

One of the things we badly need in environmental decision support (collaborative or not) is
methods and techniques for the evaluation of the effectiveness and efficiency of DSS. Yes, we
can easily keep track of system use (although it is often very hard to control these data for
frivolous use and mistakes in use (clicking the wrong button, that sort of thing), and we can go
back in after a system has been on-line for a while and ask people whether they like it, what
else they want and whether or not they use the darn thing. But assessing real utility often is a
matter of letting the market take its course. If they come back for more, than it must be good!
Needless to say that although such evaluation can sometimes be handy (isn't it great to tell
others that you just got another 900K in DSS development money?), success or failure of a
DSS often rests in quite different measures. Unfortunately, little evaluation of at least
environmental DSS is ever conducted. In most cases, when people are happy about the
product they do come back and ask for more features, additional modeling, etc. But an
assessment of how much the DSS has contributed to organizational efficiency, internal
communication, or savings in or modified distribution of, for instance, water resources, often
lacks.

Note that this issue has ties with the issue of the utility of models for decision support;
namely the question: does it make a difference, and if so, how so and how much? It is
interesting that as geographers or social scientists we spend so much effort evaluating the
effects of policy and or the changing landscape of geographical patterns and processes. Yet, at
the level of decision support we are often content with simply putting the thing together,
throwing it over the wall, and hey presto, another branch on the tree of bleeding (!= leading)
edge of technology.

I feel that if research initiatives are developed which are aimed at developing collaborative
decision support tools, at least some amount of resources ought to be spent on the systematic
evaluation of those tools in practice. This requires the development of evaluation techniques
and metrics, as well as the development of data representation schemes which efficiently
represent system use information; e.g. in the form of sequences of use. Much of this work has
already been addressed in Group Decision Support Systems (GDSS), but it can be argued that
in the context of dynamic, physically based systems such as environmental systems, this
question needs to be looked at.

Such development of evaluation methodologies also applies to the use of system design
methodologies. Although more an issue of software engineering in general, many of us who
have developed systems before, have used different methods of designing, developing and
implementing (fielding) systems. Some we liked, some we didn't. But as so many writers on
software engineering point out, few of us can clearly articulate how we developed our
systems, let alone provide clear statistics and measures of the system design and development
process.

What we should not forget, however, is that software systems are complicated pieces of
(logical) machinery, for which people often pay sizeable amounts of money and which are
expected to play important roles in organizations. As such, they deserve scrutiny in design,
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development and implementation. Although in most engineering and sciences there is a clear
distinction between the academic phases of new technology and those were the new
technology goes into production; each with their own internal and external metrics of quality
assurance and control, in decision support the distinction is often blurred. This leads to an
often very messy situation, in which academics see themselves confronted with system
development tasks that they really do not want to conduct, the more so since the relationship
between effort required to build a software system well and the academic credit received for
such efforts is such that many systems are "thrown over the wall" or abandoned in prototype
state, a situation which is most annoying for all involved in the project.

One perspective of design and development methodologies is that they should represent the
results of some of the research questions formulated here and elsewhere in the position
papers. Design methodologies can be seen as the engineering aspects of building collaborative
decision support tools. If the science behind is any good at all, it must be possible to translate
the scientific results into concrete methodologies for system design and development. Seems
like an excellent way "making a difference".
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Introduction

This position paper is intended to illustrate a particular approach to a study of Collaborative
Spatial Decision-Making (CSDM) that focuses on city and regional planning contexts. While
this approach is related to many of the topics mentioned in the Open Call for Participation, it
is most closely related to topic 2 (...design and implementation of methods to improve
decision-makers' interaction with spatial analysis tools...), and topic 5 (...the characterization
of CSDM processes...). Rather than provide an exhaustive review of the relevant literature,
this paper will describe a group decision support context from the perspective of personal
experience with research in this area.

City Planning Settings

The focus of this research involves face-to-face meetings of people involved in discussions
with a spatial emphasis in city planning settings. The use of information in these situations
frequently involves recollections about the past, descriptions of the present, and speculation
about the future. This is most often conveyed using the cognitive information provided by the
meeting participants and may be augmented using various media and tools. Spatial
representations such as maps, typically provide a central organizing metaphor.

For example, in many planning situations people will gather in a room, spread a map on a
table, point to areas, and verbally recollect, describe or speculate. At times, these discussions
will be augmented with documentation or imagery. In other cases, they will be augmented with
analytic tools.

Recollection of the Past

In recollecting the past history of a given site or planning issue, conversations may revolve
around what was said, what was done, or what a place was like among other things. For
example, members of a group may try to recall the impact of past interventions on an urban
landscape to better understand what may lie ahead given similar circumstances.

Where the recollection is about fairly structured recent activities, (such as past planning
meetings), the conversations can be augmented with records and systematic documentation of
past interactions. However, access to this information is frequently not random and can be
dependent on a specialized information recording and retrieval "system" such as a meeting
secretary or stenographer. Furthermore, such methods of recollection rarely incorporate
spatial referencing (using such things as historical maps). Where a systematic documentation is
lacking, as with recollection of the past environmental conditions of an area, the high degree of
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dependence on human memory can lead to problems based in the inconsistency of individual
memories. This is exacerbated by the fact that personal points of view tend to be subjective.
For example, someone may recall traffic on a particular street to have been particularly heavy,
while another may think of the same stretch of roadway as lightly traveled.

Where there is a lack of documentation or data to support these recollections, arguments
related to inconsistent memories are likely to persist. These arguments can dominate a
discussion and shift the focus of a meeting from the matters at hand. GIS support of
recollection in collaborative contexts has been somewhat limited due to a number of factors
including fairly weak historical references. While GIS (in combination with historical data) can
indeed be used to facilitate recollection about characteristics such as demographic trends,
property values, and other generalizable information, it is less adept at conveying the past
character of an area. Furthermore, using this technology to assist recollection depends on
systematic archival of spatial "snapshots".

Descriptions of the Present

Descriptions of present conditions are generally used to familiarize participants in a
collaborative situation with the area being discussed so that everyone can work from a
common base of knowledge. These descriptions frequently involve some sort of spatial
referencing. While many of these references are verbal, (i.e.: "over by the river", "on the site of
the former factory"), such references become increasingly inappropriate as the level of
familiarity with the site on the part of meeting participants is lacking. For example, the term
"on the site of the former factory" is completely meaningless to meeting participants who are
unfamiliar with the area being discussed.

The lack of familiarity with a given site in the context of a description of existing conditions
can be aided through the use of an up-to-date map that is used as a central reference point.
Individuals describe present conditions verbally and augment this by gesturing to a map
spread on a table or tacked to a wall. Such descriptions may be further augmented using
thematic data and visual imagery. The thematic data may be provided in the form of land-use
maps, or demographic conditions of an area. Visual imagery may include photos or video tape
of selected sites. The juxtaposition of the above media can strengthen a collective
understanding of the various characteristics of a given site. Until recently, GIS has been unable
to effectively support descriptions of existing conditions due to issues of speed, human
interface and integration with other forms of media. While many of these issues are being
addressed using modern GIS tools that take advantage of inter-operability and component
software, the techniques for the effective juxtaposition of this information for retrieval in
collaborative contexts need to be further developed.

Speculation About the Future

Speculation about the future of an area involves experienced individuals extrapolating
measurable phenomena from past experience and applying it to the future using informal
mental models. A much more formalized mechanism for such speculation (some may call it
prediction or modeling) has been made available to collaborative processes through the use of
computer-based analysis tools, and most recently GIS.

Augmentation of collaborative settings with analytic tools such as GIS has traditionally been
handicapped by a lack of immediate response, and abstract output that tends to exclude from
such conversations those who are not technically-sophisticated. A degree of immediacy in
response to user queries about alternative scenarios can be afforded through the
implementation of direct manipulation interfaces. Such interfaces translate human desires into
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commands that the computer can understand. Multimedia representational aids support
information flow in the other direction by augmenting numeric values with graphical
representation and associated imagery to transform abstract data into concepts that the human
can understand. Both direct manipulation and multimedia representational aids have been made
possible by recent increases in computing power available to the masses. While the tendency
to apply such power to the undertaking of previously unattainable analyses is important, the
ability to improve the communicability of existing analysis tools, especially in collaborative
contexts, should not be overlooked.

Augmentation of Planning-related Conversations

To better support these activities it is important to develop a conceptual and practical means
of implementing emerging technologies so that cognitive information can be effectively
augmented. Such augmentation can be facilitated using both a spatially-referenced associative
information structure and a directly manipulable mechanism that affords multiple
representations of future scenarios in a spatial context. Spatially-referenced associative
information structures, (such as those now made possible through the modularization of
WWW and GIS tools), can aid in the description of past and present conditions by providing a
means of juxtaposing maps, imagery and other relevant information in a manner that can
effectively augment conversations. The employment of directly manipulable analysis tools
with multiple representations of otherwise abstract data has the ability to bring a level of
analysis into conversations about future scenarios that is significantly more robust than the
mere speculation afforded to many collaborative settings. Furthermore, desktop video
conferencing and collaborative software has the ability to include individuals who would have
otherwise have been excluded from such conversations. Nonetheless, the employment of these
technologies alone is not enough to ensure successful augmentation of planning-related
conversations. A deeper understanding of the nature and structure of human communication in
these settings is necessary to provide a starting point from which one can begin to pose
relevant CDSM-related research questions. What follows are some opening questions and
issues that can hopefully clear the way to such investigations.

Issues and Questions for Research

How does this technology change the balance of power in planning settings that are
collaborative in nature? Access to these tools (or a lack thereof) may put certain parties at a
disadvantage. Access is more than having a machine available running relevant software. It also
involves having an understanding of the information base and functionality of the software
contained in the machine. While policies of equal access may look good in writing, such a
balance may be difficult to strike. This research has the ability to enlighten others about which
levels of access are easily attainable, which are difficult, and how to determine the level of
infrastructure and knowledge necessary to attain the desired level of access.

How does it change the way people interact in the context of face-to-face communications?
The availability of broadly manipulable tools in group planning contexts can lead to the
consideration of a much broader range of alternative scenarios. While one might argue that this
can lead to better-informed conversations, it can also make it difficult (or impossible) for a
group to reach consensus. Furthermore, while multiple representations may minimize
arguments based on "apples and oranges", they can also confuse or mislead. Just as this
technology has the ability to create compelling representations of spatial scenarios, it has the
ability to create compelling misrepresentations. While this issue is not new to spatial analysis,
it can be exacerbated through the use of multiple representations in collaborative contexts,
therefore it is important to understand the potential pitfalls of unintentional misrepresentation
so that measures can be taken to minimize it.
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How can these tools be effectively, inexpensively, and fairly delivered to the contexts that can
best benefit from their use? Modular tools with spatial referencing (such as GIS components
combined with WWW client and server software) are a step towards the effective delivery of a
mechanism that augments recollection, description and speculation. However it is still
necessary to develop conceptual designs so that these tools can be properly implemented.
Such designs can result from an iterative process of observation, development, testing, and
feedback.

Finally, evaluative mechanisms need to be developed that provide feedback about where these
computer-based tools fall short in their design, implementation and execution. Such
mechanisms will have the capacity to expose whether the use of planning support systems
such as these can lead to better-informed conversations, planning, and/or decision making.

The best way to address these questions is through collaborative research initiatives such as
that which is proposed here. It is hoped that such interactions can lead to a broader
understanding of the methods, tools, and techniques used by others in previous and ongoing
research.
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This is a position paper for Initiative 17: Collaborative Spatial Decision-Making. We have
been working on the use of computers as tools for spatial decision making in the following
areas.

1. The development of Idea Generation Systems (IGS) which utilise the spatial exploration
tools embedded within Geographical Information Systems (GIS) to enable a greater
understanding of the use of spatial and non spatial information for decision making.

2. The development of prototypes which facilitate the use of meta spatial models to integrate
data from existing spatial models(GIS and non GIS based). This allows a more detailed
understanding of a problem domain to be constructed than individual models can supply
and provides an overview of the consensus and conflict caused by the integration of the
models.

3. Using the above ideas we have developed software prototypes for a variety of real world
case studies in participatory decision making. For example, the "House Hunting Game"
which uses Idrisi and Toolbook.

1.0 Introduction

The development of computer systems which facilitate understanding and raise awareness of
environmental problems are important to help us manage the environment in which we live.
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This type of computer system which utilises spatial and non spatial data, will become
increasingly important as more information sources become available along with the need to
understand its impact on people, projects and the environment - this can be termed computer
based spatial decision making.

The use of computers to explicitly assist with spatial decision making is a relatively new
occurrence. GIS are not complete decision making systems because they lack many of the
requirements for decision making such as good user interfaces, modelling capabilities and so on
(Densham, 1991, Heywood & Carver, 1994, Tomlinson, 1994). As well as the facilities that
the GIS lack, they are not easy to use by non GIS specialists. Computer based spatial decision
making should not be solely in the domain of the technical scientist who is adept at
manipulating GIS and other software for research goals but should also be available for the less
technologically proficient who makes the decisions or on whom decisions impact i.e. the
policy or decision maker and the general public.

Through the design of more appropriate computer systems which address the needs of the
users, such as managers and decision makers, the use of technology for spatial decision making
can be taken from the technical domain into the general domain. This will empower people to
utilise the technology to make decisions and better understand their environment.

2.0 Issues in Collaborative Spatial Decision Making (CSDM)

Prior to considering the uses and problems of CSDM it is first necessary to determine who the
users of such systems are because this will impact upon how the systems should be
developed and their eventual success. In the information systems literature, the integration of
the potential users has been considered as a necessary part of the development of successful
systems (Szajna & Scamell 1993, Lawrence & Low 1993, Wetherbe 1991, Joshi 1991). This is
more so in the case of CSDM because the user is not a single identifiable person but
potentially a group of people with a large "split personality". Thus, any system should be
very easy to comprehend and use and be able to view problems from multiple perspectives
which are dependent on the decision maker and problem domain. CSDM systems should be
used as a medium of communication which enable the understanding and analysis to take
place. Using a GIS, solely for such CSDM analysis is akin to looking through a fogged
window.

Through techniques of software linking, such as Object Linking and Embedding(OLE),
Dynamic Data Exchange(DDE) and loosely/tightly coupled software applications, it is
possible to construct working environments which aid spatial decision making. For example,
we have linked Asymetrix Toolbook, Visual Basic and Idrisi(DOS). Such linkages form the
core of supra applications which provide the decision maker with the necessary tools from
disparate software applications in a single environment providing a more information rich
environment. Systems constructed using such techniques are the " House Hunting Game" and
the "Kirklees System" which are described later. The users, of our example systems, have been
the general public and policy/decision makers at city council level.

The development of CSDM systems requires a fundamental change in our approach to
information management and use. If we are to use systems which enable multiparticipatory
decision making, then these system must be easy to use and adaptable to various situations to
enable the creative process of group stimuli and interaction to be transported into the CSDM
system and give appropriate levels of feedback to the user(s). The CSDM must become part
of the group and able to be used by all members to see what is happening and have control
over the CSDM, this could be through a single user or multiple user interface systems.
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One potential approach is that of the Idea Generation System(IGS). IGS is concerned with the
development of CSDM systems to enable the decision maker to visualise their information in
a dynamic environment which supports participatory decision making. Examples such as Sim
City, integrate a variety of models and visually demonstrate change to the user. Environments
which permit the decision maker to see what will happen given x or y and are then able to
respond to such visual stimuli enable better decisions to be made through an awareness of not
only the initial problem domain but of the impacts of their decisions on the problem. Methods
employed in the "House Hunting Game", see later, are enabled by the development of such
systems because multi user participation is produced whereby different people can take
control of the IGS and thus impact upon the outcome or comment on other users of the
system.

The IGS is an attempt to focus the research not on the methods of using GIS but what is
actually being done with the technology. Thus non GIS information, which is relevant to the
decision making process such as user background, political or private agendas be incorporated
into an IGS system to enable a more rounded approach to spatial decision making. The
modelling of the world in mathematical terms, such as co-ordinates and attributes is a valuable
operation but when trying to "map" such information for decision making, it becomes un-
stuck because it does not fully relate to the decision makers real world view. Other contextual
information must be used to make sense of the data and information.

Through the use of an IGS, areas of consensus and conflict could be examined and the impacts
of changes to decisions investigated and responses seen. This type of approach will require
that there is a change in the culture of using GIS/computer systems whereby the user(s)
perceives that the CSDM contains all of the measured information as well as their biases they
have brought to the solution. However, the use of IGS systems may prove problematic
because it challenges the status quo of existing system usage in that the CSDM is used as a
creative as opposed to supportive tool.

An alternate approach, is that of the development of the meta spatial modelling system. A
meta spatial model is a collection of the results of a series of other spatial models which can be
integrated using for example, multicriteria analysis to determine a wider viewpoint of a
problem domain(Heywood & Tomlinson, 1995). For example, an area could be modelled in
terms of traffic flow, air pollution and noise pollution, these models could then be allocated
quality measures and combined together with weightings determined by the user(s) using
multicriteria analysis. Areas of conflict and consensus between the models could be produced
and then used in decision making whether by changing the base models of the combination of
the model results in the meta spatial model.

The meta spatial model makes use of a Geographical Operating Environment(GOE) which
enables access to spatial and non spatial data and the functions associated with the data files.
For example, a common work area can be defined in which the user can visualise a spreadsheet
and a map and apply functions to both data files from the applications which created them
without having to use the individual applications directly (Tomlinson 1994). Such an
environment allows the limiting of the functions available to those that the user require.
Function overload is very much part of GIS.

The meta spatial model is different from the IGS because it is specifically aimed at the
development of systems which use modelling explicitly as the means of decision making. The
IGS is a more flexible open ended environment which allows data/information exploration and
is not specific to modelling as the means of decision making/analysis.
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3.0 Real World Case Studies

The proposals above, taken from various papers, have been prototyped in two forms the
"House Hunting Game" and the "Kirklees System", these are described below.

House Hunting Game - looking for a place to live

To demonstrate the applicability of multiparticipatory decision making using multicriteria
analysis we have developed a simple to use computer system which is based upon looking for
a place to live(Heywood, Oliver & Tomlinson, 1995). Multicriteria analysis has been selected
because it is easy to understand in a non technical sense and forms part of the Idrisi
functionality and is immediately available for use, any other algorithm could be used. When
selecting a location to live, we are faced by decisions on the neighbourhood, insurance level,
location of schools, modes of transport and many other issues. This system has been
presented at conference workshops where people are grouped into families. Each family is
assigned a character type, such as old retired, young couple and so on which they use to
determine how they view the area and ultimately perceive the data.

The system developed, presents the family with a series of maps which represent the factors
and constraints. The factors are numerous and include insurance and schools. For example the
family may select to live in an area which has as low insurance price and is near a school. The
constraints are for example "I don't want to live near a rubbish dump", "I don't want to live
near a motorway".

Once they have decided how the factors and constraints fit with each other, they can use the
system to produce a map showing the best and worst areas in which they would like to live
by according weights to the factors and constraints. The interface to the system presents the
family with maps representing the factors and constraints plus information on how the maps
were formed and what they mean. The family then decide what is important for where they
want to live and using a geographical equaliser they can alter the relative importance of factors
and constraints which are then used in the analysis. The geographical equaliser is a tool using
sliders bars to represent the various factors and their relative importance. The multicriteria
analysis uses Idrisi and is performed on a real data set relating to an area of the County of
Chesire, England.

The system enables group decision making to occur so that the family can see the effect of
their decisions. They can then go back and alter their priorities, using the slider bars and see
what the new map would look like. They can produce individual maps and compare the
results to identify areas of potential conflict and consensus. This has been performed in rooms
of 15 PC workstations where groups of people run the analysis and then examine each others
results. It presents non GIS specialists with the opportunity to utilise GIS technology by non
GIS methods - i.e. they family do not realise that they are using a GIS, they relate to the
information. The use of the slider bar enables complex decision making to occur because the
family can see the effect of the relative weights of the factors and constraints in a simple visual
manner. This enables them to concentrate on the task of decision making rather than how to
actually perform the decision making.

Work is current with Kirklees Metropolitan Council and local community groups in the village
of Holmfirth, County of West Yorkshire, England to develop a consensus based decision
making system. The Kirklees systems uses the same multicriteria analysis technique as the
"House Hunting Game" for the assessment of local community attitudes towards their
environment which can be used by the council for use in Local Agenda 21 proposed by the
United Nations Agenda 21. The system is under development within initial trials in June 1995
and use in August 1995. The system will allow local people to identify what is important to
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them for their environment and weight these in order of importance to various development
proposals from the Council. This will produce a series of personal maps which can be used to
identify the conflict and consensus within the community with which the Council can then use
to better develop policies for local sustainable development. The methods used are based upon
group community usage of technology to understand their environment.

4.0 Conclusion

This paper has presented a brief view of our joint research work in the field of CSDM. The
issues outlined below and those proposed through Initiative 17 are, we believe, important for
the future development of CSDM.

Issues in CSDM that should be discussed at the workshop

· What areas of application are appropriate for CSDM research and how can we identify
these ?

· How can we integrate various methods of data access into a single environment so that
CSDM can take place ?

· What user interface mechanisms are appropriate ?

· What analytical techniques can be included within a CSDM environment ?

· What visual methods can be used to differentiate between ideas/data/information/
decisions and should there be multiple methods of representation for multiple users
preference ?

Through the production of prototypes and testing of ideas we can further develop the use of
GIS techniques and technology to aid our understanding of the human and physical
environments. The application of such techniques and technology should not remain in the
domain of the specialist but be available to all who require such tools for decision making and
understanding.
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1. Introduction

The international Geographical Information System (GIS) community has experienced
enormous growth in the past decade because of the advancement of computer, remote sensing,
and space technologies. The typical size of a GIS dataset has grown in magnitude from
megabytes a decade ago to gigabytes now. The typical use of GIS has evolved from simple
cartography to multimedia decision making support in the same period. Typical users have
expanded from the geographical survey community to virtually all communities. It is no longer
possible to put all GIS data into a centralized location and use one computer to handle the data
processing, let alone intensive data analysis for decision support. However, the society
demands more GIS data and better utilization of these data.
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The most promising solution to the GIS growth problem is the Internet. The Internet, which is
defined as interconnection of computers around the world, has grown from tens of computer
hosts two decades ago to tens of millions of computer hosts today. It is one of the fastest
spreading technology/communication tools in the United States and around the world.
Meanwhile, the Internet community has been agonizing over how to develop applicable
programs to use the full capacity of Internet in the future.

Collaborative Spatial Decision Making (CSDM), or Collaborative GIS, will advance to be one
of the most popular applications on the Internet. Future GIS data can be managed and served
in a distributed system at the county/metropolitan or township level. In such a system, the
data can be updated constantly by the people who are most familiar with the environment. A
huge computer network will connect all of these computers. A user of the GIS data will run a
client anywhere and be able to discover and filter the GIS data, retrieve wanted data, conduct
analyses, and archive results. The analytical results are then used for decision making. An
intelligent agent will be used for optimizing the solutions and audio-visual tools will be used to
conduct conferences and utilize human expertise.

Fortunately, the GIS community does not have to reinvent the wheel in order to build
collaborative GIS. The Internet community has developed many of the needed technologies to
accommodate the future growth of collaborative GIS. These include research and development
of the WWW, gophers, the Wide Area Information Service (WAIS), Computer-Supported
Collaborative Work (CSCW) environment, object-oriented programming (OOP), client/server
paradigm, and information agents.

This paper will propose a CSDM model and discuss the related major issues.

2. Important Issues in a CSDM

In this section, we will discuss some of the important issues in development of a CSDM
model. We will only provide some brief discussions on each issue and will provide in-depth
discussion of each issues in separate studies.

2.1 GIS Data Model

Most of the current GIS data models are based on relational database technology in a
centralized location. This can no longer continue because the "modern" (compared to 10 years
ago) GIS applications demand more efficient use of memory and a shorter application life
cycle. Therefore, the future data model will be object-oriented and reusable. Furthermore, the
GIS data model will take "open system design" approach, so the data model is interoperable,
reconfigurable, and can be grouped with other data models to form a more powerful meta-
model.

One of the current practices in telecommunication applications, which will be continued
through the next few decades, is bandwidth on demand. Users can choose their bandwidth
configurations based on cost. Therefore, GIS applications will face different users groups in
different geographical locations with different bandwidth capacity. One of the solutions to this
problem is to implement sharable objects in the data model, so we can build a collaborative
GIS data model.

2.2 Distributed vs. Centralized

Although many GIS applications are still using a centralized approach for data storage and
management, few will dispute that we are unable to continue using a centralized approach. The
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most popular technology paradigm nowadays is the enterprise client/server environment, in
which the more powerful data processing machines are used as data servers, and the less
powerful desktop PCs are used as clients. Obviously, the old, centralized GIS applications
will be obsolete, and the new, client/server GIS environment will be established.

2.3 GIS Information Archive, Retrieval, Discover, and Management on Internet

In a client/server computing environment with reasonable bandwidth, we can do much more on
GIS information archive, retrieval, discover, and management. For example, WWW (also called
"the Web") uses universal resource locators (URLs), hypertext transmission protocol
(HTTP), and search engines to facilitate information archive, retrieval, discover, and
management. The efficient use of computers and bandwidth contributes a great deal to the
popularity of the Web; and of course the user-friendly graphical user interface (GUI)
contributes a lot too.

Without a major development effort, we should be able to achieve satisfactory results by using
the existing software environment. In fact, a prototype of the GIS information discovery and
management model can be implemented using WWW and its associated software programs. In
WWW, a data server is a Web server that serves text, HTML documents, and images; a client
is a Web browser such as NCSA Mosaic or NetScape. We can run a mail robot around the
Web to pull out information we want at any time. If we implement URLs in a certain format
on all the GIS data servers, the mail robot program can identify these special URLs and
discover what we want in a reasonable time frame. And we can archive our data by File
Transfer Protocol (ftp) into the data server. These can all be done by clicking on the
homepage.

Later in this paper, we will propose a CSDM model with 3-tier client/server environment.
This model will make use of the WWW as well as the local client/server environment on the
Local Area Network (LAN) or Metropolitan Area Network (MAN).

2.4 Audio-visual Conference and Other Means of Communications

The necessity of having an audio-visual conference capability depends on the intended
application. In some applications, such as Intelligent Vehicle Highway System (IVHS) and
emergency road service, a conference system is necessary because the scene is too chaotic to
be described clearly by other means. But in most of the cases, especially those involving
scientific research and analysis, audio conference with very low bandwidth video conference
should be sufficient.

Use of the Differential Global Position System (DGPS) will be very helpful in gathering and
updating the GIS data, as well as the utilization of GIS data to do analysis.

Even the traditional mail delivery can make a difference: if we take the sharable object
approach, the users can order the data, presumably on a CD-ROM, by mail. When the
decision makers call on a conference, each party can insert the CD-ROM, and only use the
network to pass control commands, so all parties can share applications and conserve the use
of bandwidth.

2.5 Visual Interface and GUI

A consistent GUI and visual interface across all platforms is one of the secrets of success in
this client/server environment. In fact, the success of NCSA Mosaic is not purely luck. It is
the only program that can run on IBM-compatible PCs, Macintosh computers, and UNIX
Workstations while retaining a remarkably consistent interface. And it is free of charge!
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In a 3-tier client/server environment, the Web server on the Internet can be hidden from the
user clients, so we can still give the users the impression of a consistent GUI. The GUI should
also hide the underlying file management process from the users, and yet give the users
freedom to troubleshoot the results.

2.6 Intelligent Agent

Anyone who has ever run a search engine or mail robot program on the Web has been
overwhelmed by the huge amount of information available for his/her search subject. But all
these information may or may not be related to the subject, depending on how people find
them. For the GIS datasets, things can be more complicated because of the size of the data,
and it may take much longer to search for a piece of data. Therefore, an intelligent search
engine is needed to filter out some unwanted information before they reach the users. This
intelligent search engine is called "intelligent agent," or "information agent."

The building of the intelligent agent is a combination of computer network, universal resource
location, data organization and indexing, and artificial intelligent. The GIS community should
take the lead in applying these advanced technologies to solve the distributed GIS problem.

2.7 Automation of Decision Support Process

Automation of the decision support processes is crucial to the success of CSDM. A decision
making process usually involves a tremendous amount of data analysis and "what-if"
simulations. Actually, the major problem is not the analysis, but the file management. A
decision support system should hide all of these low level works from the users, but at the
same time still give users the flexibility to change parameters, conduct quality assurance of the
process, and extract comprehensive information through the decision making process.

Furthermore, an optimization program should be available to the decision makers so they can
run "what-if" scenarios in batch mode and obtain the "best-guess" solutions. This is itself a big
topic in the decision support theory, and it is beyond the CSDM research domain. Yet CSDM
should utilize this knowledge for its own benefit.

2.8 Joint Application with Other Discipline

Even a very powerful CSDM cannot solve all of the current problems. If CSDM works with
other decision support systems in other disciplines, the system can be very successful.
Therefore, CSDM should be open, object-oriented, reusable, and able to accommodate major
data format in the market (e.g., HDF, NETCDF, etc.)

A good example of CSDM cross-discipline application is the ecosystem management system
in the environmental field. On one hand, an ecosystem management system demands a lot of
GIS data, on the other hand, the ecosystem management system needs to use environmental
modeling and simulation to support the decision making. Hence, by using the existing
environmental decision support systems and the CSDM, one can easily extend the decision
making to the earth's ecosystem. However, at this point, the two communities have been
unable to build something together that is truly integrated and interoperable.
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3. A CSDM Model

3.1 Data Model

The data model of this CSDM system will be object-oriented and closely disseminate real
world geographical objects.

3.2 System Architecture

The system will be open, modular, and object-oriented. It will be expandable so it can work
with other decision support systems to form a meta decision support system for large scale,
complex problems.

3.3 Distributed Desktop Environment

The system will use 3-tier client/server structure. The first layer is the client layer, the local
clients will be connected with a local GIS server, which usually be the file server on a LAN.
The collection of these GIS servers is the second layer. The third layer is the Internet layer,
which connects all the GIS servers together. The command and control centers of the GIS
server network are strategically placed in different locations all over the country (or world).
These centers are called "GIS meta-centers."

Under this distributed environment, the clients can be run by a wide range of UNIX
workstations, IBM PCs, and Macintosh computers. The local GIS servers can be run on
typical server machines, which have more memory and storage capacity. In the meta-center,
supercomputers and high density storage are used to handle the management tasks.

3.4 Collaborative Environment

For co-authoring, document sharing, and collaborative work, the model will use the shared
object approach. The users may obtain/purchase a copy of GIS data via CD-ROM or via
Internet applications like ftp and WWW before the collaboration, then load the software and
data to their computers when the conference begins. This approach is a collaborative process
in asynchronous mode.

For the video and audio conferencing, the model will use the Internet (e.g. MBONE) or ISDN
to conduct video-audio conference. So in the collaboratory process, users can start the video-
audio conference, run the CSDM model, and apply remote control to manipulate the shared
objects. This approach is a collaborative process in distributed synchronous mode.

3.5 GUI and Visual Interface

X/Motif-like GUI is the de facto standard in current GUI development industry, therefore, the
model will use X/Motif to construct the GUI and Visual Interface of the GIS model.

3.6 Information Archive, Retrieval, Discovery, and filtering

The model will use the newly-built or existing Internet tools to archive, retrieve, and discover
GIS information on the Internet.
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4. Concluding Remarks

In this paper, we presented a CSDM model and discussed issues we are facing currently. We
proposed a comprehensive CSDM model that will work on the Internet and will provide
different levels of opportunity of participation. We used the Internet client/server
environmental as our backbone and decision support as our goal, and we conclude that this
model, if realized, will benefit the GIS and environmental science community at large.

Today, Internet technology is utilized at an ever increasing rate. USEPA has already used
satellite TV and MBONE to transfer environmental technology to the user community.
Further, more and more divisions inside EPA and other government agencies are providing
their staffs with WWW access and establishing their own WWW home pages in order to
provide increased access to public information as well as convey information to the public and
other government institutions. At the same time, the GIS community has been spearheading
the utilization of Internet to make GIS data available to the general public. It is inevitable that
CSDM model will use Internet as a major testbed for applications.

In the future, the U.S.EPA Scientific Visualization Center (SVC) pursue the support of
scientific visualization of ecosystem management and combine GIS into environmental
scientific visualization. SVC's goals are to support the decision making processes used by
environmental decision makers, and to convey the scientific research results more effectively
to the general public. We will be actively supporting and participating in the development and
deployment of the CSDM models.
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