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Scientific Expertise and Natural Resource
Decisions: Social Science Participation on
Interdisciplinary Scientific Committees*

William R. Freudenburg, University of Wisconsin—Madison; University of
California at Santa Barbara

Robert Gramling, University of Louisiana—Lafayerte

Social scientists should seek greater involvement in interdisciplinary scientific
committees, which often play important roles in natural resource management. In
addition to our acknowledged areas of expertise, we have the ability to educate
other disciplines about social sciences and, importantly, also about the realities of
biophysical science input into policy processes. Two examples are worth noting.
First, the asymmetry of scientific challenge can mean that biophysical science
views/interpretations with favorable implications for organized groups’ interests
may have been “accepted” with little scrutiny, relative to work having unfavorable
implications. Second and paradoxically, the structure of decision making can mean
that preferences for “scientific caution” will result in resource management decisions
that are anything but cautious. These and other observations need to be tested
through participant observation by a greater number of social scientists on scientific
committees in the future.

Natural resource management issues provide important new opportuni-
ties and challenges for social science contributions to the policy process. In
the past, the roles open to social scientists have tended to be those associated
with traditional disciplinary expertise, as in economists’ involvement in
economic policies and political scientists’ work in analyzing political strate-
gies. In the case of natural resources, by contrast, social scientists are likely
to deal with issues that have generally been seen in the past as “belonging”
to biophysical scientists, often doing so by serving as members of interdisci-
plinary scientific committees. Under this emerging model, it is increasingly
common to find such real-world examples as a cultural anthropologist pro-
viding guidance on fisheries management, a social psychologist providing
input to a wildlife management agency, or a sociologist participating in the
technical evaluation of nuclear waste storage decisions.
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When viewed from the perspectives of the past, such forms of involve-
ment could well be seen as more than a little terrifying. In the past, after all,
even in cases where social scientists have offered advice on social policy,
where the relevance of social science expertise might have been expected to
be relatively unproblematic, subsequent evaluations have often been quite
negative, as suggested by titles such as Maximum Feasible Misunderstanding
(Moynihan, 1969) or Why Sociology Does Not Apply (Scott and Shore,
1979). In the case of natural resource issues, the most common pattern to
date appears to be one in which one or perhaps two social scientists will be
added to an interdisciplinary scientific advisory committee—often well after
the committee comes into being—on which all of the other members will
be, as they sometimes put it, “real scientists,” at least some of whom will
pride themselves on the precision of their predictions and who will view
social scientists with something akin to scorn.

Although social scientists might well conclude that service in such inter-
disciplinary contexts ought therefore to be dreaded or avoided, this article
will make precisely the opposite argument. As we spell out in the pages that
follow, the experiences of the social scientists who have actually served on
such interdisciplinary advisory committees—including but clearly not lim-
ited to our own experiences, which have included more than a dozen such
committees—suggest that social scientists have much to contribute. Al-
though social scientists often appear to be token members of such commit-
tees, most frequently comprising one or at the most two members, we will
argue in this article that social scientific input has particular value for what
tend to be seen as biophysical science deliberations.

One of the reasons why we encourage our colleagues to seek and accept
such forms of service to society, however, is that social scientists have at least
three broad types of expertise to offer, not just one. The first form of exper-
tise will generally provide little surprise, given that it will have to do with
the overt reason for adding social scientists to the committee in the first
place—often involving the ways in which a “natural” resource element (be it
fish or forest, water or waste) can influence and/or be influenced by human
beings and social systems. The second and third forms of expertise, however,
require greater discussion, and thus they will be our focus in the following
two sections of this article.

We Know More Than We Realize

The second form of expertise is one that growing numbers of social sci-
entists have found themselves providing for interdisciplinary scientific
committees: basic education on the nature of social scientific research. Al-
though the point often comes as a surprise to those who have 7oz yet served
in such contexts, the experience often leads to the realization that social sci-
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entists have reason to be far less apologetic about the nature of social science
expertise than is commonly assumed. Still, we do need to acknowledge that
this point is often highly surprising to biophysical scientists, as well, partly
for reasons having to do with what is sometimes called the “hard science”
issue.

The relevant contrast, of course, is not between the hard and soff sciences,
but between the hard and easy sciences. If a geologist studies a rock, for ex-
ample, that rock can often be broken into tiny pieces, all of which can be
expected to lie passively on a workbench or under a microscope, many of
which can readily be analyzed in terms of crystalline structure or chemical
composition by off-the-shelf technologies, and none of which have ever
been known to hire legal representation. A social scientist, by contrast, often
needs to deal with institutional review boards or year-long reviews by the
federal Office of Management and Budget even before doing interviews
with human beings, many of whom may well have an interest in shaping
the social scientists findings, all of whom may well object if they feel they
are being “placed under a microscope” even figuratively, and any of whom
may well change their behaviors or even decide to sue if they dislike the so-
cial scientist’s findings or conclusions. In the case of natural resource issues,
moreover, the social scientist is often brought in only quite late in the proc-
ess and then expected to analyze some of the most central and most com-
plex issues of all, doing so with levels of funding that would be little more
than rounding error for biophysical science research budgets. Clearly, then,
the conclusion needs to be that the social sciences are the “hard sciences,”
while the biophysical scientists have the luxury of pursuing relatively “easy”
research.

Like most such distinctions, of course, the hard science/easy science di-
chotomy is not one that should be overstated or reified, particularly in the
case of biological science colleagues who need to deal with complex real-
world ecosystems that are too large to be studied within test tubes. In the
case of lake or ocean ecosystems, to turn to a set of examples that will be
considered in greater detail later in this article, there are only a few ways in
which biologists can directly observe even a small fraction of the processes
actually taking place well below the surface of the water. To examine a given
species, a biologist may even need to remove it from its environment en-
tirely, bringing into play an extreme form of the Hawthorne effect by killing
the fish. To be fair, accordingly, we need to acknowledge that challenges
such as this can cause a biologist to deserve nearly as much acknowledgment
as “hard” scientists as would be the case if sociologists, anthropologists,
economists, or historians could obtain knowledge only by “studying” hu-
mans in the morgue. Much the same needs to be acknowledged for as-
tronomers who must observe the heavens from earth, resorting to relatively
crude concepts as “black holes” and “ice volcanoes,”or the physicists who
must “observe” atomic structure second- or third-hand, “discovering” new
subatomic particles once or twice a decade. Still, the social sciences would
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appear to be the hardest of the sciences, given that no economist or anthro-
pologist who contributed to the accumulation of knowledge at the glacial
pace of discovering one tiny particle every few years would be likely to be
given tenure, let alone a Nobel Prize.

Many biophysical scientists, however, will not be as familiar with this
state of affairs as might be desired, meaning that it creates the need for so-
cial scientists on interdisciplinary scientific advisory committees to carry out
the first of two additional forms of “science education” that may not have
been a formal part of their invitation to join such a committee; the need, to
put it simply, is for social scientists to educate other scientists on the committee
about the “hard science” issue, as well as educating them about even some of
the most basic principles and findings from social science research. Al-
though we see no reason to view this task with dread, we do see a need to
acknowledge that it often requires explicit attention and a certain degree of
hard work. Indeed, as one reviewer of this article noted, it is a virtual cer-
tainty that social scientists on such a committee will need to learn enough of
the biophysical research findings (and terminology) to be reasonably conver-
sant with other disciplines, while a significant fraction of the biophysical
scientists will see no need to reciprocate. Instead—although additional re-
search is required—the preliminary findings, based on our discussions with
colleagues as well as our own experiences on such committees, suggest that
perhaps two to three members of a dozen-person scientific committee, on
average, will have an acute need for such an education, with the need often
being greatest among committee members who received their training many
decades ago.

The education process is important, however, because this lack of knowl-
edge can be directly relevant to the issues being discussed. In discussions
involving nuclear technologies or other “risk” issues, for example, it is still
quite common to hear expressions of frustration about purportedly “irra-
tional” or “ignorant” members of the public who “have no right” to influ-
ence policy decisions—expressions offered with no intended irony and no
evident awareness that “the consent of the governed” is one of the basic ex-
pectations for policy decisions in a democracy, or that the members of Con-
gress are elected by, and generally expected to represent, just such
“irrational” constituents. Many biophysical science colleagues, accordingly,
need to be provided with quite basic levels of education on fundamental
issues, such as the fact that, although scientific input is often accorded con-
siderable deference on “strictly technical” or factual matters, virtually any
resource management issue will also inherently involve values and blind
spots, and that, “at least in a democracy, when it comes to matters of val-
ues—and to questions such as ‘how safe is safe enough’—another word for
‘scientist’ is ‘voter’”” (Freudenburg, 1996:15).

Frequently, the education needs to include another important fact: Most
of the people we call “natural resource managers” actually do very little
managing of natural resources. Instead, what many of them actually try to
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“manage,” most of the time, are the behaviors of the one species that few
resource managers have ever studied, namely, Homo sapiens. The pattern is
perhaps the most obvious in the case of so-called nonrenewable resources,
such as oil or coal. Despite the common use of phrases such as “oil produc-
tion,” there is in fact very little that can be done to “produce” such fossil-
fuel reserves in a human span of years, and in the absence of any human
“management” or “production” initiatives, the resources are most likely to lie
patiently in place. Even in the case of “renewable” resources such as forests
or fish, what is actually most likely to be “managed” in most cases is the
nature or rate of human harvest. Many of the fish species of the planet have
proved eminently capable of growing, maturing, and reproducing in the
absence of human intervention, and even trees commonly grow to maturity
in decades or centuries, depending on the species and their locations, largely
doing so without human intervention or help. As noted by Ludwig, Hil-
born, and Waters (1993:17), although we speak of humans managing re-
sources, it may be “more appropriate to speak of resources managing
humans,” in the sense of inspiring ever-intensifying efforts to extract re-
sources and profits. Whether “fisheries management” considerations focus
on limiting the numbers or sizes of the fish species that can be taken by
humans, these measures are not limitations on the behavior of fish, but re-
strictions on the behaviors of the humans who do the fishing. The strategies
will be successful, or not, depending largely on human and organizational
variables, such as how reasonable and enforceable the restrictions prove to
be—a subject that cries for greater social science input—and on whether the
restrictions limit fishing activities enough to make a difference in the ability
of the species to grow and reproduce. The “fisheries management” efforts,
themselves, are invisible to the fish.

There is also often still a need to remind biophysical scientists of some of
the best-established principles from the social sciences, such as the fact that
even “mere perceptions” can be quite real in their consequences, and con-
versely, that “blind spots,” or the effective absence of perceptions, can have
real consequences, as well. One of the questions that needs to be asked, in
other words, involves the degree to which the limitations of biophysical as
well as social science knowledge will be perceived or recognized by the rele-
vant scientists—and at least in our own experience, the actual degree of rec-
ognition is significantly lower than might be expected.

A particularly clear illustration of this point emerged during a conference
supported by a large resource management agency within the Department
of Interior, focusing on an important biological question about offshore oil
platforms. Both the experience of fishers and the findings of fisheries re-
search have pointed to the conclusion that fish populations are denser in the
vicinity of offshore oil platforms; the session focused on the research ques-
tion of whether the platforms simply concentrated the existing fish, or
whether the structures actually produced additional fish. As the social sci-
entists in the audience listened with mounting incredulity, a fisheries biolo-
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gist described a million-dollar research project that had been carried out in
the name of investigating this research question. The project was centered
on a trip to one of the rigs off southern California with a research vessel and
a submersible video camera that had been designed with agency funds, with
the intent of capturing images of fish around the platform. Without dis-
cussing how these images would address the question of whether the fish
were concentrated or produced by the platforms, the researcher described—
more with humor than with embarrassment—how the incompetence of the
boat captain and the nastiness of that trip’s weather kept his team from sta-
bilizing the camera and how the rough weather stirred up the water and
reduced visibility. As the story unfolded, the researcher showed a series of
slides that pictured blurry images of vaguely fishlike objects suspended in a
medium that resembled diluted milk. The end result was that “due to cir-
cumstances beyond his control,” the million-dollar investment had cast ab-
solutely no light on the question the project was “designed” to address.
Although social scientists placed in such a quandary might consider ritual
suicide as one of the few avenues of escape, both the presenter and the audi-
ence seemed to consider these results to be entirely unproblematic.

To be sure, experiences such as this are at least somewhat rare, but they
are not so rare as is commonly assumed, and at least in our experience, they
are clearly not rare enough to support what “everybody knows” about hard
versus easy sciences. Both in the social and the biophysical sciences, in other
words, at least a significant fraction of all active scientists appear to be less
aware than might be desirable about the nature and limits of knowledge
across disciplines. One of the key differences, in fact, may simply be the fact
that social scientists tend, on average, to have thought more carefully about
the nature of any such limitations.

Another relevant illustration can be drawn from another scientific advi-
sory board; in that case, scientists were considering whether to help increase
the total fishing industry harvest of a given fish species by decreasing the
minimum size of the fish that could be kept. The committee’s most knowl-
edgeable expert for that particular species argued against the policy change,
given that not much was known about the species in question. In this case,
in other words, he showed clear awareness of the limitations of scientific
understanding. As he noted, it was not clear how fast these fish grew, how
large they normally got, what their reproductive potential might be, or even
what the details were of when and how they reproduced. Swayed by the
power of this expert’s argument, the committee agreed to recommend that
the minimum size not be changed and that an increased harvest of the spe-
cies not be allowed. Later, during a break, this same committee member
wondered aloud to one of the authors of this article why a social scientist
should be on a fishery management committee, particularly in view of what
he regarded as the “fact” that the social sciences knew nothing about fish
and very little about humans and their behavior. He was initially taken
aback and more than a little angry when he was told that, unlike the case in
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his own discipline, social scientists actually know a good deal about the spe-
cies we study; at a minimum, after all, we know how fast humans grow,
where they live, and how large they commonly get, as well as knowing in
exquisite detail how they reproduce.

Decisions Will Be Made

In addition to whatever expertise we may possess that is directly “about”
the interactions between humans and the other species of the ecosystem,
and in addition to a broader awareness about the nature of social science
findings and principles, social scientists will often need to provide a third
form of “science education.” Social scientists, in essence, are often in a
unique position to help clarify the ways in which biophysical as well as social
science expertise is likely to be used within the policy process. What social
scientists in such a position may often recognize, to be more specific, is a
pattern that is as paradoxical as it is problematic.

We turn first to the paradox. Despite the fact that biophysical scientists
may fail to realize how little they actually know about human behavior, or
science in general, the very same scientists will often prove to be acutely
aware of the limitations of their knowledge within their own subspecialties
or areas of expertise. Like the fisheries scientist quoted above—and like per-
haps the majority of our colleagues in the social sciences—they will argue
against being “too hasty” in the face of acknowledged limitations of knowl-
edge, being far more comfortable in arguing the need for caution than in
arguing the need for action. What they often fail to recognize, however, is
that the net result of their calls for caution can be management outcomes
that are anything but conservative or cautious, particularly in the case of
natural resources. The reasons have to do with characteristics of the structure
of decision making that social scientists will often need to bring to the atten-
tion of biophysical science colleagues.

It is important to keep the following discussion in context; lest the matter
not be clear enough already, accordingly, we wish to stress the relatively ob-
vious point that we see the involvement of a full range of scientists in natu-
ral resource management as offering far more advantages than disadvan-
tages. Despite the potential as well as the real advantages of such involve-
ment, however, the actual track record of “scientific resource management”
over the course of the 20th century has often been evaluated as having been
far less successful than most of us would wish. To be sure, there have been at
least a small number of success stories; “game” species such as deer have be-
come more abundant during the course of the century, for example, and at
least a small number of once-endangered species, including the national
symbol, the bald eagle, are making significant comebacks. Weighing down
the other side of the scale, however, are the many sobering cases in which
even commercially valuable natural resources have been “managed” in a way



126 Social Science Quarterly

that seems almost impossible to describe in hindsight as having been en-
lightened or wise.

One example involves one of the most important fisheries in the history
of the world: the vast cod fishery of the Grand Banks, off the coast of Maine
and Newfoundland. As noted by any number of authors (e.g., Hamilton
and Seyfrit, 1994; Palmer and Sinclair, 1997; Kurlansky, 1997), the net re-
sult of a century of effort to “manage” this phenomenal resource was that
even the prolific cod stocks of the area were overfished so heavily that the
fishery ultimately collapsed, leading to an official U.S. federal “disaster”
proclamation that Cohen (1995) has characterized as “turning fish into
pork.” So serious was the collapse that, even after the virtual elimination of
the fishing industry for the better part of a decade, there is still little evi-
dence of any significant recovery by the species (Haedrich and Hamilton,
2000).

Although the Grand Banks example is clearly a dramatic one, however, it
is by no means unique; on the opposite coast of the United States, for ex-
ample, the natural salmon runs in the Pacific Northwest were once so vast
that they helped to make this region’s Native Americans some of the
wealthiest residents of the so-called new world prior to the arrival of Euro-
peans and their descendants. Starting at about the time of the U.S. Civil
War, however, salmon canneries began to process the plentiful populations
of these anadromous fish. Peak production was reached on the Sacramento
River just two decades later, in 1882, and the last area of the Northwest to
reach its peak, involving coastal Washington rivers, did so in 1915. Despite
the expenditure of many millions of dollars in studies, hatcheries, and
habitat management efforts in recent decades, the salmon populations have
continued to decline; seven identifiable populations of salmon have now
been named officially as threatened or endangered in the Columbia River
Basin alone, and today there are no longer any canneries operating in the
Pacific Northwest (for extensive historical accounts, see McEvoy, 1986; Li-
chatowich, 1999). Around the world, in fact, even the “pelagic” or open-
ocean species that were once seen by respected scientists as being “inex-
haustible” (see the discussion in McEvoy, 1986) have proven to be anything
but. According to the Food and Agricultural Organization of the United
Nations (1995), more than two thirds of all commercial fish stocks are be-
ing fished at or beyond their levels of maximum productivity; about 25 per-
cent of stocks for which data are available have been classified either as
being depleted or in danger of depletion, while another 44 percent of fish
stocks have been characterized as being fished at their biological limit, and
hence as being in danger of overexploitation if fishing pressures continue to
mount (see also Malakoff, 1997).

The problem, moreover, is not limited to fish. In the case of nonrenew-
able resources such as petroleum, for example, the net effect of more than
25 years of efforts to boost U.S. petroleum self-sufficiency, dating back at
least to what President Richard Nixon termed “Project Independence” in
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1974, has been that the proportion of U.S. petroleum consumption sup-
plied by domestic sources has dropped from 74 percent in 1973 to 43 per-
cent in 1999; the major effect of the “self-sufficiency” effort appears instead
to have been a reduction of U.S. oil reserves, which now amount to just 3
percent of world proven petroleum reserves (U.S. Department of Energy,
2000; American Petroleum Institute, 1998; Gramling, 1996). In the case of
other renewable resources, meanwhile, only a handful of the 877 species
that have been officially listed as “endangered” or “threatened” under the
Endangered Species Act have been removed from that status because of re-
covery, as opposed to extinction (World Wildlife Fund, 1994). In the con-
cise summary of the on-line version of the World Book Encyclopedia (Myers,
1999), matters scarcely seem to have improved during the era of modern
science:

One of the most notable differences [from earlier centuries] is the rapid pace
of today’s extinctions. Ecologists estimate that we have lost hundreds of thou-
sands of species in the past 50 years. The experts predict that if present trends
continue, we are likely to lose one-half of all living species within the next
century.

Even for tree species that are nowhere near being endangered, meanwhile,
the once highly regarded U.S. Forest Service (see, e.g., Kaufman, 1960) has
come under extensive criticism in recent years for policy decisions that bio-
physical scientists and historians (e.g., Franklin and Kohm, 1999; Polican-
sky, 1999; Langston, 1995, 1999; and Hirt, 1994, 1999) sce as having been
badly mistaken, reflecting what Hirt (1994) has termed “a conspiracy of
optimism.”

According to a number of analyses, some of the key sources of such
problems have to do with the structure of interests, rather than with the
structure of scientific input, and there is a good deal of value in these analy-
ses. With respect to fisheries resources, in particular, Gordon (1954) appears
to have been the first to identify what is sometimes called “the fisherman’s
problem”—in essence, the fact that, when no one “owns” the fish, those
who do the fishing will have incentives to catch all they possibly can, even
though those same individuals have a collective interest in conserving a
higher proportion of fish stocks. In subsequent work, Olson (1965) noted
similar differences between what would be rational for an individual and
what would be rational for a larger group, and in a still-later Science article,
Hardin (1968) used the memorable phrase of “the tragedy of the commons”
to describe a comparable phenomenon, although Hardin has since been
criticized for his substantial anthropological errors as well as for the poten-
tially problematic nature of his policy recommendations (see, e.g., McCay
and Acheson, 1987; for an extensive analysis of the concept and its evolu-
tion, see McEvoy, 1986).

In addition, however, we believe it is important to recognize at least two
characteristics of the structuring of scientific input—of the ways in which
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scientific information and judgment are brought into the policy process—
that appear to exert influences of their own. Although we would not
necessarily concur with Hirt’s view that the net result should be seen as a
“conspiracy” of optimism, the pattern that we have too often witnessed is
that, paradoxically, a preference for scientific conservatism winds up
producing policy actions that are anything but conservative.

The first of the two characteristics has received at least some attention in
the peer-reviewed literature; it involves what Freudenburg and Youn (1999)
have called “the asymmetry of scientific challenge.” This phenomenon has
to do with generally unintended yet cumulatively significant biasing pres-
sures within what is taken to be “known” (or alternatively, “controversial”)
about likely impacts on natural resources and the humans who care about
them.

Particularly in cases in which certain forms of resource use could lead to
profits for a small segment of the public—a group having what Wilson
(1980) might term a “concentrated interest,” as contrasted against the
broader public, which has a more “diffuse interest” in sound resource man-
agement—the parties having concentrated interests will often be organized
in ways that are useful in exerting systematic pressures on scientific delib-
erations. At a minimum, research hypotheses and findings that have the
potential to challenge the concentrated interests can be subjected to vigor-
ous dispute and attack, while findings and interpretations that are more
congenial to the concentrated interests may instead enjoy rapid acceptance.
If fishing interests feel a scientist’s estimates of a fish population are too low,
for example, those estimates may well be subjected to a withering attack by
fishing organizations that seek to avoid reductions in the quantities of fish
that are allowed to be caught; if the estimates are too high, on the other
hand, representatives of the fishing industry are unlikely to complain about
being allowed to catch a few more fish, and other groups are unlikely to
have the degree of interest or expertise that would be needed to carry out
the potentially expensive research needed to correct the error. Particularly in
cases in which the scientific data are less than definitive, accordingly, or in
which it can be especially complex or expensive to learn “the true facts”
about a resource, it is highly unlikely that “scientific findings” having nega-
tive implications for the near-term interests of a powerful resource-using
industry will escape scrutiny and correction for an extensive period of time,
while excessively favorable interpretations are far more likely to escape un-
challenged.

If this first structural problem can be called one of “knowing” less than
we appear to know—and thus of favoring actions that appear to be scientifi-
cally justified but that ultimately prove to have been ill-advised—the second
problem is one of knowing more than may at first be apparent, but where
the nature of scientific knowledge is sometimes obscured by the ways in
which discussions are framed. This second problem can be observed directly
through the “participant observation” that can take place through working
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on interdisciplinary scientific committees, and thus it is worthy of addi-
tional attention here.

It is rare, after all, for species collapses or resource depletion problems to
come as complete surprises. In many if not most such cases, respectable sci-
entists issue warnings, often doing so in quite clear and distinct terms (see,
for example, Hirt, 1994; Lichatowich, 1999; McEvoy, 1986). The problem
is not that scientists fail to express concerns, but rather that the concerns go
largely unheeded by the relevant resource management agencies and other
decisionmakers—often until the damage to resources has become undeni-
able or, in some cases, irreversible. One obvious temptation, of course, is to
conclude that such a pattern results from the tendency for economic inter-
ests to exert greater influence within the policy process than do scientific
experts. Realistically, of course, we see the need to recognize the importance
of such differences in political power, but to be equally realistic, we see it as
important to recognize that such differences do not provide a full and satis-
factory explanation. Instead, scientists are often complicit in their own lack
of influence over policy decisions, albeit through patterns of behavior that
are not evident to those same scientists until they are pointed out.

In the interest of simplicity, that pattern can be summarized in terms of a
single question: Do we know enough to act? Most scientists, of course—
whether biological, physical, or social scientists—have learned to avoid over-
stating the strength of scientific conclusions. One of the most common
patterns in scientific articles, after all, involves an exhortation about the
need for “caution,” followed by a conclusion that “further research is
needed.” The problem is not the scientific penchant for conservatism—our
own writings, after all, are heavily studded with the same warnings—but the
specific way in which such conservatism is often factored into specific re-
source management decisions. Based on available research findings, for ex-
ample, one or more scientists will raise expressions of concern; based on
those concerns, either that scientist or some other actor(s) will argue for
additional policy measures—reductions in the rate of resource harvest, for
example, or the imposition of new pollution control regulations. It is often
at that stage that another person—a resource manager, another scientist, or
an interested party—will raise some variation on a simple but powerful
question: Are you sure?

In many ways, of course, science is not “designed” to address the complex
sets of questions involved in resource management. As Kuhn (1962) has
pointed out, save for paradigm shifts, most of science is relatively mundane,
narrowly focused, and incremental in nature; by contrast, questions of re-
source use are complex, broad, and often of great consequence. Still, the
potential mismatch between information and “information needs” is by no
means limited to natural resource management. The explosion of the space
shuttle Challenger, for example, occurred only after the chief engineer ini-
tially refused to go along with the launching of the shuttle under such cold-
weather conditions; ultimately he reversed himself, since he could not be
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completely sure that the launch would be dangerous, while many other ac-
tors were intensely interested in hearing the opposite conclusion, given that
the space agency was badly in need of political support and that the U.S.
president wanted to refer proudly to the launch in his upcoming State of the
Union address (see, e.g., Vaughan, 1997; Davis, 1989).

Yet the mismatch often proves to be particularly significant in resource
management contexts. One illustration is provided by a recent case that was
witnessed by one of the authors of the present article, when a federal fisher-
ies management scientific committee was asked for advice about a proposed
management option involving a specific species. The existing data showed
that this prized species had been overfished, that it continued to experience
overfishing, that roughly two thirds of the fish were being “taken” by tourist
fishing operations known as charter boats, and that charter operations had
increased dramatically over the previous decade. The agency had no interest
in taking draconian measures, but the committee was asked if it would be
scientifically prudent, under the circumstances, at least to refrain from is-
suing any new licenses for charter boat operations. Even though the scien-
tists on this committee had shown themselves by deed as well as action to be
deeply committed to conservation and species preservation, at least as indi-
viduals, one scientist after another dutifully raised issues of scientific conser-
vatism. There could be no certainty, one of them noted, that such a measure
would lead to a net reduction in rates of catch. Another observed that ex-
isting charter boat operations might well increase the number of trips if de-
mand increased. In short, the data did not exist to demonstrate definitively
that a moratorium on new licenses would stop the increasing fishing rate.
The litany of cautions ended only after a committee member finally noted,
in obvious frustration, that no decision of this committee in the past, and
probably no decision of any fishery management advisory committee in
history, had ever been based on complete knowledge. After that, other
members chipped in that, although the proposed action might not be per-
fect, it was far more likely to help than to hurt, and ultimately the commit-
tee voted to endorse the proposal.

The frustrated scientist’s point is an important one. In real-world contexts
of resource management, after all, decisions w7// be made. Those decisions
will respond to legal and other pressures imposed on managers—not on the
amount of information available—meaning that decisions will virtually al-
ways will be made on the basis of less than perfect knowledge.

Given that agencies do not have the luxury of postponing decisions until
all relevant research has been completed, most observers would conclude
that it is generally better to rely on the best expert input available, no matter
how incomplete, than to continue with “business as usual” approaches until
true certitude emerges. This is particularly true given that scientific certi-
tude is often a moving target, rather than an obtainable goal, while the fail-
ure to make a decision is often itself a decision, if only the decision to allow
current practices to continue.
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An awareness of this problem, of course, is one of the factors that has
contributed to support for what has come to be known as “the precaution-
ary principle” (for discussions, see Cameron and Abouchar, 1991;
O’Riordan, 1995; see also Interorganizational Committee on Guidelines
and Principles for Social Impact Assessment, 1993; Gramling and Freuden-
burg, 1996). As noted by Fisher (1999:184), a “standard definition” is pro-
vided by Principle 15 of the 1992 Rio Declaration on Environment and
Development: “Where there are threats of serious or irreversible environ-
mental damage, lack of full scientific certainty should not be used as a rea-
son for postponing measures to prevent environmental degradation.”

This principle is indeed receiving increased attention throughout the in-
dustrialized world, but “Australia is one of the few places in the world where
the principle has been put widely into legislation and considered in case
law” (Fisher, 1999:186). Unfortunately, as pointed out by what may be the
most careful analysis of the Australian case to have been published to date,
the courts have consistently interpreted the principle in a way that “has not
resulted in any fundamental legal reform in the way in which decisions are
made or judged” but that instead has “reaffirmed” earlier approaches to en-
vironmental management (Fisher, 1999:184). A key part of the reason, re-
markably, has been the apparent tendency for judges to assume that science
provides certitude, meaning that they have characterized the precautionary
principle 7ot as being a common form of scientific conservatism, but as be-
ing the virtual opposite—akin to making decisions by flipping a coin or by
consulting an astrologer (Fisher, 1999).

As in the case of risk management, in short, it may well be that the un-
easy relationship between a search for certitude and a reality of ambiguity
needs to be recognized as one of the defining characteristics of the decision-
making process. This characteristic, in turn, can lead to yet another struc-
tural feature of the resource management process that works against cau-
tious resource management. As noted by Freudenburg and Pastor
(1992:401), even though health, safety, and environmental regulations are
made and enforced in the context of just such uncertainties and ambigui-
ties, “regulated industries may press for regulators to demonstrate that a
regulation is unambiguously justified” (emphasis in original). Although the
U.S. criminal justice system assumes that an accused person should be “pre-
sumed innocent until proven guilty,” in other words, the same is not true
for a nonhuman resource in the civil justice system. Instead, as noted in the
classic article by Galanter (1974), “repeat players” such as the organized in-
terests of a resource-using industry often come to enjoy a position of privi-
lege in the legal system, such that the burden of proof can come to be
placed on those who oppose an industry’s plans or who argue for greater
levels of precaution. Even where an agency has a statutory requirement to
protect the biological health of a species or an ecosystem, in other words, we
should perhaps not be surprised if the agency shows at least an equally keen
interest in protecting the financial health of a resource-using industry.
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Discussion

The first main section of this article has made the point that we social
scientists actually do know more—relative to biophysical scientists—than
we sometimes give ourselves credit for knowing. The second has made the
point that our biophysical science colleagues sometimes know either less or
more than they give themselves credit for knowing—knowing less about
certain assumptions or interpretations that happen to favor the near-term
interests of resource-using industries, while knowing more about natural
resources than they give themselves credit for knowing, particularly in the
face of pressures for “scientific caution” (although not resource management
caution) from the interest groups that try to influence agency decisions.
These two points, when considered in conjunction with other salient as-
pects of the natural resource policy-making process, suggest that there may
be value in viewing resource policy from a different perspective than has
been common in the past.

As a useful simplification, although few of the biophysical scientists who
become active in policy-making issues appear to have reflected extensively
on the nature of their roles, a relatively typical view among the few who
have done so would be that their role, as scientists, is to provide input on
matters of fact, while the role of policymakers and the broader public is to
provide input on matters of values. In the words of a scientist on one such
panel who explained his thinking to one of us, “The agency’s job is to ask
the questions, and our job is to provide the answers.” Clearly, these views
reflect a good deal of logic, but the arguments put forth in this article sug-
gest that it may be time to consider a different form of logic, as well. The
point is not merely that scientists are not always so careful to keep their val-
ues out of their evaluations, but that they are often not even aware of the
many ways in which scientific evaluations can be influenced by factors other
than facts—starting with the importance of realizing that, if certain interests
are able to frame the asking of questions, those interests can have excep-
tional influence on the development of answers, and hence of what are
taken to be the relevant facts.

Part of the reason for suggesting such a perspective has to do with a char-
acteristic that we would not want yet to claim to be universal, but that has
been a part of every issue of resource policy that we have encountered in our
combined experience, which now includes some 50 person-years of in-
volvement. In all of the cases we have witnessed, the questions being raised
by interested parties were beyond the capability of present-day science to
answer. It may not be too soon to ask, in other words, whether at least some
degree of controversy over “the” facts may be close to being an inherent
characteristic of resource management controversies.

If so, then one of the implications may be that something resembling
what Hirt called “a conspiracy of optimism” may in fact extend well beyond
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the U.S. Forest Service. As Hirt has spelled out, the Forest Service has long
had a policy of promoting a “sustained yield” of wood from the national
forests, but for decades, even the best scientists had little way of identifying
what the actual maximum sustained yield might be. As in the disputes in
which we have been involved, the ability to ask a scientific-sounding ques-
tion did not create an ability to answer the question scientifically. Although
the matter may have been empirically underdetermined, however, it was
clearly not “politically underdetermined.” Instead, lumber-producing inter-
ests and their allies in Congress were able to apply consistent and effective
pressure to ensure that the numbers would not be too low; when seen from
the perspective of hindsight, it appears, the net result may well have been
that the numbers were significantly too high. For years, the actual “harvest
levels” were in the range of 12 billion board-feet per year, and particularly
during the Reagan administration, the official agency position came to be
that the “true” maximum sustained yield levels would be in excess of 25 bil-
lion board-feet per year. One characteristic of former resource management
controversies, unfortunately, is that the real-world experiment of resource
management often does provide clearer evidence, including the evidence
that an earlier estimate may have been too optimistic. As noted by historians
such as Hirt (1994) and Langston (1995), the vast majority of today’s bio-
physical scientists have concluded that even the 12 billion board-foot har-
vest level was far too high to be sustainable and that it reflected not a sound
or dispassionate science, but “an unjustified technological optimism” (Hirt,
1999:235).

Although Hirt’s focus was on the Forest Service, similar patterns have
characterized all of the disputes in which our input has been sought. Even
apparent questions of fact are often inextricably intertwined with problems
of blind spots and scientific limitations, with the net result being that—
even when the scientists in question were not merely committed to doing
solid and balanced science, but were convinced that they were doing it—
their involvement often worked to confer significant short-term advantages
on the groups having a concentrated interest in the exploitation of the
resource, often at the expense of the broader public and the resource itself.
Few of those scientists have had any difficulty in recognizing this pattern in
retrospect; equally few of them, unfortunately, appear to have been able to
recognize it in advance. Perhaps matters would have been different if those
scientists had come into more frequent contact with social scientists—par-
ticularly those social scientists who are familiar with the types of often-
unseen, structural biasing pressures that have been identified in this article.

To note the obvious caveat, this article’s identification of such pressures
should be considered preliminary, not definitive. To be sure, what we have
observed to date is a pervasive pattern of pressures—one that has often gone
unnoted even by the types of scientists who would be the most resistant to
pressures that were visible or overt. Still, although our experience has been
reasonably extensive, it should clearly not be considered the final word. Lest
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the point not be clear enough already, accordingly, we wish to stress that no
article such as this one should be said to “prove” the existence of a universal
bias in the scientific work that is expected to provide the factual basis for
resource policy decisions; indeed, only if an increased number of our social
science colleagues gain experience in just such settings will it be possible to
decide with greater confidence whether this pattern is indeed as pervasive as
it currently appears to be. It is thus not just in the hope of increasing social
science input into policy deliberations, but also in the hope that more of
our social science colleagues will take advantage of the unique opportunities
for studying policy deliberations through such participant observation, that
we conclude by repeating our exhortation for more of our colleagues to seck
and accept positions on the types of scientific committees that we have been
discussing.

You can do so with confidence. Given the residual skepticism toward the
social sciences by those who appoint committee members, the social scien-
tists who are asked to join scientific committees can expect to have had their
credentials scrutinized carefully—often more carefully than the more tradi-
tional physical scientist members. As a social scientist, accordingly, you can
have a reasonable level of assurance that you are indeed qualified. More
broadly, social scientists are in a position to bring unique contributions to
such committees—and service on such committees, in turn, can offer
unique opportunities for bringing important data to the social sciences.
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