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Abstract

To reason about a plan failure requires an ap-
propriate explanation of the failure. Such expla-
nations, as has been argued elsewhere, can be
generated by instantiating and adapting abstract
knowledge structures. But the two fundamental
goals in reasoning about failure, recovering from
the failure and repairing the knowledge that led to
the failure, require qualitatively different types of
explanation. This paper presents an abstract tax-
onomization of failures, oriented toward the latter
problem. Each abstract failure type in the tax-
onomy is tied to heuristics for recognizing occur-
rences of failures of that type and for identifying
the knowledge that can be repaired to avoid future
occurrences of the same failure.

Failures and explanations
Autonomous agents operating in complex environ-
ments will inevitably experience failures. A robot ve-
hicle, for example, may find an expected fuel cache
missing, run low on fuel, and therefore be unable to
continue operation.

A standard approach to handling failure (see, for
example, [Sussman, 75], [Hayes-Roth, 83], [Hammond,
89), [Birnbaum and Collins, 88]) dictates that an agent
experiencing a failure must both recover from the im-
mediate failure, and repair its knowledge so as to
avoid similar situations in the future. Recovery and
repair are predicated upon building a good causal ex-
planation of the failure.

For the purposes of reasoning about failure, an ex-
planation is a pattern of inference that causally con-
nects the anomalous experience to previously known
facts. A good explanation is one that correctly assigns
blame for the failure, and that assigns blame to some
condition under the planner’s control, therby leading
to an appropriate recovery strategy. If the autonomous
vehicle, for example, explains its predicament as being
due to its own poor navigation and inability to find the
cache, the appropriate recovery may involve gathering
more position information. If the explanation posits
that the fuel cache is actually missing, for example
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having been stolen, then the appropriate recovery in-
volves obtaining fuel from some other source (turning
back, calling for assistance).

Similarly, an appropriate explanation can lead to an
appropriate repair. The robot, for example, could ex-
plain its current predicament in terms of a prior deci-
sion not to take on extra fuel, which was made with
the expectation that the fuel cache would be present
and easy to find. The explanation implicates the
agent’s reasoning about the persistence of fuel caches
(“I should have known someone might have stolen the
fuel.”), its predictions of its own navigation abilities
(“I should have realized it would be hard to find the
fuel.”), and its reasoning about resource reserves (“I
should have taken on a full tank when it was avail-
able.”).

Memory-based explanation

An obvious way to build an explanation is to chain
through a space of explanatory inference rules so as
to connect the anomalous experience to known facts.
Work on memory-based explanation (e.g. [Schank,
86],[Kass, 90], [Leake, 90], [Owens, 9025) has argued
that a better way to build explanations is to retrieve,
instantiate, and adapt knowledge structures that char-
acterize familiar, recurring patterns of causality. These
knowledge structures are referred to as explanation
patterns, or XPs. One advantage of explanation
by adaptation and instantiation is that, given an in-
complete and imperfect domain theory, explanations
derived by incremental modification of known valid
causal patterns are more likely to be useful than expla-
nations built by chaining through the space of primi-
tive rules. Another advantage is that storing success-
ful explanations for re-use provides a natural learning
mechanism.!

Memory, recovery, and repair

In [Owens, 90a), and [Owens, 90b] I present an addi-
tional argument in favor of memory-based explanation.
I argue that abstract explanatory knowledge structures
known as plan failure explanation patterns, or

'These arguments are made in more detail in [Kass and
Owens, 88).



PFXPs, can play a direct role in both recovery and
repair. For each known category of failures, the corre-
sponding PFXP provides a place in memory to store re-
pair and recovery strategies appropriate to that class of
failure. Instead of dynamically calculating a repair or
recovery strategy from the explanation, a pre-existing
strategy, stored in memory with the causal pattern,
can be instantiated and used. For example, if a PFXP
stores the causal pattern describing situations in which
some needed object is not found where expected, it can
package the recovery strategies:

e Gather more information about your current posi-
tion.

e Gather more information about the location of the
needed object.

e Find an alternate way to obtain the object.

A key question associated with such explanatory
patterns is indezing: how should structures be labeled,
and what features should the system use to describe
the world. A step towards the development of label-
ing features is to taxonomize the types of explana-
tions the system will be required to make. The ap-
propriate basis for such a taxonomy is functional: the
system should discriminate between different abstract
patterns of causality occurring in the world, to the de-
gree that different patterns of causality suggest differ-
ent recovery and repair strategies.

Taxonomizing for repair

Recovery depends upon the concrete particulars of the
situation. Failures involving a resource shortfall sug-
gest one class of recovery strategies; failures involv-
ing being in an inappropriate location dictate another;
failures involving lacking some piece of information, a
third. The appropriate explanation for selecting a re-
covery strategy is one that attributes blame to some
condition in the world that is under the planner’s con-
trol.

Repair, on the other hand, requires an explanation
that ties the current failure to some inappropriate de-
cision made by the planner, and which in turn ties
that inappropriate decision to either a missing piece of
knowledge or an inappropriate control strategy. Once
the appropriate missing knowledge or inappropriate
control strategy has been identified, the planner can
learn by acquiring the knowledge or modifying the
strategy.

The remainder of this paper outlines a taxonomy of
abstract descriptions of plan failures. These abstract
descriptions are presented at a domain-independent,
but task-specific level of abstraction, and are oriented
toward repair rather than recovery. This particu-
lar taxonomization breaks failures into goal-related,
task-related, resource-related, and time-related
failures. Each failure type is briefly described, along
with strategies for recognizing and repairing failures of
that type.
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Goal-related failures

Running out of fuel is on the surface a resource man-
agement problem, but not necessarily. It can also
be the presenting symptom for goal-related problems.
The robot, for example, may have failed to generate the
goal of preserving its fuel supply, or it may have inap-
propriately let another goal take precedence. Agents
mismanage goals by neglecting goals, by pursuing ir-
relevant goals, or by inappropriately mediating among
conflicting goals. Many of the goal relationships de-
scribed in [Schank and Abelson, 77) and [Wilensky,
83] can be useful in building goal-related explanations
of failures, and it is in the context of that work that
the the goal-related failure explanations below are de-
scribed.

Neglected goals

The simplest goal-related explanation for the out-of-
fuel situation is that the agent did not have the goal
of preserving its fuel supply. This could reflect such
underlying flaws in the agent’s knowledge as:

e Having no knowledge about the consequences of hav-
ing no fuel.

e Failing to infer a threat to the goal of preserving fuel.

Recognizing neglected goal failures Recognizing
a failure resulting from a totally absent goal is difficult.
Since the vehicle does not have the goal of preserving
its fuel supply, it will never notice nor reason about
threats to that goal. A person who doesn’t know that
automobiles require gasoline, will be at a loss to explain
why his car suddenly stops working. Only once an ex-
planation is obtained — either by consulting an exter-
nal knowledge source or, less likely, by reasoning from
known principles, can the system build the causal con-
nection between having an adequate fuel supply and
being able to perform operations. At that point it
can recognize that preserving a fuel supply is goal that
should have been present.

If the agent has the goal of preserving its fuel sup-
ply but does not correctly infer a threat to that goal,
the failure is easier to detect simply because the agent
already has a goal structure in place against which to
explain the failure: “My goal of preserving my fuel sup-
ply has been violated, and I have no record of having
reasoned about any threats to that goal.” Detecting
this class of neglected goal failures requires maintain-
ing a trace of reasoning about threats to goals, indexed
by the goal that was threatened.

Repairing plans that neglect goals If a failure
results from a system totally lacking a certain goal,
then the obvious repair is to add that goal. But goals,
in their detailed, specific instantiations, are not static
objects in a system’s memory. If one wanted to add,
as a static entity, the goal to preserve one’s fuel supply
when operating in uncertain territory, it is not clear
where in memory this static entity should reside or
how it should be activated at the appropriate time.



If, on the other hand, a system explains its failure in
terms of failing to naotice a threat to a goal, the repair
involves building a detailed causal explanation of the
failure, and using that explanation to learn fcatures
that are predictive of the threat.

Inappropriate goal priorities

More common goal-related failures involve assigning
inappropriate priorities to conflicting goals. Many goal
prioritization failures result from inappropriately re-
solving goal conflict or other goal interrelationships.

For example, the robot vehicle might have placed
more emphasis on completing its mission quickly than
on preserving its fuel supply, and therefore decided not
to take on additional fuel from a known supply and
chance the availability of the fuel cache.

Detecting goal prioritization errors

Just as the system must keep a trace, indexed by the
involved goals, of all reasoning about inferred threats
to goals, it must also keep a trace of all goal conflict
resolutions if it is to detect goal prioritization errors.
If a plan fails and the initial explanation relates the
failure to a violated goal, and the system has a record
of having mediated a conflict between that goal and
some other goal, then the goal mediation is suspect.

Repairing goal prioritization errors Explicit
reasoning about conflicting goals is often expressed in
terms of costs — paying too high a price to obtain
some goal, or wrongly failing to undertake a plan when
because the cost was (erroneously) considered too high.

But characterizing an error in terms of, for exam-
ple, being too conservative aboul costs, does not repair
the incorrect knowledge that caused the error. If the
priorities of two goals are inappropriate (e.g. if the ve-
hicle inappropriately rates the time necessary to take
on extra fuel as more costly than the consequences of
running out of fuel far from home, then the repair is
to change the priorities of those goals. But one cannot
simply find the “preserve fuel” goal and increase its
weight, because there is no preserve fuel goal except
when the goal is dynamically spawned by the interac-
tion of knowledge about fuel supply and the knowledge
about the likely fuel utilization of the current mission.
If a failure results from goal conflicts being resolved in-
appropriately, than the repair must look at and modify
the source of the goals.

Task-related failures

The second major category of planning failures cap-
tures the errors that arise from choosing an inappro-
priate action in service of some goal, from pursuing an
otherwise appropriate course of action either too vigor-
ously or not vigorously enough, from wrongly combin-
ing two actions into a single plan, and from splitting a
task into subtasks inappropriately.

Task selection

Task selection errors involve choosing an action that
is inappropriate either because it fails to achieve its
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goal or because, despite achieving the goal, it has an
unacceptable side effect. A task-selection explanation
of the out-of-fuel situation would be that searching for
a fuel cache was an inappropriate task in service of the
goal of obtaining fuel.

Although the action turned out to be inappropriate,
the agent had good reason to expect the approach to
work: searching for a cache is a known plan for ob-
taining fuel. It just didn’t work here — either because
another agent took the fuel or because the location
of the fuel cache was not as well known as had been
believed.

Recognizing task selection failures Whenever an
action fails to achieve its intended goal, by definition
the action was an inappropriate choice given the state
of the world prior to undertaking that action.? The
question, from the point of view of repair, is whether
the choice was inappropriate given the known or in-
ferrable state of the world. Certain conditions can
strengthen the planner’s belief that the choice of ac-
tions was faulty, the most significant being the plan-
ner’s knowledge that it made a difficult choice. Just as
with the traces of goal mediation described above, the
agent can keep a trace of all decisions involving substi-
tution of one action for another, indexed by the action
that was the final result of the choice. For example,
if the standard plans for obtaining fuel are to take on
extra at a known supply point or to rely on a cache,
and the system made a close call in choosing between
them, that choice becomes suspect in building a repair-
oriented explanation of the failure. Keeping track of
selections that were close calls can be integrated into
the framework for saving the justifications for decisions
deTcribed in [Carbonell, 83] and [Carbonell and Veloso,
88/.

Repairing task selection errors Merely recogniz-
ing that the planner chose an inappropriate action is
not a functionally useful explanation because it does
not suggest a repair to the planner’s knowledge. Any of
several causes might underlie the inappropriate choice
of actions:

1. It was the only action known to satisfy that goal.

2. It was one of several actions known to satisfy that
goal, but it was the only one without known unac-
ceptable side-effects.

3. It was one of several apparently equally appropriate
actions known to satisfy this goal, and the planner
chose arbitrarily.

4. There was no action known to satisfly this goal, but
the planner selected this action because it is known
to satisfy a similar goal.

The repair consists of augmenting or refining those
specifications. The planner can, for example, repair its

2Barring, of course, the explanation that the failure re-
sulted from some unforseeable fluke beyond the control of
the agent.



knowledge of the domain by adding new side-effects or
constraints to the description of a particular action,
such as “Searching for a cache is unreliable if the ter-
ritory is known to be used heavily by other agents, or
if the description of the location of the cache is known
to be approximate.”

Task scaling

A different class of task-related failures results from
pursuing a course of action too vigorously or from not
pursuing it vigorously enough. For a robot vehicle,
a clear example of performing an action too intensely
is traveling too quickly. The actual failure can take
the form either of a bad side effect of the action that
would not be a problem at a reduced degree of intensity
(running off the road) or from the waste of resources
that is entailed.

Failing from insufficient intensity is a more obvious
type of failure. The critical question in this latter class
of situation is why the agent failed to perform the ac-
tion with sufficient intensity — whether the required
level of intensity was beyond the agent’s capabilities,
whether the agent did not assess the required level cor-
rectly, or whether the agent was overly conservative
about a potential side effect.

Recognizing task scaling failures There are two
different kinds of situations in which task scaling fail-
ures occur. In the first, the system made an explicit
decision about the degree of intensity with which to
pursue the task (such as deciding to travel faster than
the “normal”3 speed in order to accomplish some mis-
sion more quickly). In the second, the original “nor-
mal” level of intensity with which the action was per-
formed was inappropriate — for example the normal
rate of travel for a given road is inappropriate if it is
snowing.

In the former case, with an explicit decision to mod-
ify the level of intensity, that decision can be remem-
bered and used as a starting point for explanations of
failures involving that task. In the latter case, failures
are difficult to notice. “Overload” failures resulting
from increasing the intensity of a particular action (e.g.
running off the road from excessive speed) tend to have
distinctive presenting symptoms, but failures that re-
sult from not performing an action intensely enough
do not have their own set of presenting symptoms.

Repairing task scaling errors Obviously the re-
pair to a plan causing a task scaling failure is to change
the intensity with which the task is pursued. But, as
was the case with goal prioritization errors, that dodges
the issue of knowing when the change should be ap-
plied. If the vehicle runs off the road, does that mean
that the vehicle should travel more slowly in general?
Probably not.

A noteworthy aspect of the failures resulting from

3 A great deal has been swept under the representational
rug here.
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performing an action too intensely is that they result
from taking a good plan (a travel plan), and applyinga
good plan transformation to it (get the job done faster
by traveling faster.) Despite the desirable plan trans-
formation strategy, the resulting, transformed plan, is
inappropriate. The problem is analogous to the prob-
lem with task selection: either that the applicability
conditions for that plan transformation were not well
enough defined, or that the description of the cur-
rent situation was not rich enough. The repair is to
learn features that make sharper discriminations be-
tween situations in which the transformation is appli-
cable and those in which it is not.

Task combination and splitting

The final class of task-related planning failures involves
splitting and combining tasks. Several transformations
that are normally desirable can have bad results if ap-
plied indiscriminately. These are:

e Make maximum use of your time by working on more
than one task at a time. When this fails, symp-
toms include missing deadlines and failing to com-
plete subtasks because one lacks the capacity. The
failure comes from the system’s inability to predict
the interaction of the two tasks; the repair is to en-
rich the descriptions of each of the tasks involved so
that bad interactions can be more easily predicted.

e Subdivide a task and work on part of it at a time
such that the entire task is done more slowly. Not all
tasks can be subdivided because some tasks require
continuity. One cannot, for example, strip the old
paint off a house one season and paint it the next,
because the intervening weather will destroy the ex-
posed surfaces. Again, this failure comes from an
inadequate representation of the interaction of the
two tasks.

Resource-related failures

The third major category of planning failures reflects
to errors in resource management. Once a planner has
identified a worthwhile goal and chosen a plan to sat-
isfy this goal, errors arise in choosing the resources and
the scale of the resources that will be used in service
of this plan.

Resource selection

There are two fundamental resource selection failures;
they are analogous to the task selection failures de-
scribed above. The first, inappropriate resource
failure, occurs when an agent uses an inappropriate
resource in service of an otherwise acceptable plan.
The failure results from inadequate representations of
the resources involved and inadequate specifications of
the relationship of the resources to the task. If its
knowledge about fuel and vehicles were underspecified,
the robot vehicle, unable to obtain its usual fuel (diesel
fuel), might inappropriately apply the transformation
substitute similar resource and generate a plan to
fill its tanks with some other kind of fuel (gasoline), or,



if its knowledge were even less rich, with some other
liquid that is put in tanks in other situations (water).
The problem is that the system’s representations of
its fuel needs, of gasoline, and of diesel fuel were not
sufficiently rich.

The second, resource substitution conservatism
occurs when an agent fails to recognize that one re-
source is an acceptable substitute for another. For ex-
ample, the vehicle might have avoided filling its tanks
with an acceptable substitute (winterized diesel fuel) if
its normal fuel (straight diesel fuel) were unavailable.

Recognizing resource selection failures Re-
source selection failures are somewhat difficult to sep-
arate from task selection failures. If an agent chooses a
particular task and a resource to implement that task
and the task fails, it is difficult to say whether the task
or the resource was inappropriate.

One heuristic solution is to look at which choice (ac-
tion or resource) was more questionable at the time it
was made (e.g. which involved a substitution or sec-
ond choice, or which was decided arbitrarily). If the
choice of tasks was less problematic than the choice
of resources, then any subsequent plan failure can try
to implicate the resource choice as a possible expla-
nation. As with task selection, resource selection fail-
ures involving inappropriate conservatism are difficult
to detect.

Repairing resource selection errors In a manner
analogous to task selection errors, the repair of a re-
source selection error depends upon an explanation of
why the system made that selection:

o If the resource was the only possible choice (if no
substitute was available) there is no repair.

e If the resource was chosen arbitrarily from among
several apparently equal possibilities, then the re-
fine the description of the resource. For example,
if gasoline and diesel fuel are both described as fuel
for running engines, and if the system failed because
it chose gasoline to fill the tanks of a diesel vehi-
cle, then the selection criteria for fueling need to be
modified to reflect vehicle engine type as a discrim-
inator.

e If the resource was chosen as a substitute for another
unavailable resource, then the substitution proce-
dure needs to be modified.

Resource scaling

Resource shortfalls provide a a good example of how
explaining toward repair differs from explaining toward
recovery. If a vehicle is low on fuel, the recovery strate-
gies involve either finding more fuel or altering the op-
eration so as to reduce the rate of fuel consumption.
The repair strategies, however, require a different kind
of explanation:

e The agent might have mis-estimated the amount of
the resource necessary to complete the task, either
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by mis-estimating the scale of the task or by mis-
estimating the rate at which the task consumes the
resource.

e The agent might have mis-estimated the available
stock of resource before commencing the task.

e The agent might have started the task without
enough of the resource on hand, under the mistaken
assumption that more would be available.

Recognizing resource scaling failures A resource
shortfall is easy to detect. When a system goes to use a
particular resource and finds it unavailable, the current
plan will block. This condition will be the symptom
by which the failure is made known to the planner.
Unfortunately, as seen above, a resource shortfall can
often be the symptom for other failures as well.

A resource surplus is more difficult to detect because
there is no reason for a system to check its supply of
a resource that it is not currently using. A resource
surplus can be detected if it is explicitly searched for
(when finishing a trip, check to see if there is excessive
reserve fuel) but it does not present itself as a failure
as does a resource shortfall.

Repairing resource scaling errors Repairing re-
source scaling errors is very much like repairing task
scaling errors: the obvious repair is to apply more or
less of this resource to the task next time. Analogously
to task scaling repairs, there is a problem with situat-
ing the repair at the appropriate level of generality.
If, for example, the vehicle finds that it did not take
on enough fuel to complete the full range of planned
activities, it should not always take on more fuel in
the future. The system must explain why it predicted
the required amount of the resource incorrectly, and it
must modify the erroneous knowledge that led to that
prediction.

Time-related failures
The fourth major category of plan failures relates
broadly to to time. Along with scaling errors involving
decisions about how much time to spend on a particu-
lar task (which look very much like resource scaling er-
rors), time-related errors include errors resulting from
decisions about task scheduling and task ordering.

Task ordering

“Goal Clobbers Brother Goal” and related characteri-
zations in [Sussman, 75] and [Sacerdoti, 77) are the pro-
totypical task ordering failures. Two specializations
of task ordering failures are failure to establish precon-
dition and prematurely establishing precondition. They
describe the potential results of decisions about when
to schedule the task that will establish a precondition
for some larger goal. The system can establish this pre-
condition as soon as possible, which guarantees that
the precondition will be enabled in time to satisfy the
larger goal but which risks wasting resources — es-
tablishing that precondition for nothing if the larger
goal is deferred. On the other hand, the system can



defer enabling a precondition until it becomes neces-
sary, which avoids the risk of wasting the effort, but
which risks the precondition not being enabled in time
to meet the need..

Recognizing task ordering failures  Failure to es-
tablish a precondition is its own presenting symptom.
Consider, for example, arriving at a door and being
unable to open it because one lacks a key. This failure
can be a symptom of an improper task ordering, e.g.
“I should have stopped by the hardware store to pick
up the keys that were being copied before going home
for lunch rather than on the way back to work.” When
the system is blocked because some precondition has
not been met, it can check to see if it ever explicitly
planned to achieve that precondition. If so, then the
failure resulted from having scheduled that plan inap-
propriately. If, on the other hand, the system never
planned to achieve the precondition, the problem is
not one of task ordering but rather of a neglected goal
described above.

Repairing task ordering errors As with other
failure types, the correct repair to a task ordering error
depends upon how the tasks came to be misordered.
For example, if the tasks are mis-scheduled because
some transformation put them out of order (see, e.g.
[Collins, 87] for a taxonomy of task reordering trans-
formations), then the transformation was insensitive to
the dependence of one of the tasks on the other. As
with task selection and resource selection errors, the
problem is either that the descriptions of the tasks be-
ing reordered is underspecified, or that the applicabil-
ity criteria for the re-ordering transformation is under-
specified. The repair is to add discriminating features
to either of these descriptions.

Other scheduling errors Other types of scheduling
errors include making plans contingent upon an event
whose occurrence has not been ascertained (counting
on the availability of the fuel cache), for which the
repair is to patch the knowledge used to predict the
likelihood of the event.

Conclusions

The purpose behind taxonomizing plan failures is that
certain abstractly defined failures tend to recur. If a
system possesses a canonical set of abstract descrip-
tions of plan failures, it can use those descriptions
to recognize occurrences of familiar failures, and can
use the recognition as a basis for selecting appropriate
recovery and repair strategies. Accordingly, the ap-
propriate basis for taxonomizing plan failures is func-
tional: it must be informed by a model of recovery and
repair.

Examples of planning failures are important data
that can serve two purposes. Using recovery as a func-
tional basis for taxonomization can drive the develop-
ment of domain-level knowledge about the relationship
between an agent, its actions, and the environment.
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Using repair as a functional basis, on the other hand,
can drive the development of a domain-independent
model of the agent’s interaction with its own knowl-
edge.

References

[Birnbaum and Collins, 88] L. Birnbaum and G. Collins.
The transfer of experience across planning domains
through the acquisition of abstract strategies. Proceed-
ings of a workshop on Case-based Reasoning, Palo Alto,
1988. Morgan Kauffmann.

[Carbonell and Veloso, 88] J. Carbonell and M. Veloso. In-
tegrating derivational analogy into a general problem
solving architecture. Proceedings of a Workshop on Case-
Based Reasoning, Palo Alto, 1988. Morgan Kaufmann,
Inc.

[Carbonell, 83] J. Carbonell. Derivational analogy and its
role in problem solving. In aaai83, Washington, DC,
August 1983. AAAL

[Collins, 87] G. Collins. Plan creation: using strategies as
blueprints. PhD thesis, Yale University, 1987. Tech Re-
port 599.

[Hammond, 89) K. Hammond. Case-Based Planning:
Viewing Planning as a Memory Task, volume 1 of Per-
spectives in Artificial Intelligence. Academic Press, San
Diego, CA, 1989.

[Hayes-Roth, 83] F. Hayes-Roth. Using proofs and refuta-
tions to learn from experience. In R. Michalski, J. Car-
bonell, and T. Mitchell, editors, Machine Learning: An
Artificial Intelligence Approach, pages 221-240. Tioga,
Palo Alto, 1983.

[Kass and Owens, 88] A. Kass and C. Owens. Learn-
ing new explanations by incremental adaptation. In
Proceedings of the 1988 AAAI Spring Symposium on
Ezplanation-Based Learning. AAAI, 1988.

[Kass, 90] A. Kass. Developing creative hypothesis by
adapting explanations. Technical Report 6, Institute for
the Learning Sciences, Northwestern University, 1990,

[Leake, 90] D. Leake. Evaluating Erplanations. PhD thesis,
Yale University, 1990. Technical Report 769.

[Owens, 90a] C. Owens. Indexing and Retrieving Abstract
Planning Knowledge. PhD thesis, Yale University, De-
partment of Computer Science, 1990. In preparation.

[Owens, 90b] C. Owens. Representing abstract plan fail-
ures. In Proceedings of the Twelfth Annual Conference
of the Cognitive Science Society. CSS [?], 1990.

[Sacerdoti, 77] E. Sacerdoti. Language access to dis-
tributed data with error recovery. In Proceedings of the
Fifth International Joint Conference on Artificial Intel-
ligence, Cambridge, Mass., August 1977. 1JCAL

[Schank and Abelson, 77] R. C. Schank and R. Abelson.
Scripts, Plans, Goals and Understanding. Lawrence Erl-
baum Associates, Hillsdale, New Jersey, 1977.

[Schank, 86] R. Schank. Ezplanation Patterns: Under-
standing Mechanically and Creatively. Lawrence Erl-
baum Associates, Hillsdale, NJ, 1986.

[Sussman, 75]) G. Sussman. A computer model of skill
acquisilion, volume 1 of Artificial Intelligence Series.
American Elsevier, New York, 1975.

[Wilensky, 83] R. Wilensky. Planning and Understand-
ing: A Compulational Approach to Human Reasoning.
Addison-Wesley Publishing Company, Reading, Mas-
sachusetts, Reading, Mass, 1983.



	cogsci_1991_167-172



