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ABSTRACT OF THE DISSERTATION

Class of Curvature Equations, Convexity, and Real Algebraic Geometry

By

Chao-Ming Lin

Doctor of Philosophy in Mathematics

University of California, Irvine, 2023

Professor Zhiqin Lu, Co-Chair
Associate Professor Xiangwen Zhang, Co-Chair

This dissertation works towards building a fundamental theory of general σk equations and

general inverse σk equations, showing up in many different fields. For example, PDE, differ-

ential geometry, and complex geometry. Our primary goal is to construct nice algebra tools,

especially related to real algebraic geometry, so that we can generalize previous classical

equations to more complicated settings. Once the framework is settled, we aim to look for

a priori estimates and further obtain the solvability of these equations. To be more precise,

first, we introduce a special class of multilinear polynomials and a special class of univari-

ate polynomials which are related to the convexity of these equations. Second, we study

a priori estimates of these equations provided that the convexity and a C-subsolution are

given. Last, by collecting these equations which have a priori estimates, we obtain a special

algebraic set to apply the method of continuity and further look for the solvability. As an ap-

plication, we apply our theory and results to the deformed Hermitian–Yang–Mills equation,

an equation discovered around the same time by Mariño–Minasian–Moore–Strominger [54]

and Leung–Yau–Zaslow [48] using different points of view when studying mirror symmetry in

string theory. We confirm one of the conjectures by Collins–Jacob–Yau [18] of the deformed

Hermitian–Yang–Mills equation when the complex dimension equals three or four.

x



Chapter 1

Introduction

In complex geometry, let (M,ω) be a compact connected Kähler manifold of complex dimen-

sion n with a Kähler form ω and [χ0] ∈ H1,1(M ;R), where H1,1(M ;R) is the (1, 1)-Dolbeault

cohomology group. The study of the following equation is widely considered:

χn = cn−1

Ç
n

n− 1

å
χn−1 ∧ ω1 + · · · + c1

Ç
n

1

å
χ1 ∧ ωn−1 + c0

Ç
n

0

å
ωn, (1.1)

where ck are real functions on M and χ ∈ [χ0] is a real smooth closed (1, 1)-form. We call

an equation having the same format as equation (1.1) a degree n general inverse σk type

equation. A general inverse σk type equation (1.1) is very likely to be ill-posed, but some

special combinations of the coefficients raise some famous equations.

For example, by letting [χ0] be a Kähler class, ck = 0 for all k ∈ {1, · · · , n− 1}, and c0 be a

positive function, equation (1.1) becomes the complex Monge–Ampère equation in the Calabi

conjecture [12, 13], which was solved by Yau [72]. Inspired by the study of the Hermitian–

Yang–Mills connections by Donaldson [26] and Uhlenbeck–Yau [70], Donaldson [27] studied

the J-equation using the moment map. The J-equation can be obtained by letting [χ0] be

a Kähler class, ck = 0 for all k ∈ {0, · · · , n − 2}, and cn−1 be a positive constant. The

1



J-equation was studied extensively by Chen [14], Collins–Székelyhidi [20], Lejmi–Székelyhidi

[47], Song [65], Song–Weinkove [66], and the references therein.

There are also some examples with more non-zero terms. For example, the general inverse σk

equations with non-negative coefficients, which were studied by Fang–Lai–Ma [29], Collins–

Székelyhidi [20], and Datar–Pingali [23]. Motivated by mirror symmetry in string theory, the

deformed Hermitian–Yang–Mills equation, which will be abbreviated to the dHYM equation

from now on, was discovered around the same time by Mariño–Minasian–Moore–Strominger

[54] and Leung–Yau–Zaslow [48] using different points of view. The dHYM equation was

initiated by Jacob–Yau [45] and can be formulated as follows:

ℑ
(
ω +

√
−1χ

)n
= tan

(
θ
)
· ℜ
(
ω +

√
−1χ

)n
. (1.2)

Here, ℑ and ℜ are the imaginary and real parts, respectively, and θ is a topological constant

determined by the cohomology classes [ω] and [χ0]. The dHYM equation was studied ex-

tensively by Chen [14], Chu–Lee–Takahashi [17], Collins–Jacob–Yau [18], the author [50, 51]

and the references therein. We should emphasize that there are many significant works that

have been done recently. The interested reader is referred to [16, 19, 21, 22, 24, 43, 44, 46,

50, 53, 61, 63, 71] and the references therein.

If we write equation (1.1) in terms of the eigenvalues of the Hermitian endomorphism Λ =

ω−1χ at a point, then we can rewrite equation (1.1) as

λ1 · · ·λn =
n−1∑
k=0

ckσk(λ1, · · · , λn) =
n−1∑
k=0

ckσk(λ), (1.3)

where λi are the eigenvalues of Λ, σk(λ1, · · · , λn) is the k-th elementary symmetric polynomial

of {λ1, · · · , λn}, and we denote σk(λ1, · · · , λn) by σk(λ) for convenience. The following

2



multivariate polynomial in n variables {λ1, · · · , λn}

λ1 · · ·λn −
n−1∑
k=0

ckσk(λ1, · · · , λn) (1.4)

is a special case of multilinear polynomials, that is, multivariate polynomials in which no

variable occurs to a power of two or higher. We will call a multilinear polynomial having

the same format as (1.4) a general inverse σk type multilinear polynomial.

In convex geometry, on standard unit sphere Sn, the following general Christoffel–Minkowski

problem is studied extensively:

σs(Wu(x)) =
s−1∑
k=0

ck(x)σk(Wu(x)) (1.5)

where ck are real functions on Sn and Wu(x) = uij(x) + u(x)δij is the spherical Hessian

matrix of a function u : Sn → R. Here, uij are the second order covariant derivative with

respect to any orthonormal frame on Sn and δij is the standard Kronecker delta. We call an

equation having the same format as equation (1.4) a degree s general σk type equation with

n variables.

For the case s = 1, equation (1.5) becomes the standard Christoffel problem which was

solved by Firey [30, 31] and Berg [6]. For the case s = n and ck = 0 for k ∈ {1, · · · , n− 1},

equation (1.5) becomes the Minkowski problem which was studied extensively by Minkowski

[55], Alexandrov [1], Lewy [49], Nirenberg [56], Pogorelov [62], and Cheng–Yau [15]. In [40],

Guan–Zhang studied the solvability of a class of more general equations, they considered the

case that n ≥ s ≥ 2 and ck ≥ 0 for k ∈ {0, · · · , s− 2}. There are also other general σk type

equations in different fields, but since we mainly focus on the general inverse σk equations

in this dissertation and because of the space limitations, the interested reader is referred to

[10, 11, 20, 28, 29, 32, 33, 34, 35, 37, 38, 39, 42, 47, 57, 58, 59, 60, 64, 69] and the references

therein.
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Similarly, if we write equation (1.5) in terms of the eigenvalues of the Hessian matrix Wu at

a point, then we can rewrite equation (1.5) as

σs(λ) =
s−1∑
k=0

ckσk(λ1, · · · , λn) =
s−1∑
k=0

ckσk(λ), (1.6)

where λi are the eigenvalues of Wu, σk(λ1, · · · , λn) is the k-th elementary symmetric polyno-

mial of {λ1, · · · , λn}, and we denote σk(λ1, · · · , λn) by σk(λ) for convenience. The following

multivariate polynomial in n variables {λ1, · · · , λn}

σs(λ) −
s−1∑
k=0

ckσk(λ1, · · · , λn) (1.7)

is a special case of multilinear polynomials. We will call a multilinear polynomial having the

same format as (1.7) a degree s general σk type multilinear polynomial with n variables.

Throughout all these works, the convexity of either the equation itself or the level set plays

a crucial role. To be more precise, to get a priori estimates, we highly rely on convexity.

Let us state some of our settings, definitions, and results now. This is a generalization of the

author’s works [51, 52]. First, we introduce the following stableness condition for general σk

type multilinear polynomials. For more details, see Section 2.2.

Definition 1.1 (Υ-stableness). Let f(λ) := σs(λ) −
∑s−1

k=0 ckσk(λ) be a general σk type

multilinear polynomial and Γn
f be a connected component of {f(λ) > 0}. We say that this

connected component Γn
f of f(λ) is Υ-stable if

Γn
f ⊆

⋂
1≤i1<···<is−1≤n

{σ1(λ;i1,··· ,is−1) > qi1,··· ,is−1} for some q =
(
qi1,··· ,is−1

)
1≤i1<···<is−1≤n

.

Here, we treat q as an element in the
(

n
s−1

)
-dimensional Euclidean space. We say that

this connected component Γn
f is strictly Υ-stable if it is Υ-stable and the boundary ∂Γn

f is

contained in the Υ1-cone.

4



The Υk-cones will be defined later in Section 2.2 for k ∈ {1, · · · , n − 1}. In particular, the

Υ1-cone is the C-subsolution cone introduced by Székelyhidi [68] and Guan [36]. With the

Υ-stableness condition, in Section 2.3, we prove that the boundary ∂Γn
f of Γn

f will be convex

if Γn
f is strictly Υ-stable. In this case, this connected component equals ∂Γn

f . We have the

following main result.

Theorem 1.1 (Convexity of the general σk equation). Consider the following general σk

equation f(λ) := σs(λ) −
∑s−1

k=0 ckσk(λ) = 0, where σk is the k-th elementary symmetric

polynomial and ck are real numbers. Let Γn
f be a connected component of {f(λ) > 0}. If Γn

f

is strictly Υ-stable, then the boundary ∂Γn
f is convex.

The following general inverse σk type equations are all strictly Υ-stable, we will verify some

of them in Section 2.4.

Remark 1.1. The following general inverse σk type equations are all strictly Υ-stable:

• Complex Monge–Ampère equation.

• J-equation.

• Hessian equation.

• Deformed Hermitian–Yang–Mills equation with supercritical phase.

• Special Lagrangian equation with supercritical phase.

• General inverse σk equation with non-negative ck for k ∈ {0, · · · , n− 1}.

In practice, verifying the Υ-stableness condition is not easy. Here, we introduce the following

class of special univariate polynomials which plays an important role in determining the

convexity of both general inverse σk equations and general σk equations. In Section 2.1, we

will show more special properties of these special univariate polynomials. Now, we list some

definitions and some interesting and important results.

Definition 1.2 (Noetherian polynomial). We say a degree n real univariate polynomial p(x)

is right-Noetherian if for all k ∈ {0, · · · , n−2}, there exists a real root of p(k) which is greater

5



than or equal to the largest real root of p(k+1). Here p(k) is the k-th derivative of p. We say a

right-Noetherian polynomial p(x) is strictly right-Noetherian if the largest real root of p(x)

is strictly greater than the largest real root of p′(x).

In Section 2.2, we will show that the right-Noetherianness condition is equivalent to the

Υ-stableness condition in the following sense. We get the following Positivstellensatz-type

result generalizing the work in [51]. When the degree is small, we can explicitly write down

the constraints using the resultant and the discriminant, see Section 2.4 for more examples

when the degree equals three or four.

Theorem 1.2 (Positivstellensatz). Let f(λ) := σs(λ) −
∑s−1

k=0 ckσk(λ) be a general σk type

multilinear polynomial. There exists a connected component Γn
f of {f(λ) > 0} which is Υ-

stable if and only if the diagonal restriction rf (x) of f(λ), which is defined by the following

rf (x) := f(x, · · · , x) =
Ç
n

s

å
xs −

s−1∑
k=0

ck

Ç
n

k

å
xk,

is right-Noetherian. Moreover, Γn
f is strictly Υ-stable iff rf is strictly right-Noetherian.

As an application of the Positivstellensatz Theorem, in Section 2.4, we will verify some

general inverse σk type equations and general σk type equations. As a quick consequence

of the Positivstellensatz Theorem, we can show that the level set of the following general

inverse σk equation is convex. This is also numerical checkable, which gives a large quantity

of new convex sets.

Example 1.1. The following univariate polynomial rf (x) = x5 −
∑3

k=0 ck
(
5
k

)
xk with c3 =

19, c2 = −64, c1 = 9, and c0 = −20 is strictly right-Noetherian. This is checkable using any

computer. By rounding off to the third decimal place, we have

x0 ∼ 11.632, x1 ∼ 9.306, x2 ∼ 6.909, x3 ∼ 4.359, x4 = 0.

6



Here, for k ∈ {0, · · · , n − 1}, we denote by xk the largest real root of the k-th derivative

r
(k)
f (x). This implies that the level set of the following general inverse σk equation is convex

f(λ) = λ1 · · ·λ5 −
3∑

k=0

ckσk(λ) = λ1 · · ·λ5 − 19σ3(λ) + 64σ2(λ) − 9σ1(λ) + 20 = 0.

If a general σk type multilinear polynomial has an Υ-stable connected component, then, for

convenience, we say this multilinear polynomial is Υ-stable. In the following setting, we can

also compare two Υ-stable general σk type multilinear polynomials.

Definition 1.3 (Υ-dominance). Let f(λ) := λ1 · · ·λn−
∑n−1

k=0 ckσk(λ) and g(λ) := λ1 · · ·λn−∑n−1
k=0 dkσk(λ) be two Υ-stable general inverse σk type multilinear polynomials. For k ∈

{0, · · · , n− 1}, we write xk the largest real root of the diagonal restriction r
(k)
f of f and yk

the largest real root of the diagonal restriction r
(k)
g of g. If yk ≥ xk for all k ∈ {0, · · · , n−1},

then we say g ⋗ f .

We get another Positivstellensatz-type result. This result implies that for Υ-stable general

inverse σk type multilinear polynomials, the Υ-dominance is equivalent to the set inclusion.

Theorem 1.3 (Υ-dominance). Let f := σs(λ)−
∑s−1

k=0 ckσk(λ) and g := σs(λ)−
∑s−1

k=0 dkσk(λ)

be two Υ-stable general σk type multilinear polynomials. Then g ⋗ f if and only if Γn
g ⊂ Γn

f .

Example 1.2. The following univariate polynomial rg(x) = x5 −
∑3

k=0 dk
(
5
k

)
xk with d3 =

19, d2 = 65, d1 = −2, and d0 = −24 is strictly right-Noetherian with roots:

y0 ∼ 15.250, y1 ∼ 11.673, y2 ∼ 8.066, y3 ∼ 4.359, y4 = 0.

Here, for k ∈ {0, · · · , 4}, we denote by yk the largest real root of the k-th derivative r
(k)
g (x).

We compare this Υ-stable general inverse σk type multilinear polynomial with the one in

Example 1.1. Since y0 > x0, y1 > x1, y2 > x2, y3 = x3, and y4 = x4, we have g ⋗ f . By

7



Theorem 1.3, we get

{λ1 · · ·λ5 − 19σ3(λ) − 65σ2(λ) + 2σ1(λ) + 24 > 0}

⊂ {λ1 · · ·λ5 − 19σ3(λ) + 64σ2(λ) − 9σ1(λ) + 20 > 0}.

In this dissertation, we apply this framework to determine the solvability of a general in-

verse σk equation on a compact connected Kähler manifold satisfying strictly Υ-stableness

condition at every point on the manifold. By Theorem 1.1, we know strictly Υ-stableness

condition will give us level set convexity, so we define the following set in Section 3.1.

Definition 1.4. For λ = {λ1, · · · , λn}, we define

Cn,s :=
{

(cs−1, cs−2, · · · , c0) ∈ Rs : σs(λ) −
s−1∑
k=0

ckσk(λ) is strictly Υ-stable
}

;

C̃n,s :=
{

(cs−2, cs−3, · · · , c0) ∈ Rs−1 : σs(λ) −
s−2∑
k=0

ckσk(λ) is strictly Υ-stable
}
.

For convenience, we denote Cn,n by Cn and C̃n,n by C̃n.

So equation (1.1) can be viewed as a function c from M to Cn, which is defined by

c : M −→ Cn; c(p) 7−→ (cn−1(p), · · · , c1(p), c0(p))

We can reformulate some classical general σk equations or general inverse σk equations into

a function (or a constant map) from M to Cn,s. For example, let us reformulate the dHYM

equation here and state one of the conjectures by Collins–Jacob–Yau [18].

Conjecture 1.1 (Reformulate deformed Hermitian–Yang–Mills equation). Let (M,ω) be a

Kähler manifold with Kähler form ω and [χ0] be a (1, 1)-Dolbeault class. The deformed

Hermitian–Yang–Mills equation with θ ∈
(
(n − 2)π/2, nπ/2

)
induces a point in C̃n and we

consider the following constant map cdHYM : M −→ C̃n. If there exists a C-subsolution to

8



cdHYM in [χ0], then there exists a χ ∈ [χ0] such that

ℑ
(
ω +

√
−1χ

)n
= tan

(
θ
)
· ℜ
(
ω +

√
−1χ

)n
.

In Section 3.2, assuming we have a C-subsolution to an equation d : M → Cn,s, then we

study the equations such that this subsolution is still a C-subsolution to them. By collecting

these equations and by Theorem 1.3, we have an explicit expression of this set.

Theorem 1.4. Given d : M → Cn,s, at any point p ∈ M , we write xk(p) the largest real

root of the k-th derivative of fp(x) =
(
n
s

)
xs−

∑s−1
k=0 dk(p)

(
n
k

)
xk. Then the C-subsolution cone

of d at p is contained in the C-subsolution cone of c : M → Cn,s at p if and only if for all

k ∈ {1, · · · , s− 1}, we have g
(k)
p (xk(p)) ≥ 0. Here, gp(y) =

(
n
s

)
ys −

∑s−1
k=0 ck(p)

(
n
k

)
yk.

It is still open whether the existence of a C-subsolution will provide a priori estimates, but

the space of equations sharing same subsolution as C-subsolution is still worth considering.

This space should be the space to find continuity path and apply a priori estimates. In

Section 3.3, we show that the continuity path in Yau [72] and Collins–Székelyhidi [20] will

lie in this space. In Chapter 4, we study a priori estimates of constant maps d : M → C̃3

and d : M → C̃4 provided the existence of a C-subsolution. We have the following result.

Theorem 1.5 (A priori estimates). Let S be a compact subset of the generic stratification

of C̃4, X be a C-subsolution to constant map d : M → C̃4. If X is again a C-subsolution to

a constant map c : M → C̃4 with c ∈ S and u : M → R is a solution to c. Then for every

α ∈ (0, 1), we have

∥∂∂̄u∥C2,α ≤ C
(
M,X, S, d, ω, α

)
.

In Chapter 5, we apply our a priori estimates and find a continuity path connecting the

original equation to a solvable one. In conclusion, we prove that if d is in the generic open

9



stratification of C̃4 and there exists a C-subsolution to d, then the degree four general inverse

σk equation d : M → C̃4 with d(p) = d is solvable. This result covers one of the author’s

work in [51].

Theorem 1.6 (Solvability when n = 4). Suppose d is in the generic open stratification of

C̃4. If there exists a C-subsolution to d, then the degree four general inverse σk equation

X4 − 6d2ω
2 ∧X2 − 4d1ω

3 ∧X − d0ω
4 = 0.

is solvable in the same cohomology class.

Theorem 1.7 (Deformed Hermitian–Yang–Mills equation, Lin [51]). When the complex

dimension equals three or four, Conjecture 1.1 is confirmed.

The layout of this dissertation is as follows: in Chapter 2, we introduce some preliminary

knowledge. We introduce a special class of univariate polynomials and a special class of

multivariate polynomials. Moreover, we show that these special classes are related to the

convexity of general σk equation. By collecting these general σk equations we get a special

algebraic set, which is related to convexity. In Chapter 3, we reformulate general σk equations

into our framework. We may view these equations as functions mapping from the manifold

M to the special algebraic set introduced in Chapter 2. We also discuss a potential space

to look for continuity paths and give some evidences showing that this potential space is

compatible with some classical works. In Chapter 4, we study a priori estimates of general

inverse σk equations when the dimension is three or four. We show that the potential space

is truly the right space because for any point in this space (which corresponds to a general

inverse σk equation) we have a priori estimates for it. In Chapter 5, we apply our results

in Chapter 4 and conclude the solvability of degree three and degree four general inverse σk

equations with constant coefficients provided the existence of a C-subsolution.
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Chapter 2

Preliminaries

In this chapter, we will outline some conventions, definitions, and results regarding algebra

and complex geometry. Some ideas and details can be found in [51, 52] by the author.

In Section 2.1, we introduce the class of right-Noetherian polynomials, which is related to

the largest real roots of the derivatives of the polynomials. In Section 2.2, we consider

some special semialgebraic sets in real algebraic geometry, which are defined by system of

inequalities of polynomials with real coefficients. More precisely, we introduce the notion

of Υ-cones, which is a generalization of the C-subsolution cone introduced by Székelyhidi

[68] and Guan [36]. In Section 2.3, we prove the convexity of the level sets introduced in

Section 2.2. In Section 2.4, we apply our result in Section 2.3 to some classical examples.

For example, when the degree is low, we can use the resultant and the discriminant to verify

the convexity. In Section 2.5, we state some lemmas for symmetric functions.

11



2.1 Right-Noetherian Polynomials

In this section, we introduce the class of Noetherian polynomials, which will be used through-

out this dissertation. The class of Noetherian polynomials has some special properties and

will help us determine the convexity of the level set of any general inverse σk type equation

and any general σk type equation. We will see this in the later sections.

Definition 2.1 (Noetherian polynomial). We say a degree n real univariate polynomial p(x)

is right-Noetherian if for all k ∈ {0, · · · , n−1}, there exists a real root of p(k) which is greater

than or equal to the largest real root of p(k+1). Here, p(k) is the k-th derivative of p. We

say a right-Noetherian polynomial p(x) is strictly right-Noetherian if the largest real root of

p(x) is strictly greater than the largest real root of p′(x).

As a consequence, we immediately have the following descending relation.

Proposition 2.1. Let p(x) be a real univariate polynomial of degree n which is right-

Noetherian. Then for any k ∈ {0, · · · , n − 1}, there exists a unique (ignoring multiplicity)

real root of p(k)(x) which is greater than or equal to the largest real root of p(k+1)(x). More-

over, this real root is the largest real root of p(k)(x). In particular, if we denote xk to be the

largest real root of p(k)(x), then x0 ≥ x1 ≥ · · · ≥ xn−1.

Proof. We prove this statement by mathematical induction on the degree n. When n = 1,

there is nothing to prove. When n = 2, p′(x) is a degree 1 polynomial and the only root

will be the midpoint of the roots of p(x). By the definition of right-Noetherianness, there

exists a real root of p(x) which is greater than or equal to the largest real root of p′(x). Thus

p(x) is real rooted and if we ignore the multiplicity, then there exists a unique real root of

p(x) which is greater than or equal to the largest real root of p′(x). Moreover, this real root

will be the largest real root of p(x). Suppose the statement is true when n = m− 1. When

n = m, it suffices to check p(x), the rest follows by mathematical induction. If there exists

12



x0 and x̃0 with p(x0) = 0 = p(x̃0) and x̃0 > x0 ≥ x1, where x1 is the largest real root of

p′(x). For convenience, we assume that the polynomial p(x) is monic, we may write

p(x) = xn +
n−1∑
k=0

ckx
k.

Then p′(x) = nxn−1+
∑n−1

k=1 kckx
k−1. Since x1 is the largest real root of p′(x), for any x > x1,

we have p′(x) > 0. By the fundamental theorem of calculus, we have

0 = p(x̃0) = p(x0) +

∫ x̃0

x0

p′(x)dx = 0 +

∫ x̃0

x0

p′(x)dx > 0,

which is a contradiction. This finishes the proof.

We give a quick example of right-Noetherian polynomial, the right-Noetherianness condition

is checkable by any computer using long division algorithm and Sturm’s theorem.

Example 2.1. The following univariate polynomial rf (x) = x5 −
∑3

k=0 ck
(
5
k

)
xk with c3 =

19, c2 = −64, c1 = 9, and c0 = −20 is strictly right-Noetherian. This is checkable using any

computer. By rounding off to the third decimal place, for k ∈ {0, · · · , 4}, we have

x0 ∼ 11.632, x1 ∼ 9.306, x2 ∼ 6.909, x3 ∼ 4.359, x4 = 0.

Here, we denote by xk the largest real root of the k-th derivative r
(k)
f (x).

Proposition 2.2. Let p(x) be a real univariate polynomial of degree n which is real rooted,

that is, all roots are real numbers, then p(x) is right-Noetherian.

Proof. This follows immediately by the Gauss–Lucas theorem. If p(x) is real rooted, then

the roots of p′(x) will be contained in the convex hull of the set of roots of p(x). So p′(x)

will also be real rooted, the rest follows directly by mathematical induction. This finishes

the proof.
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Remark 2.1. A right-Noetherian polynomial might not be real rooted, a simple example will

be p(x) = x3 − 1. Then we have p′(x) = 3x2 and p′′(x) = 6x. If we denote by xi the largest

real root of p(i)(x), then x0 = 1, x1 = 0, and x2 = 0. So p(x) will be right-Noetherian due to

x0 ≥ x1 ≥ x2. But the roots of p(x) = x3 − 1 are: 1, (−1 +
√
−3)/2, and (−1 −

√
−3)/2.

The log-concavity property of special univariate or multivariate polynomials were studied ex-

tensively by Brändén–Huh [7], Gurvits [41], Anari–Gharan–Vinzant [2], Anari–Liu–Gharan–

Vinzant [3, 4], and Anari–Liu–Gharan–Vinzant–Vuong [5]. For the class of right-Noetherian

polynomials, here, we not only show that any right-Noetherian polynomial will be strongly

log-concave after translation, but we also show that the ratio will be monotone.

Definition 2.2 (Log-concavity ratio). Let f : I → R be an analytic function, I be an open

interval in R, and define Cf := {x ∈ I : f ′(x) = 0}. For any point x ∈ I, we define the

log-concavity ratio αf (x) of f(x) to be the following

αf (x) :=
f(x) · f ′′(x)

f ′(x)2
(2.1)

if x /∈ Cf . If x ∈ Cf is a limit point of Cf , then we define αf (x) to be 0, otherwise we define

αf (x) := lim
y→x

f(y) · f ′′(y)

f ′(y)2
,

where we allow αf (x) = ∞ or αf (x) = −∞.

Remark 2.2. Let f : I → R be an analytic function and I be an open interval in R, if

αf (x) ≤ 1 for all x ∈ I, then f is logarithmically concave on {f > 0}.

The following Proposition 2.3 shows that for any real univariate polynomial p(x), p(x) (or

−p(x)) will eventually be logarithmically concave when x is sufficiently large.

Proposition 2.3. Let p be a real univariate polynomial of degree n, then limx→∞ αp(x) =

1− 1/n. In particular, there exists a N > 0 sufficiently large such that p (or −p depends on
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the sign of the leading coefficient) is logarithmically concave on (N,∞).

Proof. For x sufficiently large, if we write p(x) =
∑n

k=0 ckx
k, then by equation (2.1), we have

αp(x) =
p(x) · p′′(x)

p′(x)2
=

∑n
k=0 ckx

k ·
∑n

k=2 k(k − 1)ckx
k−2(∑n

k=1 kckx
k−1
)2 .

Since p′ is a polynomial, by letting x approach ∞, we can avoid critical points and get

lim
x→∞

αp(x) = lim
x→∞

∑n
k=0 ckx

k ·
∑n

k=2 k(k − 1)ckx
k−2(∑n

k=1 kckx
k−1
)2 = lim

x→∞

n(n− 1)x2n−2 + O(x2n−3)

n2x2n−2 + O(x2n−3)

= lim
x→∞

n− 1 + O(x−1)

n + O(x−1)
= 1 − 1

n
.

Here, we use the Big O notation for convenience. This finishes the proof.

The derivative of the log-concavity ratio in Definition 2.2 of any right-Noetherian polynomial

will satisfy the following.

Lemma 2.1. Let p(x) be a right-Noetherian polynomial of degree n. For k ∈ {1, · · · , n− 1}

and x > xk, where xk is the largest real root of p(k), then α′
p(k−1)(x) < 0 when 2 > αp(k)(x)

and αp(k−1)(x) > 1/(2 − αp(k)(x)). On the other hand, α′
p(k−1)(x) > 0 when αp(k)(x) ≥ 2 or

2 > αp(k)(x) and 1/(2 − αp(k)(x)) > αp(k−1)(x).

Proof. By taking the derivative of αp(k−1)(x) with respect to x, we get

α′
p(k−1)(x) =

d

dx

p(k−1)(x)p(k+1)(x)

p(k)(x)2

=
p(k)(x)2p(k+1)(x) + p(k−1)(x)p(k)(x)p(k+2)(x) − 2p(k−1)(x)p(k+1)(x)2

p(k)(x)3
. (2.2)
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Figure 2.1: αp(x) of p(x) = x5 − 19
(
5
3

)
x3 + 64

(
5
2

)
x2 − 9

(
5
1

)
x1 + 20

(
5
0

)
x0.

Then the numerator of equation (2.2) will give us the following.

p(k)(x)2p(k+1)(x) + p(k−1)(x)p(k)(x)p(k+2)(x) − 2p(k−1)(x)p(k+1)(x)2

= p(k)(x)2p(k+1)(x)
(

1 +
(
αp(k)(x) − 2

)
αp(k−1)(x)

)
.

For convenience, we assume the leading coefficient of p is positive. When 2 > αp(k)(x) and

αp(k−1)(x) > 1/(2 − αp(k)(x)), then since x is greater than the largest real root of p(k), we get

α′
p(k−1)(x) = p(k+1)(x)

1 +
(
αp(k)(x) − 2

)
αp(k−1)(x)

p(k)(x)
< 0.

On the other hand, when αp(k)(x) ≥ 2 or 2 > αp(k)(x) and 1/(2 − αp(k)(x)) > αp(k−1)(x),

α′
p(k−1)(x) = p(k+1)(x)

1 +
(
αp(k)(x) − 2

)
αp(k−1)(x)

p(k)(x)
> 0.

This finishes the proof.

Now, with all these preparations, we are able to prove the following important result for

the class of right-Noetherian polynomials. We prove that this log-concavity ratio will be

monotonic for right-Noetherian polynomials. In Figure 2.1, we plot the log-concavity ratio

αp(x) of p(x) = x5 − 19
(
5
3

)
x3 + 64

(
5
2

)
x2 − 9

(
5
1

)
x1 + 20

(
5
0

)
x0 = x5 − 190x3 + 640x2 − 45x+ 20,

which is right-Noetherian by Example 2.1.

Theorem 2.1 (Monotonicity of log-concavity ratio). Let p(x) be a right-Noetherian polyno-

mial of degree n. Then the log-concavity ratio αp(x) of p(x) is monotonically increasing on

(x1,∞) with value from −∞ to 1 − 1/n if x0 > x1 and on [x0,∞) with value from 1 − 1/m
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to 1 − 1/n if x0 = x1 = · · · = xm−1. Here, x0 is the largest real root of p, xk is the largest

real root of the k-th derivative p(k) of p, and m is the multiplicity of p at x0. In particular,

if p is right-Noetherian, then p is always logarithmically concave when x > x0.

Proof. For convenience, we may assume that p(x) is monic. By the definition of right-

Noetherian, if we denote xi by the largest real root of p(i)(x), then by Proposition 2.1, we

have x0 ≥ x1 ≥ x2 ≥ · · · ≥ xn−1. We use mathematical induction on the degree of the

polynomial. When the degree equals two, since p has a real root x0, we may write

p(x) = (x− x0)(x− (2x1 − x0)) (2.3)

with x0 ≥ x1. If x > x1, then by equation (2.3), we obtain

αp(x) =
p(x)p′′(x)

p′(x)2
=

2(x− x0)(x− (2x1 − x0))

4(x− x1)2
=

1

2
− (x0 − x1)

2

2(x− x1)2
.

So, for degree 2 right-Noetherian polynomials, αp(x) is monotonically increasing from 0 to

1/2 from x0 to ∞ if x0 = x1 and from −∞ to 1/2 from x1 to ∞ if x0 > x1. Suppose the

statement holds when the degree equals n−1. When the degree equals n, say the multiplicity

of the largest real root x0 equals m ≥ 1. We have

p(x) = (x− x0)
m ·

n∑
k=m

p(k)(x0)

k!
(x− x0)

k−m = (x− x0)
mp̃(x) (2.4)

by using the Taylor series expansion of p(x) at x0 and set

p̃(x) :=
n∑

k=m

p(k)(x0)

k!
(x− x0)

k−m.
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So the first and the second derivative of (2.4) with respect to x can be written as

p′(x) = (x− x0)
m−1
(
mp̃(x) + (x− x0)p̃

′(x)
)
; (2.5)

p′′(x) = (x− x0)
m−2
(
m(m− 1)p̃(x) + 2m(x− x0)p̃

′(x) + (x− x0)
2p̃′′(x)

)
. (2.6)

There are two cases to consider: m = 1 or m ≥ 2. For the case m = 1, since p′ is again

right-Noetherian, αp′ is monotonically increasing on [x1,∞) with value from 1 − 1/m̃ to

1 − 1/(n − 1), where m̃ is the multiplicity of p′ at x1. When x > x1, by Lemma 2.1,

α′
p(x) > 0 when 2 > αp′(x) and 1/(2 − αp′(x)) > αp(x). If we consider the set I :=

{
x ∈

(x1,∞) : 1/(2−αp′(x)) > αp(x)
}

, then the set I is not empty because x0 ∈ I. If we can show

that I = (x1,∞), then we are done. I will be open by the continuity of functions αp and αp′ .

If I ̸= (x1,∞), then we can find a smallest x̃ ∈ (x1,∞) such that 1/(2 − αp′(x̃)) = αp(x̃).

This is ensured because p is a polynomial and

1

2 − αp′(x)
− αp(x)

=
1

(2 − αp′(x))p′(x)2p′′(x)

(
p′(x)2p′′(x) + p(x)p′(x)p′′′(x) − 2p(x)p′′(x)2

)
.

The second term p′(x)2p′′(x) + p(x)p′(x)p′′′(x)− 2p(x)p′′(x)2 is just a polynomial so can only

have finitely many zeros. Then by Lemma 2.1, at the point x̃, we have

d

dx
αp(x̃) =

p′′(x̃)
(
1 − (2 − αp′(x̃))αp(x̃)

)
p′(x̃)

= 0. (2.7)

On the other hand, since p′ is right-Noetherian and by mathematical induction, we have

d

dx

∣∣∣
x=x̃

1

2 − αp′(x)
=

α′
p′(x̃)

(2 − αp′(x̃))2
> 0. (2.8)

We get a contradiction. Otherwise, by standard calculus argument and equation (2.7), there
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exists a δ > 0 sufficiently small such that if |h| < δ, then we have

−1

3

α′
p′(x̃)

(2 − αp′(x̃))2
<

αp(x̃) − αp(x̃− h)

h
<

1

3

α′
p′(x̃)

(2 − αp′(x̃))2
. (2.9)

Also, since
(

1
2−αp′ (x)

)′
=

α′
p′ (x)

(2−αp′ (x))
2 , by inequality (2.8), for δ sufficiently small, we get

2

3

α′
p′(x̃)

(2 − αp′(x̃))2
<

1
2−αp′ (x̃)

− 1
2−αp′ (x̃−h)

h
<

4

3

α′
p′(x̃)

(2 − αp′(x̃))2
. (2.10)

Since x̃ is the smallest value such that 1/(2−αp′(x)) = αp(x) and x ∈ I for x slightly larger

than x1, by the intermediate value theorem, we have x̃− h ∈ I where δ > h > 0. Hence, by

inequalities (2.9) and (2.10), we obtain

1

3

α′
p′(x̃)

(2 − αp′(x̃))2
>

αp(x̃) − αp(x̃− h)

h
>

1
2−αp′ (x̃)

− 1
2−αp′ (x̃−h)

h
>

2

3

α′
p′(x̃)

(2 − αp′(x̃))2
.

This is a contradiction because α′
p′(x) > 0 by mathematical induction. So I = (x1,∞).

If the multiplicity of x0 equals 1, then αp is increasing on (x1,∞) with value from −∞ to

1 − 1/n.

For the second case, if the multiplicity of x0 is greater than or equal to 2, then at x0 we have

αp(x0) = 1 − 1/m and αp′(x0) = 1 − 1/(m− 1). This gives

1

2 − αp′(x0)
=

1

2 − (1 − 1/(m− 1))
= 1 − 1

m
= αp(x0).

We need to do some local analysis near x0. Similar to before, we only need to consider the

term p′(x)2p′′(x) + p(x)p′(x)p′′′(x) − 2p(x)p′′(x)2. By equations (2.5) and (2.6), we get

p′(x)2p′′(x) + p(x)p′(x)p′′′(x) − 2p(x)p′′(x)2

= 2m(x− x0)
3m−3p̃2p̃′ + 4m(x− x0)

3m−2
(
p̃2p̃′′ − p̃p̃′2

)
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+ m(x− x0)
3m−1

(
2p̃′3 + p̃2p̃′′′ − 3p̃p̃′p̃′′

)
+ (x− x0)

3m
(
p̃p̃′p̃′′′ + p̃′2p̃′′ − 2p̃p̃′′2

)
.

When x > x0 is sufficiently close to x0, since 2mp̃(x)2p̃′(x) > 0, we get

p′(x)2p′′(x) + p(x)p′(x)p′′′(x) − 2p(x)p′′(x)2 > 0.

Similarly, we define the set I :=
{
x ∈ (x0,∞) : 1/(2 − αp′(x)) > αp(x)

}
which is open and

non-empty. Same as the previous argument, we get I = (x0,∞), which implies that αp is

increasing on [x0,∞) with value from 1 − 1/m to 1 − 1/n. This finishes the proof.

As an application, we immediately obtain that for a right-Noetherian polynomial p(x), the

roots of p(x), the roots of p′(x), and the root of p′′(x) will satisfy the following relation.

Proposition 2.4. Let p(x) be a right-Noetherian polynomial of degree n. If we denote all

the roots of p(x) by α1, · · · , αn, all the roots of p′(x) by β1, · · · , βn−1, and all the roots of

p′′(x) by γ1, · · · , γn−2. If we write xk the largest real root of p(k)(x), then for x > x1,

∏n
i=1(x− αi) ·

∏n−2
i=1 (x− γi)∏n−1

i=1 (x− βi)2

is monotonically increasing to 1 when x approaches infinity.

Proposition 2.5. Let p(x) be a right-Noetherian polynomial of degree n, then

1 − 2

n
> αp(x)αp′(x)

for x ≥ x1, where x1 is the largest real root of p′(x). In particular, for x ≥ x1,

(n− 2)p′(x)p′′(x) ≥ np(x)p′′′(x).
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Proof. By Theorem 2.1, for x > x1, we have

1 − 1

n
> αp(x) > −∞ and 1 − 1

n− 1
> αp′(x) ≥ 0.

By multiplying them together, we always get the following upper bound: 1− 2
n
> αp(x)αp′(x).

Moreover, for x = x1, since p is right-Noetherian, we get

p′(x1)p
′′(x1)

n
− p(x1)p

′′′(x1)

n− 2
= −p(x1)p

′′′(x1)

n− 2
≥ 0.

Also, for x > x1, we obtain

p′(x)p′′(x)

n
− p(x)p′′′(x)

n− 2
=

p′(x)p′′(x)

n− 2

(n− 2

n
− p(x)p′′(x) · p′(x)p′′′(x)

p′(x)2 · p′′(x)2

)
=

p′(x)p′′(x)

n− 2

(n− 2

n
− αp(x)αp′(x)

)
> 0.

This finishes the proof.

For the class of right-Noetherian polynomials, we show that this class will be strongly log-

concave after translation. We state the definition here.

Definition 2.3 (Strongly log-concave). Let p(x1, · · · , xn) be a multivariate polynomial, we

say p is strongly log-concave if any order partial derivative is either identically zero or log-

concave on Rn
>0.

Lemma 2.2. Let p(x) be a real univariate polynomial of degree n which is right-Noetherian,

then p is strongly log-concave after the translation x 7→ x− x0.

Proof. This follows directly by Theorem 2.1.
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2.2 General σk Equations and Υ-Cones

In this section, we introduce the notion of Υ-cones, which is an extension of the C-subsolution

cone introduced by Székelyhidi [68] and Guan [36]. The arguments in this subsection might

be tedious because any set in this section might have more than one connected components,

we need to specify which connected component we are considering. After all the arguments

in this subsection, there will be no ambiguity, so we may assume the set is the connected

component we are interested in. We prove some Positivstellensatz type results and a Newton–

Maclaurin type inequality on the Υ-cones.

First, let us state some widely used notations, see Spruck [67] for more details. For an n-tuple

numbers λ = {λ1, · · · , λn}, for k ∈ {1, · · · , n}, the k-th elementary symmetric polynomial

σk(λ) of λ will be

σk(λ) :=
∑

1≤i1<···<ik≤n

λi1 · · ·λik .

We also define σ0(λ) := 1 for convenience. For l ∈ {1, · · · , n} and pairwise distinct indices

i1, · · · , il, where ij ∈ {1, · · · , n} for all j ∈ {1, · · · , l}, we denote the set λ − {λi1 , · · · , λil}

by λ;i1,··· ,il . In this section, we consider the following multilinear polynomial

σs(λ) −
s−1∑
k=0

ckσk(λ). (2.11)

We call a multilinear polynomial having the same format as polynomial (2.11) a general σk

type multilinear polynomial.

Remark 2.3. When s = n, we call this general σk type multilinear polynomial a general

inverse σk type multilinear polynomial. In [52], the author has shown some results for

general inverse σk type multilinear polynomials. Here, we generalize and obtain more results

for general σk type multilinear polynomials.
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Lemma 2.3. By doing the substitution µi = λi − cs−1/(n − s + 1) for all i ∈ {1, · · · , n},

then for all k ∈ {0, · · · , n}, we have

σk(λ) =
k∑

j=0

ck−j
s−1

(n− s + 1)k−j

Ç
n− j

k − j

å
σj(µ)

and the coefficients dj for j ∈ {1, · · · , s− 1} will be

dj =
s−1∑
k=j

ck
ck−j
s−1

(n− s + 1)k−j

Ç
n− j

k − j

å
−

cs−j
s−1

(n− s + 1)s−j

Ç
n− j

s− j

å
.

In addition, after substitution, the original general σk type multilinear polynomial becomes

σs(λ) −
s−1∑
k=0

ckσk(λ) = σs(µ) −
s−2∑
j=0

djσj(µ)

and for all positive integer l and ia ∈ {1, · · · , n} for all a ∈ {1, · · · , l}, we have

∂l

∂λi1 · · · ∂λil

(
σs(λ) −

s−1∑
k=0

ckσk(λ)
)

=
∂l

∂µi1 · · · ∂µil

(
σs(µ) −

s−2∑
j=0

djσj(µ)
)
.

Proof. First, by doing the substitution, we have λ = µ + cs−1/(n− s + 1). Hence,

σk(λ) = σk

(
µ +

cs−1

n− s + 1

)
=

k∑
j=0

ck−j
s−1

(n− s + 1)k−j

Ç
n− j

k − j

å
σj(µ).

Thus, after the substitution, we get

σs(λ) −
s−1∑
k=0

ckσk(λ)

=
s∑

j=0

cs−j
s−1

(n− s + 1)s−j

Ç
n− j

s− j

å
σj(µ) −

s−1∑
k=0

ck

k∑
j=0

ck−j
s−1

(n− s + 1)k−j

Ç
n− j

k − j

å
σj(µ)

= σs(µ) −
s−2∑
j=0

( s−1∑
k=j

ck
ck−j
s−1

(n− s + 1)k−j

Ç
n− j

k − j

å
−

cs−j
s−1

(n− s + 1)s−j

Ç
n− j

s− j

å)
σj(µ).
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So, for any j ∈ {1, · · · , s− 2}, we have

dj =
s−1∑
k=j

ck
ck−j
s−1

(n− s + 1)k−j

Ç
n− j

k − j

å
−

cs−j
s−1

(n− s + 1)s−j

Ç
n− j

s− j

å
.

The rest follows by the change of variables formula. This finishes the proof.

For convenience, by above Lemma 2.3, we may assume that cs−1 = 0 by doing this substitu-

tion. In most of the proofs in this section, we will do this substitution to simplify our proofs.

We consider the following general σk type multilinear polynomial instead.

f(λ) = f(λ1, · · · , λn) := σs(λ) −
s−2∑
k=0

ckσk(λ). (2.12)

Now, we state the definition of C-subsolution here which was introduced by Székelyhidi [68]

and Guan [36]. We will slightly adjust the settings in [68] to meet our settings.

Definition 2.4 (C-Subsolution. Székelyhidi [68], Guan [36], and Trudinger [69]). Consider

an equation f(λ1, · · · , λn) = h, where f(λ1, · · · , λn) is a smooth symmetric function of

variables {λ1, · · · , λn}. We assume that f is defined in an open symmetric cone Γf ⊂ Rn

satisfying f > 0, ∂f/∂λi > 0 for all i ∈ {1, · · · , n} on Γf , and sup∂Γf
f < h. We say that

µ = (µ1, · · · , µn) ∈ Rn is a C-suboslution to the equation f = h if the following set

F h(µ) :=
{
λ : f(λ) = h and λ− µ = (λ1 − µ1, · · · , λn − µn) ∈ Γn

}
(2.13)

is bounded. By collecting all the C-subsolutions, we call this the C-subsolution cone.

Definition 2.5 (Alternative definition of Definition 2.4. Székelyhidi [68] and Trudinger

[69]). Suppose that f is defined in an open symmetric cone Γf ⊂ Rn satisfying f > 0,

∂f/∂λi > 0 for all i ∈ {1, · · · , n} on Γf , and sup∂Γf
f < h. Define

Γh
f :=

{
λ ∈ Γf : f(λ) > h

}
. (2.14)
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For µ ∈ Rn, set (2.13) F h(µ) is bounded if and only if limt→∞ f(µ + tei) > h for all

i ∈ {1, · · · , n}, where ei is the i-th standard vector. We denote by Γn−1,h
f the projection

of Γh
f onto Rn−1 by dropping the last entry. We can show that for any µ ∈ Rn, F h(µ) is

bounded if and only if
(
µa(1), · · · , µa(n−1)

)
∈ Γn−1,h

f for every a ∈ Sn.

Let Γn
f be a connected component of {f(λ) > 0}, we are interested in whether there exists

a nice connected component of {f(λ) > 0}. Inspired by the work of Trudinger [69] on the

Dirichlet problem (over the reals) for equations of the eigenvalues of the Hessian, the results

of Caffarelli–Nirenberg–Spruck [10], and the results of Collins–Székelyhidi [20]. In [51, 52],

the author introduced the Υ-cones to keep track of the information of the original equation

as much as possible. We abstractly define the following sets.

Definition 2.6 (Υ-cones. Lin [51, 52]). Let f(λ) := σs(λ) −
∑s−1

k=0 ckσk(λ) be a general σk

type multilinear polynomial and Γn
f be a connected component of {f(λ) > 0}, we denote by

Γn−1
f the projection of Γn

f onto Rn−1 by dropping the last entry. We define

Υ1 :=
{
µ ∈ Rn :

(
µa(1), · · · , µa(n−1)

)
∈ Γn−1

f , ∀a ∈ Sn

}
,

where Sn is the symmetric group. For s− 1 ≥ k ≥ 2, we define the following Υ-cones

Υk :=
{
µ ∈ Rn :

(
µa(1), · · · , µa(n−k)

)
∈ Γn−k

f , ∀a ∈ Sn

}
,

where we define Γn−k
f inductively by the projection of Γn+1−k

f onto Rn−k by dropping the last

entry. For convenience, sometimes we write Υ0 := Γn
f .

Definition 2.7 (Υ-stableness). Let f(λ) := σs(λ) −
∑s−1

k=0 ckσk(λ) be a general σk type

multilinear polynomial and Γn
f be a connected component of {f(λ) > 0}. We say that this
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Figure 2.2: The Υ-cones of the dHYM Equation when n = 3.

connected component Γn
f of f(λ) is Υ-stable if

Γn
f ⊆

⋂
1≤i1<···<is−1≤n

{σ1(λ;i1,··· ,is−1) > qi1,··· ,is−1} for some q =
(
qi1,··· ,is−1

)
1≤i1<···<is−1≤n

.

Here, we treat q as an element in the
(

n
s−1

)
-dimensional Euclidean space. We say that

this connected component Γn
f is strictly Υ-stable if it is Υ-stable and the boundary ∂Γn

f is

contained in the Υ1-cone.

Remark 2.4. Let f(λ) := σs(λ) −
∑s−1

k=0 ckσk(λ) be a general σk type multilinear polynomial

and Γn
f be a connected component of {f(λ) > 0}. We will show that if Γn

f is strictly Υ-

stable, then the symmetric cone Γf in Definition 2.4 will always be contained in the Υ1-cone.

Normally, we consider the largest possible Γf , which is in fact the Υ1-cone. So the Υ1-cone

is the same as the C-subsolution cone introduced by Székelyhidi [68].

Above Figure 2.2 is an example of the Υ-cones for the three-dimensional dHYM equation.

The red hyperplane is the solution set {f(λ) = h}, and the darker blue cone in between is the

boundary of the Υ1-cone. By Remark 2.4, the Υ1-cone is the C-subsolution cone introduced

by Székelyhidi [68] and Guan [36]. Last, the outermost lighter blue cone is the boundary of

the Υ2-cone. In fact, the Υ2-cone will be the positive orthant in this case.

Lemma 2.4. Let f(λ) := σs(λ) −
∑s−1

k=0 ckσk(λ) be a general σk type multilinear polynomial
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and Γn
f be a connected component of {f(λ) > 0}. If Γn

f is Υ-stable, say

Γn
f ⊆

⋂
1≤i1<···<is−1≤n

{σ1(λ;i1,··· ,is−1) > qi1,··· ,is−1}

with q ∈ R( n
s−1), then we get

Γn
f ⊆ Υ1 ⊆ Υ2 ⊆ · · · ⊆ Υs−1 =

⋂
1≤i1<···<is−1≤n

{σ1(λ;i1,··· ,is−1) > cs−1},

cs−1 ≥ qi1,··· ,is−1 for all 1 ≤ i1 < · · · < is−1 ≤ n. For any l ∈ {1, · · · , s− 1}, we define

Υl :=
⋂

1≤i1<···<il≤n

Γn
fi1···il

=
⋂

1≤i1<···<il≤n

{
σs−l(λ;i1,··· ,il) −

s−1∑
k=l

ckσk−l(λ;i1,··· ,il) > 0
}
.

Moreover, we have Υl is open and connected. Here, we denote ∂l

∂i1···∂il
f by fi1···il.

Remark 2.5. Notice that for the above Lemma 2.4, we need to specify each connected com-

ponent inductively on the subindices to avoid ambiguity. For example, when l = s− 2,

⋂
1≤i1<···<is−2≤n

{
σ2(λ;i1,··· ,is−2) −

n−1∑
k=n−2

ckσk−(s−2)(λ;i1,··· ,is−2) > 0
}

=
⋂

1≤i1<···<is−2≤n

{
σ2(λ;i1,··· ,is−2) − cs−1σ1(λ;i1,··· ,is−2) − cs−2 > 0

}
will have two connected components. We specify the one which is contained in the next

Υ-cone Υs−1 =
⋂

1≤i1<···<is−1≤n{σ1(λ;i1,··· ,is−1) > cs−1}. Similarly, we specify the connected

component inductively til Υ1 by decreasing the subindices. But for notational convention,

we abbreviate these expressions.

The Υ-stableness in fact gives us some constraints on the coefficients {ck}k=0,··· ,s−1. For

example, if Γn
f is Υ-stable, then we get n−s+2

2(n−s+1)
c2s−1 + cs−2 ≥ 0. Otherwise, if n−s+2

2(n−s+1)
c2s−1 +
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cs−2 < 0, then

⋂
1≤i1<···<in−2≤n

{
σ2(λ;i1,··· ,is−2) − cs−1σ1(λ;i1,··· ,is−2) − cs−2 > 0

}

is not contained in Υ-cone Υs−1 =
⋂

1≤i1<···<is−1≤n{σ1(λ;i1,··· ,is−1) > cs−1}, which violates the

above Lemma 2.4. Later on, we will prove that the Υ-stableness condition for the class of

general σk type multilinear polynomials is equivalent to the right-Noetherianness condition

of its diagonal restriction. So the constraints can be derived using the resultants and can be

written explicitly when the degree is low, see the author’s work [51, 52] for more details. We

will show some examples in Section 2.4 when the degree is less than or equal to four.

Proof of Lemma 2.4. There is nothing to prove when s = 1, so we may assume s ≥ 2. We

use mathematical induction on the number of variables n to prove this. When n = 1, there

is nothing to prove. When n = 2, we only need to consider the case s = 2 and this case can

be done due to previous work in [52]. Suppose the statement is true when n = m−1 and we

assume cs−1 = 0 for convenience. When n = m, for the case s = m, this case can be done due

to previous work in [52]. For m − 1 ≥ s ≥ 2, suppose that there exists (λ1, · · · , λm) ∈ Γm
f ,

such that

0 ≥ ∂f

∂λi

(λ1, · · · , λm) = fi(λ1, · · · , λm) = σs−1(λ;i) −
s−2∑
k=1

ckσk−1(λ;i)

for some i ∈ {1, · · · ,m}. By fixing other entries, for λ̃i ≤ λi, we get

λ̃i

(
σs−1(λ;i) −

s−2∑
k=1

ckσk−1(λ;i)
)

+ σs(λ;i) −
s−2∑
k=0

ckσk(λ;i)

≥ λi

(
σs−1(λ;i) −

s−2∑
k=1

ckσk−1(λ;i)
)

+ σs(λ;i) −
s−2∑
k=0

ckσk(λ;i) = f(λ1, · · · , λm) > 0.

This implies that (λ1, · · · , λi−1, λ̃i, λi+1, · · · , λm) ∈ Γm
f for all λ̃i ≤ λi due to the assumption
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that Γm
f is connected. By letting λ̃i approach −∞, we get a contradiction. Same as before,

for any i ∈ {1, · · · ,m}, Γm
f will be contained in the same connected component of

{
fi = σs−1(λ;i) −

s−2∑
k=1

ckσk−1(λ;i) > 0
}
.

Next, we prove that this connected component of
{
σs−1(λ;i) −

∑s−2
k=1 ckσk−1(λ;i) > 0

}
is

contained in

⋂
{i1<···<is−2}⊂{1,··· ,i−1,i+1,···n}

{σ1(λ;i,i1,··· ,is−2) > qi,i1,··· ,is−2}

by ignoring the Cartesian product R term. Without loss of generality, we only consider the

case i = 1. Let (λ̃1, · · · , λ̃m) ∈ Γm
f and consider the following section

λ1(λ2, · · · , λm) :=
−σs(λ;1) +

∑s−2
k=0 ckσk(λ;1) + f(λ̃)

σs−1(λ;1) −
∑s−2

k=1 ckσk−1(λ;1)
,

where f(λ̃) = σs(λ̃)−
∑s−2

k=0 ckσk(λ̃) > 0. Notice that this section λ1 in Γm
f is defined on this

connected component of
{
σs−1(λ;1) −

∑s−2
k=1 ckσk−1(λ;1) > 0

}
, continuous, and

λ1(λ̃2, · · · , λ̃m) =
−σs(λ̃;1) +

∑s−2
k=0 ckσk(λ̃;1) + f(λ̃)

σs−1(λ̃;1) −
∑s−2

k=1 ckσk−1(λ̃;1)
= λ̃1.

Moreover, for any (λ2, · · · , λm) ∈
{
σs−1(λ;1) −

∑s−2
k=1 ckσk−1(λ;1) > 0

}
, we get

λ1(λ2, · · · , λm)σs−1(λ;1) − λ1(λ2, · · · , λm)
s−2∑
k=1

ckσk−1(λ;1) + σs(λ;1) −
s−2∑
k=0

ckσk(λ;1) > 0.

Thus, if this connected component of
{
σs−1(λ;1) −

∑s−2
k=1 ckσk−1(λ;1) > 0

}
is not contained

in
⋂

{i1<···<is−2}⊂{2,··· ,n}{σ1(λ;1,i1,··· ,is−2) > q1,i1,··· ,is−2}, then we get a contradiction. Hence,

this connected component of
{
σs−1(λ;i) −

∑s−2
k=1 ckσk−1(λ;i) > 0

}
is Υ-stable and will be the

unique connected component contained in the Υ1-cone of Γm−1
fi

by mathematical induction.
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We now show that the Υ1-cone of Γm
f is exactly

⋂
1≤i≤m

{
σs−1(λ;i) −

s−2∑
k=1

ckσk−1(λ;i) > 0
}
.

Then, the rest follows from mathematical induction. By the previous arguments, we know

Γm
f ⊆

⋂
1≤i≤m

{
σs−1(λ;i) −

s−2∑
k=1

ckσk−1(λ;i) > 0
}

=: Υ1.

By mathematical induction, since
{
σs−1(λ;i) −

∑s−2
k=1 ckσk−1(λ;i) > 0

}
is Υ-stable, we get

⋂
1≤i≤m

{
σs−1(λ;i) −

s−2∑
k=1

ckσk−1(λ;i) > 0
}
⊆

⋂
1≤i<j≤m

{
σs−2(λ;i,j) −

s−2∑
k=2

ckσk−2(λ;i,j) > 0
}

⊆ · · · ⊆
⋂

1≤i1<···<is−1≤m

{σ1(λ;i1,··· ,is−1) > 0}.

Last, similar to before, there exists a unique connected component of {f(λ) > 0} such that

the intersection with Υ1 is not empty. This finishes the proof.

In the proof of Lemma 2.4, we also obtain the following result, let us list this result here.

Lemma 2.5. Let f(λ) := σs(λ) −
∑s−1

k=0 ckσk(λ) be a general σk type multilinear polynomial

and Γn
f be a connected component of {f(λ) > 0}. If Γn

f is Υ-stable, then for any λ ∈ Υl,

λ + Γn ⊂ Υl for l ∈ {0, 1, · · · , s− 1}. Here, we write Γn
f = Υ0 and Γn is the closure of Γn.

As a consequence, for any l ∈ {0, 1, · · · , s− 1}, as a set Υl will be

Υl =
⋂

1≤i1<···<il≤n

{
σs−l(λ;i1,··· ,il) −

s−1∑
k=l

ckσk−l(λ;i1,··· ,il) > 0
}
∩ Υl+1.

In particular, for any λ ∈
{
σs(λ) −

∑s−1
k=0 ckσk(λ) > 0

}
∩ Υ1, we have λ ∈ Γn

f .

Remark 2.6. By Lemma 2.4, the Υ-cones are defined by systems of inequalities of polyno-

mials, so they are semialgebraic sets in real algebraic geometry.
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The boundary of the Υ-cones will have the following relations.

Lemma 2.6. Let f(λ) := σs(λ) −
∑s−1

k=0 ckσk(λ) be a general σk type multilinear polynomial

and Γn
f be a connected component of {f(λ) > 0}. If Γn

f is Υ-stable and Υl ̸=
(
cs−1, · · · , cs−1

)
+

Γn for some l ∈ {0, · · · , s− 2}, then either ∂Υl ∩ ∂Υl+1 = ∅ or {(xl, · · · , xl)}. Here, xl will

be the largest real value satisfiesÇ
n− l

s− l

å
xs−l
l −

s−1∑
k=l

ck

Ç
n− l

k − l

å
xk−l
l = 0 =

Ç
n− l − 1

s− l − 1

å
xs−l−1
l −

s−1∑
k=l+1

ck

Ç
n− l − 1

k − l − 1

å
xk−l−1
l .

Moreover, if Γn
f is strictly Υ-stable, then ∂Υ0 ∩ ∂Υ1 = ∂Γn

f ∩ ∂Υ1 = ∅.

Proof. There is nothing to prove when s = 1. In addition, when s = n, this can be done due

to previous work in [52], so we may assume n− 1 ≥ s ≥ 2. We use mathematical induction

on the number of variables n to prove this, for convenience, we assume cs−1 = 0. First, when

n = 1 or n = 2, there is nothing to prove. Second, suppose the statement is true when

n = m− 1. Then, when n = m, we only need to prove the case that Υ0 = Γm
f ̸= Γm, the rest

follows directly by mathematical induction. If Υ1 = Γm, then s = n and f = λ1 · · ·λm − c0

with c0 > 0 by Lemma 2.4. This can be done due to [52]. We consider the case that Υ1 ̸= Γm,

for any (λ1, · · · , λm) ∈ ∂Υ0, we have

0 = σs(λ) −
s−2∑
k=0

ckσk(λ) = λ1

(
σs−1(λ;1) −

s−2∑
k=1

ckσk−1(λ;1)
)

+ σs(λ;1) −
s−2∑
k=0

ckσk(λ;1).

Due to Lemma 2.4, Υ0 is contained in Υ1. This implies that

s−2∑
k=0

ckσk(λ;1) − σs(λ;1) = λ1

(
σs−1(λ;1) −

s−2∑
k=1

ckσk−1(λ;1)
)
≥ 0.

If ∂Υ0 ∩ ∂Υ1 ̸= ∅, we use the method of Lagrange multipliers to find the local extrema of
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∑s−2
k=0 ckσk(λ;1) − σs(λ;1) under the constraint σs−1(λ;1) −

∑s−2
k=1 ckσk−1(λ;1) = 0. Let

F(λ2, · · · , λm, µ) :=
s−2∑
k=0

ckσk(λ;1) − σs(λ;1) − µ
(
σs−1(λ;1) −

s−2∑
k=1

ckσk−1(λ;1)
)
. (2.15)

By taking the partial derivative of quantity (2.15) with respect to µ and λi, we have

∂F/∂µ = −σs−1(λ;1) +
s−2∑
k=1

ckσk−1(λ;1); (2.16)

∂F/∂λi =
s−2∑
k=1

ckσk−1(λ;1,i) − σs−1(λ;1,i) − µ
(
σs−2(λ;1,i) −

s−2∑
k=2

ckσk−2(λ;1,i)
)
, (2.17)

for i ∈ {2, · · · ,m}. At ∇F = 0, we subtract equation (2.17) by (2.16) and get

0 = ∂F/∂λi − ∂F/∂µ = (λi − µ)
(
σs−2(λ;1,i) −

s−2∑
k=2

ckσk−2(λ;1,i)
)

for all i ∈ {2, · · · ,m}. By mathematical induction, ∂Υ1 ∩ ∂Υ2 = ∅ or {(x1, · · · , x1)}. Here

x1 is the largest real value satisfies bothÇ
m− 1

s− 1

å
xs−1
1 −

s−2∑
k=1

ck

Ç
n− 1

k − 1

å
xk−1
1 = 0 =

Ç
m− 2

s− 2

å
xs−2
1 −

s−2∑
k=2

ck

Ç
m− 2

k − 2

å
xk−2
1 .

No matter which case, there exists only one local minimum (x1, · · · , x1), whereÇ
m− 1

s− 1

å
xs−1
1 −

s−2∑
k=1

ck

Ç
n− 1

k − 1

å
xk−1
1 = 0.

Since we assume ∂Υ0 ∩ ∂Υ1 ̸= ∅ and by above, there exists only one critical point. It is a

global minimum, ∂Υ0 ∩ ∂Υ1 = {(x1, · · · , x1)}, and x1 also satisfiesÇ
m

s

å
xs
1 −

s−2∑
k=0

ck

Ç
n

k

å
xk
1 = 0.

This finishes the proof.
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Proposition 2.6. Let f(λ) := σs(λ)−
∑s−1

k=0 ckσk(λ) be a general σk type multilinear polyno-

mial. For s > 1 and any q ∈ Rn, there exists at most one connected component of {f(λ) ̸= 0}

which is contained in
⋂

1≤i1<···<is−1≤n{σ1(λ;i1,··· ,is−1) > qi1,··· ,is−1} and this connected compo-

nent will be a connected component of {f(λ) > 0}.

Proof. When s = n, this can be done due to previous work in [52], so we may assume

n− 1 ≥ s ≥ 2. We use mathematical induction on the number of variables n to prove this,

for convenience, we assume cs−1 = 0. First, when n = 1 or n = 2, there is nothing to prove.

Second, suppose the statement is true when n = m−1. Then, when n = m, for any connected

component of {f(λ) ̸= 0} which is contained in
⋂

1≤i1<···<is−1≤n{σ1(λ;i1,··· ,is−1) > qi1,··· ,is−1}

for some q ∈ R( m
s−1). If there exists a point (λ1, · · · , λm) such that fi(λ1, · · · , λm) = 0 for

some i ∈ {1, · · · ,m}. Then for any λ̃i ≤ λi, we always have

f(λ1, · · · , λi−1, λ̃i, λi+1, · · · , λm) = f(λ1, · · · , λm).

This gives a contradiction. By induction and similar to previous proofs, we see that this con-

nected component of {f(λ) ̸= 0} will be contained in ∩i∈{1,··· ,m}{fi > 0}. Here, by ignoring

the Cartesian product R term, for convenience, we write {fi > 0} as the unique connected

component of {fi > 0} which is contained in
⋂

{i1<···<is−2}⊂{1,··· ,i−1,i+1,··· ,m}{σ1(λ;i,i1,··· ,is−2) >

qi,i1,··· ,is−2}. By the proof in Lemma 2.4, this connected component of {f ̸= 0} will be a

connected component of {f > 0} and is unique by Lemma 2.5. This finishes the proof.

Proposition 2.7. Let f(λ) := σs(λ) −
∑s−1

k=0 ckσk(λ) be a general σk type multilinear poly-

nomial and Γn
f be a connected component of {f(λ) > 0} which is Υ-stable. Then for any

l ∈ {0, · · · , s− 1}, the boundary ∂Υl of the Υl-cone separates the ambient space Rn into two

disjoint connected components.
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Proof. For convenience, we assume that cs−1 = 0. By Lemma 2.4, we have

Γn
f ⊆ Υ1 ⊆ Υ2 ⊆ · · · ⊆ Υs−1 =

⋂
1≤i1<···<is−1≤n

{σ1(λ;i1,··· ,is−1) > 0}.

For any l ∈ {0, · · · , s − 1}, we consider the following two open sets Υl and Rn\Υl. By

Lemma 2.4, Υl is connected. Similar to the proof in Lemma 2.4, we can also show that

Rn\Υl is connected. For any (λ1, · · · , λn) ∈ Rn\Υl, we have a straight path connecting

(λ1, · · · , λn) to (λmin, λ2, · · · , λn), where λmin := min{λ1, · · · , λn}. Suppose that there exists

(λ̃, λ2, · · · , λn) on this path such that (λ̃, λ2, · · · , λn) ∈ Υl. Then, by Lemma 2.5, we get

(λ1, · · · , λn) ∈ Υl, which gives a contradiction. We can find a piecewise linear path connect-

ing (λ1, · · · , λn) to (λmin, · · · , λmin) and for any point on this path, this point is in Rn\Υl.

Hence, Rn\Υl is open and connected. By standard topology arguments, the boundary ∂Υl

separates Rn into two disjoint connected components. This finishes the proof.

Proposition 2.8. Let f(λ) := σs(λ) −
∑s−1

k=0 ckσk(λ) be a general σk type multilinear poly-

nomial and Γn
f be a connected component of {f(λ) > 0} which is (strictly) Υ-stable. For

any l ∈ {1, · · · , n − 1}, suppose (µ1, · · · , µl) ∈ Γl
f . Then for any a ∈ Sn, by fixing the

a(k)-th entry λa(k) equals µk for all k ∈ {1, · · · , l}, and treat the rest as variables. f is a

degree min{s, n− l} general σk type multilinear polynomial with n− l variables and the cross

section will be (strictly) Υ-stable.

Proof. When s = 1, this is automatically true. When s = n, this can be done due to the work

in [52]. So we may assume 2 ≤ s ≤ n − 1. We use mathematical induction on the number

of variables n to prove this, for convenience, we assume cs−1 = 0. First, when n = 1 or

n = 2, the proof is straightforward. Second, suppose the statement is true when n = m− 1.

Then, when n = m, it suffices to prove the statement by fixing a single entry, say µ1 ∈ Γ1
f
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for convenience, the rest follows by induction. By symmetry, we fix λ1 = µ1, then we get

f(µ1, λ2, · · · , λm) = σs(λ;1) + µ1σs−1(λ;1) − cs−2σs−2(λ;1) −
s−3∑
k=0

(
µ1ck+1 + ck

)
σk(λ;1).

By Lemma 2.4, since Γm
f is Υ-stable, Γm

f ⊂
⋂

1≤i1<···<is−1≤n{σ1(λ;i1,··· ,is−1) > 0}. Thus, we

can also verify that this connected component of

{f(µ1, λ2, · · · , λm) > 0}

=
{
σs(λ;1) + µ1σs−1(λ;1) − cs−2σs−2(λ;1) −

s−3∑
k=0

(
µ1ck+1 + ck

)
σk(λ;1) > 0

}

is contained in
⋂

2≤i1<···<is−1≤n{σ1(λ;i1,··· ,is−1) > 0} by ignoring the first entry µ1. So the

cross section λ1 = µ1 is again Υ-stable. For the strict Υ-stableness, the proof is similar, so

this finishes the proof.

Theorem 2.2 (Positivstellensatz). Let f(λ) := σs(λ) −
∑s−1

k=0 ckσk(λ) be a general σk type

multilinear polynomial. There exists a connected component Γn
f of {f(λ) > 0} which is Υ-

stable if and only if the diagonal restriction rf (x) of f(λ), which is defined by the following

rf (x) := f(x, · · · , x) =
Ç
n

s

å
xs −

s−1∑
k=0

ck

Ç
n

k

å
xk, (2.18)

is right-Noetherian. Moreover, Γn
f is strictly Υ-stable iff rf is strictly right-Noetherian.

Proof. For convenience, we assume cs−1 = 0. If Γn
f is Υ-stable, by Lemma 2.4, then we have

Γn
f ⊆ Υ1 ⊆ Υ2 ⊆ · · · ⊆ Υs−1 =

⋂
1≤i1<···<is−1≤n

{σ1(λ;i1,··· ,is−1) > 0}.

For λ > 0 sufficiently large, by Lemma 2.5, we have (λ, · · · , λ) ∈ Γn
f . By decreasing the

value of λ, since Γn
f is contained in

⋂
1≤i1<···<is−1≤n{σ1(λ;i1,··· ,is−1) > 0}, there exists a largest
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x0 ≥ 0 such that

f(x0) = f(x0, · · · , x0) = rf (x0) =
Ç
n

s

å
xs
0 −

s−2∑
k=0

ck

Ç
n

k

å
xk
0 = 0.

Otherwise we will get a contradiction. Similarly, there exists a largest x1 ≥ 0 such that

fn(x1) = fn(x1, · · · , x1) =
1

n

d

dx

∣∣∣
x=x1

rf (x) =
Ç
n− 1

s− 1

å
xs−1
1 −

s−2∑
k=1

ck

Ç
n− 1

k − 1

å
xk−1
1 = 0.

If x1 > x0, then f(x1) = f(x1, · · · , x1) > 0. So, we have (x1, · · · , x1) ∈ Γn
f ⊆ Υ1, which

implies that fn(x1) > 0. This contradicts fn(x1) = 0. If we inductively let xi be the

largest real root of r
(i)
f (x) for i ∈ {0, · · · , s − 1}, then similarly we obtain the following

right-Noetherianness of rf (x): x0 ≥ x1 ≥ · · · ≥ xs−1 = 0.

On the other hand, for convenience, we assume that cs−1 = 0. If the diagonal restriction

rf (x) =
(
n
s

)
xs −

∑s−2
k=0 ck

(
n
k

)
xk is right-Noetherian, then we use mathematical induction on

the number of variables n. When n = 1 or n = 2, this is true. Suppose the statement is true

when n = m− 1. When n = m, for any i ∈ {1, · · · ,m} we get

rfi(x) =
Ç
m− 1

s− 1

å
xs−1 −

s−2∑
k=1

ck

Ç
m− 1

k − 1

å
xk−1 =

1

m

d

dx
rf (x).

This implies that rfi is still right-Noetherian. By mathematical induction, there exists a

connected component Γm−1
fi

of {fi > 0} which is Υ-stable for all i ∈ {1, · · · ,m}. As a conse-

quence, by Lemma 2.4, Γm−1
fi

is contained in
⋂

{i1<···<is−2}⊂{1,··· ,i−1,i+1,··· ,m}{σ1(λ;i,i1,··· ,is−2) >

0}. By Lemma 2.6, if ∂Γm−1
fi

∩ ∂
⋂

{i1<···<is−2}⊂{1,··· ,i−1,i+1,··· ,m}{σ1(λ;i,i1,··· ,is−2) > 0} ≠ ∅, then

f(λ) = σs(λ)−c0. We have c0 ≥ 0, which is guaranteed by the right-Noetherianness of rf . Let

Γm
f be the connected component of {f(λ) > 0} contained in

⋂
1≤i1<···<is−1≤m{σ1(λ;i1,··· ,is−1) >

0}, then Γm
f will be Υ-stable.

Now, let Γm
f be the open connected component of {f(λ) > 0} containing the ray {(x, · · · , x) ∈

36



Rm : x > x0}. For the case ∂Γm−1
fi

∩ ∂
⋂

{i1<···<is−2}⊂{1,··· ,i−1,i+1,··· ,m}{σ1(λ;i,i1,··· ,is−2) > 0} = ∅,

suppose that Γm
f is not contained in Γm

fi
for some i ∈ {1, · · · ,m}. Here Γm

fi
= Γm−1

fi
×R. By

Proposition 2.7, since Γm−1
fi

is Υ-stable, the boundary ∂Γm−1
fi

separates Rm−1 into two disjoint

connected components. Thus, Γm
fi

separates Rm into two disjoint connected components.

Since any connected set in Rm is also path connected, there exists (λ̃1, · · · , λ̃m) ∈ Γm
f ∩∂Γm

fi
.

That is,

f(λ̃) = σs(λ̃) −
s−2∑
k=0

ckσk(λ̃) > 0 and σs−1(λ̃;i) −
s−2∑
k=1

ckσk−1(λ̃;i) = 0

for some i ∈ {1, · · · ,m}. Say i = 1 for convenience. At this point (λ̃1, · · · , λ̃m), we get

s−2∑
k=0

ckσk(λ̃;1) − σs(λ̃;1) = −f(λ̃) < 0. (2.19)

Similar to the proof in previous Lemma 2.6, we use the method of Lagrange multipli-

ers to find the local extrema of
∑s−2

k=0 ckσk(λ;1) − σs(λ;1) under the constraint σs−1(λ;1) −∑s−2
k=1 ckσk−1(λ;1) = 0. There exists only one local extremum at (x1, · · ·x1), where x1 is the

largest real root of rf1(x). Since Γm−1
fi

is Υ-stable, by Lemma 2.6, we can treat λm as a

function in terms of λ2, · · · , λm−1 and smooth when (λ2, · · · , λm) ̸= (x1, · · · , x1). By taking

the derivative of the quantity
∑s−2

k=0 ckσk(λ;1)− σs(λ;1) and the equation f1 = 0 with respect

to i ∈ {2, · · · ,m− 1}, we get

∂

∂λi

( s−2∑
k=0

ckσk(λ;1) − σs(λ;1)
)

= λi

(
σs−2(λ;1,i) −

s−2∑
k=2

ckσk−2(λ;1,i)
)

+ λm
∂λm

∂λi

(
σs−2(λ;1,m) −

s−2∑
k=2

ckσk−2(λ;1,m)
)

= λif1i + λm
∂λm

∂λi

f1m. (2.20)
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Also, on σs−1(λ;1) −
∑s−2

k=1 ckσk−1(λ;1) = 0, we have

0 =
∂

∂λi

f1 =
∂

∂λi

(
σs−1(λ;1) −

s−2∑
k=1

ckσk−1(λ;1)
)

= f1i +
∂λm

∂λi

f1m. (2.21)

By combining equations (2.20) and (2.21), we get

∂

∂λi

( s−2∑
k=0

ckσk(λ;1) − σs(λ;1)
)

= λif1i − λmf1i = (λi − λm)f1i. (2.22)

By setting λi ≥ λm for all i ∈ {2, · · · ,m − 1} and since Γm−1
fi

is Υ-stable, quantity (2.22)

is always positive on the level set {f1 = 0}. By (2.22) and the fact that (x1, · · ·x1) is the

unique local extrema of
∑s−2

k=0 ckσk(λ;1)− σs(λ;1), for any (λ2, · · · , λm) on {f1 = 0}, we have

s−2∑
k=0

ckσk(λ;1) − σs(λ;1) ≥
s−2∑
k=0

ck

Ç
m− 1

k

å
xk
1 −

Ç
m− 1

s

å
xs
1. (2.23)

Since x1 is a root of rf1 , we obtain,

rf (x1) = xm
1 −

m−2∑
k=0

ck

Ç
m

k

å
xk
1

= x1

(Ç
m− 1

s− 1

å
xs−1
1 −

s−2∑
k=1

ck

Ç
m− 1

k − 1

å
xk−1
1

)
+
Ç
m− 1

s

å
xs
1 −

s−2∑
k=0

ck

Ç
m− 1

k

å
xk
1

=
Ç
m− 1

s

å
xs
1 −

s−2∑
k=0

ck

Ç
m− 1

k

å
xk
1. (2.24)

By combining inequalities (2.19), (2.23), and (2.24), we get

0 > −f(λ̃) =
s−2∑
k=0

ckσk(λ̃;1) − σs(λ̃;1) ≥
s−2∑
k=0

ck

Ç
m− 1

k

å
xk
1 −

Ç
m− 1

s

å
xs
1 = −rf (x1)

≥ −rf (x0) = 0.

Here x0 is the largest real root of rf . This gives a contradiction, in conclusion, Γm
f is contained
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in Γm
fi

for all i ∈ {1, · · · ,m}. This implies that Γm
f is Υ-stable. Similarly, we can show that Γn

f

is strictly Υ-stable if and only if rf is strictly right-Noetherian. This finishes the proof.

Proposition 2.9. Let f(λ) := σs(λ)−
∑s−1

k=0 ckσk(λ) be a general σk type multilinear polyno-

mial. If one level set of {f(λ) = 0} is contained in
⋂

1≤i1<···<is−1≤n{σ1(λ;i1,··· ,is−1) > qi1,··· ,is−1}

for some q ∈ R( n
s−1), then this level set is unique and there exists a unique connected compo-

nent of {f(λ) > 0}, which is strictly Υ-stable and the boundary will be this level set.

Proof. We only need to consider the case s ≥ 2 and we use mathematical induction to prove

this, for convenience, we assume cs−1 = 0. First, when n = 1, there is nothing to prove.

Second, when n = 2, this can be done due to previous work in [52]. Suppose the statement

is true when n = m− 1. Then, when n = m, if there exists a point (λ1, · · · , λn) on this level

set {f = 0} such that fi(λ1, · · · , λn) = 0 for some i ∈ {1, · · · , n}, then for λ̃i ≤ λi, we always

have f(λ1, · · · , λi−1, λ̃i, λi+1, · · · , λn) = f(λ1, · · · , λn) = 0. By letting λ̃i approach −∞, this

gives a contradiction. By Proposition 2.6, this level set of {f = 0} will be contained in

∩i∈{1,··· ,m}{fi > 0}. Hence, this level set will be the following graph

λm =
−σs(λ;m) +

∑s−2
k=0 ckσk(λ;m)

σs−1(λ;m) −
∑s−2

k=1 ckσk−1(λ;m)

over {fm > 0}. We define Γm
f by

Γm
f :=

{
λ : (λ1, · · · , λm−1) ∈ {fm > 0} and λm >

−σs(λ;m) +
∑s−2

k=0 ckσk(λ;m)

σs−1(λ;m) −
∑s−2

k=1 ckσk−1(λ;m)

}
.

We have Γm
f is open and connected. If Γm

f is not a connected component of {f(λ) > 0}, say

there exists (λ̃1, · · · , λ̃m) /∈ Γm
f in this connected component. Then it suffices to check the

case that (λ̃1, · · · , λ̃m−1) /∈ {fm > 0}. Since connected set in Rm is also path connected and
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by induction, there exists (λ̂1, · · · , λ̂m) such that

f(λ̂1, · · · , λ̂m−1, λ̂m) = σs(λ̂;m) −
s−2∑
k=0

ckσk(λ̂;m) > 0 and fm(λ̂1, · · · , λ̂m−1) = 0.

The rest follows by the proof in Theorem 2.2, we use the method of Lagrange multipliers to

get a contradiction. So, Γm
f is an open connected component of {f(λ) > 0} which is strictly

Υ-stable and the boundary ∂Γm
f will be this level set. Similarly, a connected component of

{f(λ) > 0} satisfies these properties will be unique. This finishes the proof.

Proposition 2.10. Let f(λ) := σs(λ) −
∑s−1

k=0 ckσk(λ) be a Υ-stable general σk type multi-

linear polynomial. For any k ∈ {0, · · · , n− 1} and (λ̃1, · · · , λ̃n) ∈ Rn, there exists a unique

tk ∈ R such that (λ̃1 + tk, · · · , λ̃n + tk) ∈ ∂Υk. Moreover, t0 ≥ t1 ≥ · · · ≥ ts−1.

Proof. For convenience, we assume cs−1 = 0. By hypothesis and Lemma 2.4, since f =

σs(λ) −
∑s−2

k=0 ckσk(λ) is Υ-stable, we get

Γn
f = Υ0 ⊆ Υ1 ⊆ Υ2 ⊆ · · · ⊆ Υs−1 =

⋂
1≤i1<···<is−1≤n

{σ1(λ;i1,··· ,is−1) > 0},

and for any l ∈ {1, · · · , s− 1}

Υl :=
⋂

1≤i1<···<il≤n

Γn
fi1···il

=
⋂

1≤i1<···<il≤n

{
σs−l(λ;i1,··· ,il) −

s−2∑
k=l

ckσk−l(λ;i1,··· ,il) > 0
}
.

When k = s− 1, by considering a system of linear equations, there exists a unique ts−1 ∈ R

such that (λ̃1+ts−1, · · · , λ̃n+ts−1) ∈ ∂Υs−1. Suppose the statement holds when k = m. When

k = m − 1, since (λ̃1 + tm, · · · , λ̃n + tm) ∈ ∂Υm, we have (λ̃1 + tm, · · · , λ̃n + tm) /∈ Υm−1.

If (λ̃1 + tm, · · · , λ̃n + tm) ∈ ∂Υm−1, then we have tm−1 = tm. A quick observation gives

(λ̃1 + t, · · · , λ̃n + t) ∈ Υm−1 for t > tm−1. This gives the uniqueness of tm−1 and we justify

the mathematical induction. If not, we try to show that there exists a unique tm−1 > tm such

that (λ̃1+tm−1, · · · , λ̃n+tm−1) ∈ ∂Υm−1. Again, we have (λ̃1+t, · · · , λ̃n+t) ∈ Υm for t > tm.
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For t > tm sufficiently large, we have (λ̃1+t, · · · , λ̃n+t) ∈ Υm−1. Hence, by the intermediate

value theorem, there exists a tm−1 > tm such that (λ̃1 + tm−1, · · · , λ̃n + tm−1) ∈ Υm−1. The

uniqueness can be ensured because (λ̃1 + tm−1, · · · , λ̃n + tm−1) ∈ Υm, otherwise we will get

a contradiction. This finishes the proof.

Here, we define a first order differential operator D on multilinear polynomials by

D =
n∑

i=1

∂

∂λi

.

We also define the following ratio for Υ-stable general σk type multilinear polynomials.

Definition 2.8. Let f(λ) := σs(λ)−
∑s−1

k=0 ckσk(λ) be a Υ-stable general σk type multilinear

polynomial, we define the following ratio αf of f to be the following

αf :=
f ·D2f

(Df)2
.

We have the following generalization of Theorem 2.1.

Theorem 2.3 (General Newton–Maclaurin’s Inequality). Let f(λ) := σs(λ)−
∑s−1

k=0 ckσk(λ)

be a Υ-stable general σk type multilinear polynomial. For any k ∈ {0, · · · , s − 2}, the ratio

αDkf = Dkf ·Dk+2f/(Dk+1f)2 is increasing on Υk+1 ∩
{

(λ̃1 + t, · · · , λ̃n + t) : t ∈ R
}
for any

(λ̃1, · · · , λ̃n) ∈ Υk+1. In particular, for any k ∈ {0, · · · , s− 2}, we have

αDkf =
Dkf ·Dk+2f(

Dk+1f
)2 ≤ 1 − 1

s− k
on Υk+1.

Proof. For any k ∈ {0, · · · , s− 2}, similar to Lemma 2.1, we have the following

DαDkf =
Dk+2f

Dk+1f

(
1 + (αDk+1f − 2)αDkf

)
(2.25)
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and

Dkf = k!
Ç
n− s + k

n− s

å
σs−k(λ) −

s−1∑
j=k

j!
Ç
n− s + j

n− s

å
cjσj−k(λ). (2.26)

We assume cs−1 = 0 for convenience and we use mathematical induction on the degree s to

prove this. When s = 1, then we have f(λ) = σ1(λ) and αf = (σ1(λ))·0
n2 = 0. So the statement

is automatically true. When s = 2, we have

αf =
f ·D2f

(Df)2
=

(σ2(λ) − c0) · n(n− 1)

(n− 1)2σ2
1(λ)

=
n(σ2(λ) − c0)

(n− 1)σ2
1(λ)

and

Dαf =
n

n− 1

(n− 1)σ2
1(λ) − 2nσ2(λ) + 2nc0

σ3
1(λ)

=
n

n− 1

∑
i<j(λi − λj)

2 + 2nc0

σ3
1(λ)

≥ 0

Notice that the equality happens only when λ1 = · · · = λn and c0 = 0. In addition, we have

αDf =
Df ·D3f

(D2f)2
=

(n− 1)σ1(λ) · 0

n2(n− 1)2
= 0 and DαDf = 0.

So the statement holds when s = 1 or s = 2, suppose the statement holds when s = m−1 < n.

When s = m, for k ∈ {1, · · · ,m − 1}, by mathematical induction, the ratio αDkf will be

increasing on Υk+1∩
{

(λ̃1 + t, · · · , λ̃n + t) : t ∈ R
}

for any (λ̃1, · · · , λ̃n) ∈ Υk+1. In particular,

by equation (2.25), we get

αDkf =
Dkf ·Dk+2f(

Dk+1f
)2 ≤ lim

t→∞

Dkf(λ + t) ·Dk+2f(λ + t)

(Dk+1f(λ + t))2

= lim
t→∞

k!
(
n−m+k
n−m

)
σm−k(t) · (k + 2)!

(
n−m+k+2

n−m

)
σm−k−2(t)(

(k + 1)!
(
n−m+k+1

n−m

)
σm−k−1(t)

)2 =
m− k − 1

m− k
.
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We only need to prove the case when k = 0, by equation (2.25), we have

Dαf =
D2f

Df

(
1 + (αDf − 2)αf

)
.

For any (λ̃1, · · · , λ̃n) ∈ Υ1, we define I :=
{
t ∈ R : (λ̃1 + t, · · · , λ̃n + t) ∈ Υ1 and 1

2−αDf
(λ̃1 +

t, · · · , λ̃n + t) > αf (λ̃1 + t, · · · , λ̃n + t)
}

. By Proposition 2.10, there exists t0 such that

(λ̃1 + t0, · · · , λ̃n + t0) ∈ ∂Υ0. If (λ̃1 + t0, · · · , λ̃n + t0) ∈ ∂Υ1, then by Lemma 2.6, either

λ̃1 = · · · = λ̃n or Υ0 = Γn. For the case λ̃1 = · · · = λ̃n, this can be done by Theorem 2.1.

For the case Υ0 = Γn, we get s = m = n and f(λ) = λ1 · · ·λn. Hence, we have

Dαf =
2

σ3
n−1

(
σ2
n−1σn−2 − 4σnσ

2
n−2 + 3σnσn−1σn−3

)
.

When n = 1 or n = 2, the proof is straight forward. When n = 3, we get

σ2
2σ1 − 4σ3σ

2
1 + 3σ3σ2σ0 = λ3

1(λ2 − λ3)
2 + λ3

2(λ1 − λ3)
2 + λ3

3(λ1 − λ2)
2 ≥ 0.

We consider the remaining case n ≥ 4 and without loss of generality, we say (λ̃1+t0, · · · , λ̃n+

t0) = (ϵ̃1, · · · , ϵ̃k, 0, · · · , 0) and n − 1 ≥ k ≥ 0 with ϵ̃j > 0 for any j ∈ {1, · · · , k}. The case

k = 0 is the case λ̃1 = · · · = λ̃n, so we can ignore this case. Since we have

lim
t→t+0

(
σ2
n−1σn−2 − 4σnσ

2
n−2 + 3σnσn−1σn−3

)
(λ̃1 + t, · · · , λ̃n + t)

= lim
t→0+

(
σ2
n−1σn−2 − 4σnσ

2
n−2 + 3σnσn−1σn−3

)
(ϵ̃1 + t, · · · , ϵ̃k + t, t, · · · , t),

we consider the term (σ2
n−1σn−2 − 4σnσ

2
n−2 + 3σnσn−1σn−3)(ϵ̃1 + t, · · · , ϵ̃k + t, t, · · · , t) when

t is close to 0. If n− 4 ≥ k, we get the following

σn = ϵ̃1 · · · ϵ̃ktn−k + σk−1(ϵ̃)t
n−k+1 + O(tn−k+2);

σn−1 =
Ç
n− k

1

å
ϵ̃1 · · · ϵ̃ktn−k−1 +

Ç
n− k + 1

1

å
σk−1(ϵ̃)t

n−k + O(tn−k+1);
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σn−2 =
Ç
n− k

2

å
ϵ̃1 · · · ϵ̃ktn−k−2 +

Ç
n− k + 1

2

å
σk−1(ϵ̃)t

n−k−1 + O(tn−k);

σn−3 =
Ç
n− k

3

å
ϵ̃1 · · · ϵ̃ktn−k−3 +

Ç
n− k + 1

3

å
σk−1(ϵ̃)t

n−k−2 + O(tn−k−1).

Here, we use the Big O notation. Thus, by some complicated computations, we have

(
σ2
n−1σn−2 − 4σnσ

2
n−2 + 3σnσn−1σn−3

)
(ϵ̃1 + t, · · · , ϵ̃k + t, t, · · · , t)

= (n− k)ϵ̃21 · · · ϵ̃2k · σk−1(ϵ̃)t
3n−3k−3 + O(t3n−3k−2).

For the case n− 1 ≥ k ≥ n− 3, if k = n− 1, then we have

(
σ2
n−1σn−2 − 4σnσ

2
n−2 + 3σnσn−1σn−3

)
(ϵ̃1 + t, · · · , ϵ̃n−1 + t, t)

= ϵ̃21 · · · ϵ̃2n−1 · σn−2(ϵ̃) + O(t).

If k = n− 2, then we get

(
σ2
n−1σn−2 − 4σnσ

2
n−2 + 3σnσn−1σn−3

)
(ϵ̃1 + t, · · · , ϵ̃n−2 + t, t, t)

= 2ϵ̃21 · · · ϵ̃2n−2 · σn−3(ϵ̃)t
3 + O(t4).

If k = n− 3, then we get

(
σ2
n−1σn−2 − 4σnσ

2
n−2 + 3σnσn−1σn−3

)
(ϵ̃1 + t, · · · , ϵ̃n−3 + t, t, t, t)

= 3ϵ̃21 · · · ϵ̃2n−3 · σn−4(ϵ̃)t
6 + O(t7).

No matter which case, when t > t0 is sufficiently close to t0, then (λ̃1 + t, · · · , λ̃n + t) ∈ I.

So I is not an empty set, moreover, I is an open set by the continuity of αf and αDf . If we

can show that I = (t0,∞), then we are done. If I ̸= (t0,∞), then we can find a smallest

t̃ ∈ (t0,∞) such that 1
2−αDf

(λ̃1 + t̃, · · · , λ̃n + t̃) = αf (λ̃1 + t̃, · · · , λ̃n + t̃). This is ensured
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because we can treat f as a polynomial in terms of t and

1

2 − αDf (λ̃ + t)
− αf (λ̃ + t)

=
1

2 − αDf (λ̃ + t)

(
1 − (2 − αDf (λ̃ + t))αf (λ̃ + t)

)
=

1

2 − αDf

(
1 −

(
2 − DfD3f

(D2f)2

) fD2f

(Df)2

)
=

1

(2 − αDf )(Df)2D2f

(
(Df)2D2f + fDfD3f − 2f(D2f)2

)
.

The term (Df)2D2f + fDfD3f − 2f(D2f)2 is just a polynomial in terms of t, so can only

have finitely many zeros. Then when t = t̃, we have

Dαf (λ̃ + t̃) =
D2f(λ̃ + t̃)

(
1 − (2 − αDf (λ̃ + t̃))αf (λ̃ + t̃)

)
Df(λ̃ + t̃)

= 0. (2.27)

On the other hand, since Df is Υ-stable and by mathematical induction, we have

D
∣∣∣
t=t̃

1

2 − αDf (λ̃ + t)
=

DαDf (λ̃ + t̃)

(2 − αDf (λ̃ + t̃))2
> 0. (2.28)

We get a contradiction. Otherwise by standard calculus argument and equation (2.27), there

exists a δ > 0 sufficiently small such that if |h| < δ, then we have

−1

3

DαDf (λ̃ + t̃)

(2 − αDf (λ̃ + t̃))2
<

αf (λ̃ + t̃) − αf (λ̃ + t̃− h)

h
<

1

3

DαDf (λ̃ + t̃)

(2 − αDf (λ̃ + t̃))2
. (2.29)

Since D
(

1
2−αDf (λ̃+t)

)
=

DαDf (λ̃+t)

(2−αDf (λ̃+t))2
, by inequality (2.28), for δ sufficiently small, we get

2

3

DαDf (λ̃ + t̃)

(2 − αDf (λ̃ + t̃))2
<

1
2−αDf (λ̃+t̃)

− 1
2−αDf (λ̃+t̃−h)

h
<

4

3

DαDf (λ̃ + t̃)

(2 − αDf (λ̃ + t̃))2
. (2.30)

Since t̃ is the smallest value such that 1/(2 − αDf (λ̃ + t)) = αf (λ̃ + t), by the intermediate

value theorem, we have λ̃ + t̃ − h ∈ I where δ > h > 0. Hence, by inequalities (2.29) and
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(2.30), we obtain

1

3

DαDf (λ̃ + t̃)

(2 − αDf (λ̃ + t̃))2
>

αf (λ̃ + t̃) − αf (λ̃ + t̃− h)

h
=

1
2−αDf (λ̃+t̃)

− αf (λ̃ + t̃− h)

h

>

1
2−αDf (λ̃+t̃)

− 1
2−αDf (λ̃+t̃−h)

h
>

2

3

DαDf (λ̃ + t̃)

(2 − αDf (λ̃ + t̃))2
.

This is a contradiction because DαDf > 0 by mathematical induction. Hence, I = (t0,∞).

For the last case, if (λ̃1 + t0, · · · , λ̃n + t0) /∈ ∂Υ1, then t0 ∈ I due to the fact that

αf (λ̃ + t0) =
f(λ̃ + t0) ·D2f(λ̃ + t0)

(Df(λ̃ + t0))2
= 0

and 2 − αDf (λ̃ + t0) ≥ 2 − (1 − 1
m−1

) = s
s−1

> 0. Hence, I is open and not an empty set.

Similar to the previous argument, we get I = (t1,∞), where (λ̃1 + t1, · · · , λ̃n + t1) ∈ ∂Υ1.

This finishes the proof.

Even though the original Newton–Maclaurin’s inequality holds as long as {λ1, · · · , λn} are

all real numbers, here, we mainly focus on the Υ-cones and we obtain a monotonicity result

due to Theorem 2.3.

Proposition 2.11. The ratio σk−1(λ)σk+1(λ)

σ2
k(λ)

is increasing on
⋂n

i=1

{
σk(λ;i) > 0

}
∩ {(λ̃1 +

t, · · · , λ̃ + t) : t ∈ R} for any (λ̃1, · · · , λ̃n) ∈
⋂n

i=1

{
σk(λ;i) > 0

}
. In particular, we have

σk−1(λ)σk+1(λ)

σ2
k(λ)

≤ k(n− k)

(k + 1)(n− k + 1)
on

n⋂
i=1

{
σk(λ;i) > 0

}
,

which is equivalent to

σk−1(λ)(
n

k−1

) · σk+1(λ)(
n

k+1

) ≤
(σk(λ)(

n
k

) )2 on
n⋂

i=1

{
σk(λ;i) > 0

}
.

Proof. By letting f = σk+1(λ), the diagonal restriction will be rf (x) =
(

n
k+1

)
xk+1, which is
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right-Noetherian. By Theorem-2.3, this finishes the proof.

Definition 2.9. Let f := σs(λ) −
∑s−1

k=0 ckσk(λ) and g := σs(λ) −
∑s−1

k=0 dkσk(λ) be two Υ-

stable general σk type multilinear polynomials. For i ∈ {0, · · · , s−1}, we write xi the largest

real root of the i-th derivative of the diagonal restriction r
(i)
f of f and yi the largest real root

of the i-th derivative of the diagonal restriction r
(i)
g of g. If yi ≥ xi for all i ∈ {0, · · · , s− 1},

then we say g ⋗ f .

Theorem 2.4 (Υ-dominance). Let f := σs(λ)−
∑s−1

k=0 ckσk(λ) and g := σs(λ)−
∑s−1

k=0 dkσk(λ)

be two Υ-stable general σk type multilinear polynomials. Then g ⋗ f if and only if Γn
g ⊂ Γn

f .

Proof. First, if s = 1, then we can write f(λ) = λ1+· · ·+λn−c0 and g(λ) = λ1+· · ·+λn−d0.

If g⋗f , then we have d0/n ≥ c0/n. This implies that Γn
g ⊂ Γn

f . On the other hand, if Γn
g ⊂ Γn

f ,

then we can also get g ⋗ f .

Second, for the case s = n, this case can be done due to previous work in [52]. Then, we

may assume that 2 ≤ s ≤ n − 1. We use mathematical induction on the variables n to

prove this, for convenience, we assume ds−1 = 0. When n = 1 or n = 2, the proof should

be straightforward. Suppose the statement is true when n = m− 1. Then, when n = m, if

Γm
g ⊂ Γm

f , by denoting the largest real root of r
(k)
f by xk and the largest real root of r

(k)
g by

yk, we immediately get y0 ≥ x0. The rest follows from mathematical induction, thus g ⋗ f .

On the other hand, if g ⋗ f , suppose Γm
g ̸⊂ Γm

f , there exists (λ̃1, · · · , λ̃m) such that

g(λ̃) = σs(λ̃) −
s−2∑
k=0

dkσk(λ̃) > 0 and f(λ̃) = σs(λ̃) −
s−1∑
k=0

ckσk(λ̃) ≤ 0.

Similar to the proof in previous Lemma 2.6, we use the method of Lagrange multipliers to find

the local extrema of f under the constraint g = g(λ̃). There exists only one local extremum

at (ỹ0, · · · ỹ0), where ỹ0 is the largest real root of the diagonal restriction of g − g(λ̃). In

addition, under the constraint g = g(λ̃) > 0, the partial derivative of f with respect to λi
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for i ∈ {1, · · · ,m− 1} will be

∂

∂λi

f = fi +
∂λm

∂λi

fm =
1

gm

(
figm − gifm

)
=

λm − λi

gm

(
gmfim − gimfm

)
. (2.31)

For the quantity gmfim − fimgm in equation (2.31), we have

∂

∂λi

(
gmfim − gimfm

)
= gimfim − gimfim = 0.

So the quantity gmfim − gimfm is independent of the value of λi and λm. By Theorem 2.4

and Proposition 2.9, since rg is right-Noetherian, we have g = g(λ̃) is contained in the

Υ1-cone Υg
1 of g − g(λ̃). By fixing the values of λ̃1, · · · , λ̃i−1, λ̃i+1, · · · , λ̃m and decreasing

the value of the i-th entry, it will intersect with {gm = 0}. At this intersection point, the

quantity gmfim − gimfm will be gmfim − gimfm = −gimfm ≤ 0. The last inequality is due to

mathematical induction, gm ⋗ fm if and only if Γm−1
gm ⊂ Γm−1

fm
. For convenience, we suppose

λm is the smallest value between {λ1, · · · , λm}, then equation (2.31) will satisfy

∂

∂λi

f =
λm − λi

gm
(gmfim − gimfm) ≥ 0.

By the fact that (ỹ0, · · · , ỹ0) is the unique local extrema of f under the constraint g = g(λ̃),

0 ≥ f(λ̃1, · · · , λ̃m) ≥ f(ỹ0, · · · , ỹ0) > f(y0, · · · , y0) ≥ f(x0, · · · , x0) = 0.

This is a contradiction, hence we finish the proof.

Here, we skip the proof of the following Lemma. By using mathematical induction, the proof

should be straightforward.

Lemma 2.7. Let f(λ) := σs(λ)−
∑s−1

k=0 ckσk(λ) and g(λ) := σs(λ)−
∑s−1

k=0 dkσk(λ) be two Υ-

stable general σk type multilinear polynomials. If g⋗f , then for any (λ̃1, · · · , λ̃n) ∈ {g > 0},

we have f(λ̃1, · · · , λ̃n) ≥ g(λ̃1, · · · , λ̃n).
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By considering the difference of two Υ-stable general σk type multilinear polynomials with

one Υ-dominant another, we get the following Positivstellensatz-type result.

Lemma 2.8. Let f(λ) := σs(λ) −
∑s−1

k=0 ckσk(λ) and g(λ) := σs(λ) −
∑s−1

k=0 dkσk(λ) be two

Υ-stable general σk type multilinear polynomials. If g ⋗ f , then

Γn
g ⊂ {f − g =

s−1∑
k=0

(dk − ck)σk(λ) ≥ 0}.

Proof. The proof follows from Theorem 2.4 and Lemma 2.7.

Note that similar to before, we need to specify the connected component of {g − f > 0}. A

simple application of Lemma 2.8 will be the inequality of arithmetic and geometric means.

2.3 Convexity of the Level Set

In this section, let f(λ) := σs(λ)−
∑s−1

k=0 ckσk(λ) be a general σk type multilinear polynomial.

If {f(λ) = 0} is strictly Υ-stable, then we use a classical way to prove the convexity of this

level set {f(λ) = 0}. By doing the substitution in Lemma-2.3, we may assume cs−1 = 0 and

consider the following general σk equation

f(λ) = f(λ1, · · · , λn) = σs(λ) −
s−2∑
k=0

ckσk(λ) = 0.

There are two ways to compute the convexity, first, if we write

h =

∑s−2
k=0 ckσk(λ)

σs(λ)
, (2.32)

then we have the following.
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Lemma 2.9. If the following n− 1 × n− 1 Hermitian matrix is positive semi-definite

(
hij + hnn

hihj

h2
n

− hin
hj

hn

− hjn
hi

hn

)
i,j∈{1,··· ,n−1}

, (2.33)

then the level set {h = c} is convex. Here, hi := ∂h/∂λi and hij := ∂2h/∂λi∂λj

Proof. Let V = (V1, · · · , Vn) ∈ Tλ

{
h = c

}
be a tangent vector, which gives,

∑
i hiVi = 0.

Then, to get convexity, which is equivalent to the following quantity

∑
i,j

hijViVj̄ (2.34)

is non-negative. Since V is a tangent vector, we can write Vn = −
∑n−1

i=1 hiVi/hn. By plugging

in quantity (2.34), we obtain

∑
i,j

hijViVj̄ =
n−1∑
i=1

(
hii + hnn

h2
i

h2
n

− 2hin
hi

hn

)
|Vi|2

+
∑

1≤i<j≤n−1

(
hij + hnn

hihj

h2
n

− hin
hj

hn

− hjn
hi

hn

)
(ViVj̄ + VīVj). (2.35)

So, if the following n− 1 × n− 1 Hermitian matrix is positive semi-definite

(
hij + hnn

hihj

h2
n

− hin
hj

hn

− hjn
hi

hn

)
i,j∈{1,··· ,n−1}

,

then the quantity (2.35) is non-negative. This implies that the level set {h = c} is convex.

If we write

λn = − σs(λ;n) −
∑s−2

k=0 ckσk(λ;n)

σs−1(λ;n) −
∑s−2

k=1 ckσk−1(λ;n)
, (2.36)

then the Hessian of λn is related to n− 1 × n− 1 Hermitian matrix (2.33) as follows.
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Lemma 2.10. Let h =
∑s−2

k=0 ckσk(λ)/σs(λ), then we have

hi = − H1;i

σs(λ)
and hij =

σs−1(λ;j)H1;i + σs−1(λ;i)H1;j

σ2
s(λ)

− (1 − δij)
H2;i,j

σs(λ)
,

where we denote by hi := ∂h/∂λi and hij := ∂2h/∂λi∂λj. Moreover, we have

hij + hnn
hihj

h2
n

− hin
hj

hn

− hjn
hi

hn

=
H1;jH2;i,n + H1;iH2;j,n

σs(λ)H1;n

− (1 − δij)
H2;i,j

σs(λ)
=

H1;n

σs(λ)

∂2

∂λi∂λj

λn. (2.37)

Here, for i, j, k pairwise distinct, we denote

H := hσs(λ) −
s−2∑
k=0

ckσk(λ); H0;i := hσs(λ;i) −
s−2∑
k=0

ckσk(λ;i);

H1;i := hσs−1(λ;i) −
s−2∑
k=1

ckσk−1(λ;i); H1;i,j := hσs−1(λ;i,j) −
s−2∑
k=1

ckσk−1(λ;i,j);

H2;i,j := hσs−2(λ;i,j) −
s−2∑
k=2

ckσk−2(λ;i,j); H2;i,j,k := hσs−2(λ;i,j,k) −
s−2∑
k=2

ckσk−2(λ;i,j,k).

Proof. First, we have the following

0 = H = λi

(
hσs−1(λ;i) −

s−2∑
k=1

ckσk−1(λ;i)
)

+ hσs(λ;i) −
s−2∑
k=0

ckσk(λ;i).

This implies that

H0;i := hσs(λ;i) −
s−2∑
k=0

ckσk(λ;i) = −λiH1;i. (2.38)

In addition, for i, j, k pairwise distinct, we get

H1;i = H1;i,j + λjH2;i,j; (2.39)

H2;i,j = H2;i,j,k + λkH3;i,j,k. (2.40)
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Second, for the first order partial derivatives of h, by equation (2.38), we get

hi =
∂h

∂λi

=
∂

∂λi

(∑s−2
k=0 ckσk(λ)

σs(λ)

)
=

σs(λ)
∑s−2

k=1 ckσk−1(λ;i) − σs−1(λ;i)
∑s−2

k=0 ckσk(λ)

σ2
s(λ)

=
σs(λ;i)

∑s−2
k=1 ckσk−1(λ;i) − σs−1(λ;i)

∑s−2
k=0 ckσk(λ;i)

σ2
s(λ)

=
σs(λ;i)

(
hσs−1(λ;i) −H1;i

)
− σs−1(λ;i)

(
hσs(λ;i) −H0;i

)
σ2
s(λ)

= − H1;i

σs(λ)
. (2.41)

Then, for the second order partial derivatives of h, by equation (2.38), we obtain

hij =
∂2h

∂λi∂λj

= − ∂

∂λj

( H1;i

σs(λ)

)
= − ∂

∂λj

(hσs−1(λ;i) −
∑s−2

k=1 ckσk−1(λ;i)

σs(λ)

)
= −hjσs−1(λ;i) + h(1 − δij)σs−2(λ;i,j) − (1 − δij)

∑s−2
k=2 ckσk−2(λ;i,j)

σs(λ)

+ σs−1(λ;j)
hσs−1(λ;i) −

∑s−2
k=1 ckσk−1(λ;i)

σ2
s(λ)

=
σs−1(λ;j)H1;i + σs−1(λ;i)H1;j

σ2
s(λ)

− (1 − δij)
H2;i,j

σs(λ)
. (2.42)

Hence, by equation (2.41) and (2.42), we have

hij + hnn
hihj

h2
n

− hin
hj

hn

− hjn
hi

hn

=
σs−1(λ;j)H1;i + σs−1(λ;i)H1;j

σ2
s(λ)

− (1 − δij)
H2;i,j

σs(λ)
+ 2

σs−1(λ;n)H1;iH1;j

σ2
s(λ)H1;n

−
(σs−1(λ;i)H1;n + σs−1(λ;n)H1;i

σ2
s(λ)

− H2;i,n

σs(λ)

)H1;j

H1;n

−
(σs−1(λ;j)H1;n + σs−1(λ;n)H1;j

σ2
s(λ)

− H2;j,n

σs(λ)

)H1;i

H1;n

=
H1;jH2;i,n + H1;iH2;j,n

σs(λ)H1;n

− (1 − δij)
H2;i,j

σs(λ)
. (2.43)

On the other hand, on h =
∑s−2

k=0 ckσk(λ)/σs(λ), we have

λn =
−hσs(λ;n) +

∑s−2
k=0 ckσk(λ;n)

hσs−1(λ;n) −
∑s−2

k=1 ckσk−1(λ;n)
= −H0;n

H1;n

.
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This implies that the first order partial derivatives of λn will be

∂λn

∂λi

= − ∂

∂λi

(H0;n

H1;n

)
=

H1;i,nH1;n −H0;nH2;i,n

H2
1;n

.

So the second order partial derivatives of λn will be

∂2

∂λ2
i

λn = − ∂

∂λi

(H1;i,nH1;n −H0;nH2;i,n

H2
1;n

)
= 2H2;i,n

H1;i,nH1;n −H0;nH2;i,n

H3
1;n

= 2H2;i,n
(H1;i − λnH2;i,n)H1;n + λnH1;nH2;i,n

H3
1;n

= 2
H1;iH2;i,n

H2
1;n

(2.44)

and for i ̸= j, similarly, we get

∂2

∂λj∂λi

λn = − ∂

∂λj

(H1;i,nH1;n −H0;nH2;i,n

H2
1;n

)
= −H2;i,j,n

H1;n

+
H1;i,nH2;j,n + H1;j,nH2;i,n + H0;nH3;i,j,n

H2
1;n

− 2
H0;nH2;i,nH2;j,n

H3
1;n

= −H2;i,j

H1;n

+
H1;iH2;j,n + H1;jH2;i,n

H2
1;n

. (2.45)

By comparing equations (2.43), (2.44), and (2.45), we con conclude that

hij + hnn
hihj

h2
n

− hin
hj

hn

− hjn
hi

hn

=
H1;n

σs(λ)

∂2

∂λi∂λj

λn.

This finishes the proof.

Theorem 2.5 (Convexity of the general σk equation). Let f(λ) := σs(λ) −
∑s−1

k=0 ckσk(λ)

be a general σk type multilinear polynomial. If the diagonal restriction rf (x) =
(
n
s

)
xs −∑s−1

k=0 ck
(
n
k

)
xk is strictly right-Noetherian, then {f = 0} is convex.

Proof. For the case s = 1, the level set is a hyperplane, so the level set will be convex. We

assume cs−1 = 0 for convenience. We prove this by mathematical induction on the number

of variables n. When n = 2, then we get s = 2 and this can be done due to previous work in
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[52]. So for convenience, we may assume that s < n. Similar to the proof in [52], we claim

that for any point in the enclosed region and every line passing through this point, the line

will intersect with the level set of {f(λ) = 0} at at least one point and at most two points.

Suppose the statement and the claim are true when n = m− 1. When n = m ≥ 3, we first

show that the claim is true. Let (x1, · · · , xm) be in the enclosed region and (v1, · · · , vm) be

the tangent of the line. We define f̃(t) := f(x1 + v1t, · · · , xm + vmt), if vi = 0 for some

i ∈ {1, · · · ,m}. By fixing xi and Proposition 2.8, we may view f(•, xi, •) as a degree s

general σk equation with m− 1 variables. By mathematical induction, f̃ will intersect with

the level set of {f(•, xi, •) = 0} at at least one point and at most two points. So we may

assume v1 · · · vm ̸= 0, f̃ is a degree s polynomial. If s is an odd number, then by letting t

approach ∞ or −∞, f̃ intersects with the level set of {f = 0} at at least one point. If s

is an even number, then by letting t approach ∞ or −∞, f̃1 := f1(x1 + v1t, · · · , xm + vmt)

intersects with the Υ1-cone at at least one point. Since {f = 0} is contained in the Υ1-

cone, so f̃ intersects with the level set of {f = 0} at at least one point. Let t1 > 0 be

the smallest number (might not exist) such that f̃(t1) = 0. If there exists ϵ > 0 such that

f̃(t) > 0 for all ϵ > t − t1 > 0, then similar to before, by doing a small perturbation on

tangent, there exists new t1 and t2 with t2 > t1 such that f̃(t1) = 0 = f̃(t2), f̃(t) < 0 for

any t ∈ (t1, t2), and f̃(t) > 0 for any t ∈ (t2, t2 + ϵ) for ϵ > 0 small. For any t ∈ (t1, t2),

0 > f̃(t) = f(x1 + v1t, · · · , xm + vmt). For the case vm > 0, by considering d
dt
f̃m, we have

d

dt
f̃m =

d

dt
fm(x1 + v1t, · · · , xm−1 + vm−1t) = v1f1m + · · · + vm−1fm−1m.

If d
dt
f̃m(t2) = 0, then for the case s = 2, we can perturb the tangent such that d

dt
f̃m(t2) ̸=

0. Moreover, for the case s ≥ 3, again we can perturb the tangent such that d
dt
f̃m is a

polynomial of degree s− 2. Hence, there exists an ϵ1 > 0 sufficiently small such that for any

t ∈ (t2 − ϵ1, t2) ∪ (t2, t2 + ϵ1),
d
dt
f̃m(t) ̸= 0 (actually the punctured disk with radius ϵ1 and

center t2 in the complex plane). Now, we may perturb vm slightly smaller so that f̃(t2) < 0
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and there exists t̃2 ∈ (t2, t2 + ϵ1) such that f̃(t̃2) = 0 and d
dt
f̃m(t̃2) ̸= 0. This is ensured by

considering um > 0 sufficiently small and we consider the following perturbation

f
(
x1 + v1t, · · · , xm−1 + vm−1t, xm + (vm − um)t

)
.

For um > 0 sufficiently small, we have

f
(
x1 + v1t2, · · · , xm−1 + vm−1t2, xm + (vm − um)t2

)
< f̃(t2) = 0;

f
(
x1 + v1(t2 +

ϵ1
2

), · · · , xm−1 + vm−1(t2 +
ϵ1
2

), xm + (vm − um)(t2 +
ϵ1
2

)
)
> 0.

So by the intermediate value theorem, there exists t̃2 ∈ (t2, t2 + ϵ1/2) such that

f
(
x1 + v1t̃2, · · · , xm−1 + vm−1t̃2, xm + (vm − um)t̃2

)
= 0.

Moreover, d
dt
f̃m(t̃2) ̸= 0. By replacing t1 and t2, we may assume that there exists t1 and t2

with t2 > t1 such that f̃(t1) = 0 = f̃(t2), f̃(t) < 0 for any t ∈ (t1, t2), and d
dt
f̃m(t2) ̸= 0. For

the case d
dt
f̃m(t2) > 0, since f̃(t2) = 0, we may pick ϵ̃ > 0 sufficiently small so that

f
(
x1 + v1(t2 + ϵ̃), · · · , xm−1 + vm−1(t2 + ϵ̃), xm + vmt2

)
> 0.

For any t ∈ (t1, t2), by fixing the last entry xm + vmt, since vm > 0 and t1 > 0, we have

f̃(t) = f(x1 + v1t, · · · , xm + vmt) < 0;

f(x1 + v1t1, · · · , xm−1 + vm−1t1, xm + vmt) > f̃(t1) = 0.

By continuity, we have limt→t2 f
(
x1 + v1(t2 + ϵ̃), · · · , xm−1 + vm−1(t2 + ϵ̃), xm + vmt

)
=

f
(
x1 + v1(t2 + ϵ̃), · · · , xm−1 + vm−1(t2 + ϵ̃), xm + vmt2

)
> 0. By picking t̃ sufficiently close to
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t2, we have

f
(
x1 + v1(t2 + ϵ̃), · · · , xm−1 + vm−1(t2 + ϵ̃), xm + vmt̃

)
> 0.

Similar to before, by fixing the value t̃ and the last entry, we may view this as a line

passing through a point in the enclosed region of a degree s general σk equation. By letting

g(t) := f
(
x1 + v1t, · · · , xm−1 + vm−1t, xm + vmt̃

)
, we have

g(t1) > 0, g(t̃) < 0, g(t2 + ϵ̃) > 0.

By letting t approach ∞ or −∞, we see that this line intersects with the level set at at

least three points, which is a contradiction. For the case d
dt
f̃m(t2) < 0, since f̃(t2) = f(x1 +

v1t2, · · · , xm + vmt2) = 0, we may pick ϵ̃ > 0 sufficiently small so that

f
(
x1 + v1(t2 − ϵ̃), · · · , xm−1 + vm−1(t2 − ϵ̃), xm + vmt2

)
> 0.

For any t ∈ (t1, t2), by fixing the last entry xm + vmt, since vm > 0 and t1 > 0, we have

f̃(t) = f(x1 + v1t, · · · , xm + vmt) < 0;

f(x1 + v1t1, · · · , xm−1 + vm−1t1, xm + vmt) > f̃(t1) = 0.

By continuity, we have limt→t2 f
(
x1 + v1(t2 − ϵ̃), · · · , xm−1 + vm−1(t2 − ϵ̃), xm + vmt

)
=

f
(
x1 + v1(t2 − ϵ̃), · · · , xm−1 + vm−1(t2 − ϵ̃), xm + vmt2

)
> 0. By picking t̃ sufficiently close to

t2, we have

f
(
x1 + v1(t2 − ϵ̃), · · · , xm−1 + vm−1(t2 − ϵ̃), xm + vmt̃

)
> 0.

The rest follows similarly, hence we get a contradiction. So f̃(t) < 0 for ϵ > t− t1 > 0 where

ϵ > 0 is small. For t > t1, if this ray again intersects with the level set of {f = 0}, say x2 is
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the smallest one. Thus f̃(t1) = 0 = f̃(t2) and f̃(t) < 0 for any t ∈ (t1, t2). The rest argument

should be similar to above, which again gives us a contradiction. For the case vm < 0, the

proof is similar to above. In conclusion, for any ray passing through a point in the enclosed

region, this ray intersects with the level set of {f = 0} at at most one point. Combining this

with the fact that the line will intersect with the level set of {f = 0} at at least one point,

we justify the claim. With this claim, using previous argument we can prove that the set

{f = 0} is convex because the enclosed region is convex. This finishes the proof.

We prove the following Lemma to end this section, which shows that Theorem 2.1 is equiva-

lent to the positive definiteness of the Hessian matrix of λn on the curve {λ1 = · · · = λn−1}.

Lemma 2.11. Let f(λ) := σs(λ)−
∑s−1

k=0 ckσk(λ) be a general σk type multilinear polynomial.

If the diagonal restriction rf (x) of f is strictly right-Noetherian, then on the curve {λ1 =

· · · = λn−1} of the level set {f = 0} with λ1 > x1, the positive definiteness of the following

n− 1 × n− 1 Hessian matrix

( ∂2λn

∂λi∂λj

)
i,j∈{1,··· ,n−1}

is equivalent to the monotonicity of log-concavity ratio of rf (x) =
(
n
s

)
xs −

∑s−1
k=0 ck

(
n
k

)
xk.

Here, x1 is the largest real root of r′f .

Proof. For convenience, we assume cs−1 = 0. By Lemma 2.10, we show that the following

matrix is positive-definite at every point on the curve {λ1 = · · · = λn−1 = x} with x > x1:

(
hij + hnn

hihj

h2
n

− hin
hj

hn
− hjn

hi

hn

)
i,j∈{1,··· ,n−1}

.

By Lemma 2.10, we have

hij + hnn
hihj

h2
n

− hin
hj

hn

− hjn
hi

hn

=
H1;jH2;i,n + H1;iH2;j,n

σs(λ)H1;n

− (1 − δij)
H2;i,j

σs(λ)
.
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Now, it suffices to show that the following n− 1 × n− 1 matrix is positive semi-definite

C := 2H2;1,n

(
H1;1,n + λnH2;1,n

)
1n−1×n−1

−H1;n(H2;1,2,n + λnH3;1,2,n)(1n−1×n−1 − In−1×n−1), (2.46)

where 1n−1×n−1 is the n− 1 × n− 1 all-ones matrix, In−1×n−1 is the n− 1 × n− 1 identity

matrix, and we have

H1;n = σs−1(λ;n) −
s−2∑
k=1

ckσk−1(λ;n) =
Ç
n− 1

s− 1

å
xs−1 −

s−2∑
k=1

ck

Ç
n− 1

k − 1

å
xk−1;

H1;1,n = σs−1(λ;1,n) −
s−2∑
k=1

ckσk−1(λ;1,n) =
Ç
n− 2

s− 1

å
xs−1 −

s−2∑
k=1

ck

Ç
n− 2

k − 1

å
xk−1;

H2;1,n = σs−2(λ;1,n) −
s−2∑
k=2

ckσk−2(λ;1,n) =
Ç
n− 2

s− 2

å
xs−2 −

s−2∑
k=2

ck

Ç
n− 2

k − 2

å
xk−2;

H2;1,2,n = σs−2(λ;1,2,n) −
s−2∑
k=2

ckσk−2(λ;1,2,n) =
Ç
n− 3

s− 2

å
xs−2 −

s−2∑
k=2

ck

Ç
n− 3

k − 2

å
xk−2;

H3;1,2,n = σs−3(λ;1,2,n) −
s−2∑
k=3

ckσk−3(λ;1,2,n) =
Ç
n− 3

s− 3

å
xs−3 −

s−2∑
k=3

ck

Ç
n− 3

k − 3

å
xk−3.

By change of basis, to show C is positive-definite, it is equivalent to showing that the matrix

O∗CO is positive-definite, where

O :=



1 1 1 1 1

−1 0 0 0 1

0 −1 0 0 1

0 0 −1

0

0 0 0 −1 1


.

The column vectors of matrix O are in fact the eigenvectors of 1n−1×n−1, which makes the
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new matrix O∗CO and the computations simpler. We have

O∗CO

= 2H2;1,n

(
H1;1,n + λnH2;1,n

)Ö0n−2×n−2 0⃗

0⃗∗ (n− 1)2

è

−H1;n(H2;1,2,n + λnH3;1,2,n)



−2 −1 −1 0

−1 −2 0

−1

−1 −1 −2 0

0 0 0 (n− 1)(n− 2)



= H1;nH2;1,2



2 1 1 0

1 2 0

1

1 1 2 0

0 0 0 0


+



0 0 0 0

0 0 0

0

0 0 0 0

0 0 0 2(n−1)2H2;1,n(H1;1,n+λnH2;1,n)
−(n−1)(n−2)H1;n(H2;1,2,n+λnH3;1,2,n)


.

We know H1;n is positive, H2;1,2 is positive, and the following n− 2 × n− 2 matrix



2 1 · · · 1

1 2 · · · 1

...
...

. . .
...

1 1 · · · 2


is a positive-definite matrix with eigenvalues {1, · · · , 1, n − 1}. So to prove whether O∗CO

is positive-definite, it is equivalent to show that whether the following quantity is positive.

2(n− 1)H2;1,n(H1;1,n + λnH2;1,n) − (n− 2)H1;n(H2;1,2,n + λnH3;1,2,n). (2.47)
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Now, we use the equation itself, that is,

λn = −H0;n

H1;n

= −
(
n−1
s

)
xs −

∑s−2
k=0 ck

(
n−1
k

)
xk(

n−1
s−1

)
xs−1 −

∑s−2
k=1 ck

(
n−1
k−1

)
xk−1

. (2.48)

Here, we write

H0;n = σs(λ;n) −
s−2∑
k=0

ckσk(λ;n) =
Ç
n− 1

s

å
xs −

s−2∑
k=0

ck

Ç
n− 1

k

å
xk.

If we consider the diagonal restriction rf (x) =
(
n
s

)
xs −

∑s−2
k=0 ck

(
n
k

)
xk of f , then we have the

following observations:

H = rf ; H1;n =
r′f
n

; H2;1,n =
r′′f

n(n− 1)
; H3;1,2,n =

r′′′f
n(n− 1)(n− 2)

;

H0;n =
nrf − xr′f

n
; H1;1,n =

(n− 1)r′f − xr′′f
n(n− 1)

; H2;1,2,n =
(n− 2)r′′f − xr′′′f
n(n− 1)(n− 2)

.

Then by the above observations and (2.48), quantity (2.47) becomes

2(n− 1)H2;1,n(H1;1,n + λnH2;1,n) − (n− 2)H1;n(H2;1,2,n + λnH3;1,2,n) (2.49)

=
1

H1;n

(
2(n− 1)H1;nH1;1,nH2;1,n − 2(n− 1)H0;nH

2
2;1,n

− (n− 2)H2
1;nH2;1,2,n + (n− 2)H0;nH1;nH3;1,2,n

)
=

1

n2(n− 1)H1;n

(
(r′f )2r′′f − 2rf (r′′f )2 + rfr

′
fr

′′′
f

)
=

r′f (x)3

n2(n− 1)H1;n

∂

∂x

(rf (x)r′′f (x)

r′f (x)2

)
=

r′f (x)2

n(n− 1)

∂

∂x
αf (x)

Here, for notation convention, we denote αrf (x) as αf (x). In conclusion, we have shown

that on the curve {λ1 = · · · = λn−1}, the positive definiteness of the Hessian matrix of λn is

equivalent to the monotonicity of log-concavity ratio αf .
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2.4 Some Applications

In this section, we use our Convexity Theorem to verify some examples. First, when the

degree is low, the Positivstellensatz Theorem can be verified using the resultants and the

discriminant. Here, we give a different proof of the Positivstellensatz results in [51], the

interested reader can also check [52] for general inverse σk equations.

Definition 2.10 (Resultant). The resultant of two univariate polynomials p1(x) and p2(x)

is defined as the determinant of their Sylvester matrix. To be more precise, if we write

p1(x) = adx
d + ad−1x

d−1 + · · · + a0;

p2(x) = bex
e + be−1x

e−1 + · · · + b0,

then the resultant of p1 and p2 is defined by the following.

res(p1, p2) := det



ad 0 0 be 0 0

ad−1 ad 0 be−1 be 0

ad−2 ad−1 0 be−2 be−1 0

ad be

a0 a1 ad−1 b0 b1

0 a0 0 b0

a1 b1

0 0 a0 0 0 b0



. (2.50)

Definition 2.11 (Discriminant). Let p(x) =
∑n

k=0 akx
k be a polynomial of degree n and

the coefficient a0, · · · , an are real numbers. The discriminant of p is defined by

discr(p) :=
(−1)n(n−1)/2

an
res(p, p′). (2.51)
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Proposition 2.12. The level set of the following general inverse σk equations are all convex.

λ1λ2 − c0 = 0, where c0 > 0;

λ1λ2λ3 − c1(λ1 + λ2 + λ3) − c0 = 0, where c1 ≥ 0 and c0 > −2c
3/2
1 ;

λ1λ2λ3λ4 − c2σ2(λ) − c1σ1(λ) − c0 = 0,

where c2 ≥ 0, c1 ≥ −2c
3/2
2 , c0 > −3c2x

2
1 − 3c1x1, and

x1 =



3
√
c1 , when c2 = 0;

2
√
c2 cos

[1

3
arccos

( c1

2c
3/2
2

)]
, when c2 > 0 and 4c32 − c21 ≥ 0;

2
√
c2 cosh

[1

3
arccosh

( c1

2c
3/2
2

)]
, when c1, c2 > 0 and 4c32 − c21 ≤ 0.

Proof. Here, we only prove the degree four case:

λ1λ2λ3λ4 − c2σ2(λ) − c1σ1(λ) − c0 = 0.

First, the diagonal restriction and its derivatives (after normalizing) will be

{x4 − 6c2x
2 − 4c1x− c0, x3 − 3c2x− c1, x2 − c2, x}.

Second, for the largest real roots, we have x2 =
√
c2, x3 = 0. Then, for the depressed cubic

polynomial x3 − 3c2x− c1, we want

x3
2 − 3c2x2 − c1 = −2c

3/2
2 − c1 ≤ 0.

That is, c1 ≥ −2c
3/2
2 . We compute the discriminant of the cubic polynomial x3 − 3c2x− c1,
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by (2.50) and (2.51), we have

discr(x3 − 3c2x− c1) = res
(
x3 − 3c2x− c1, 3x

2 − 3c2
)

= det



1 0 3 0 0

0 1 0 3 0

−3c2 0 −3c2 0 3

−c1 −3c2 0 −3c2 0

0 −c1 0 0 −3c2


= 27(4c32 − c21).

When 4c32 − c21 ≥ 0, then this is the case casus irreducibilis. When 4c32 − c21 ≤ 0, then the

root can be represented using hyperbolic functions. So the largest real root x1 will be

x1 =



3
√
c1 , when c2 = 0;

2
√
c2 cos

[1

3
arccos

( c1

2c
3/2
2

)]
, when c2 > 0 and 4c32 − c21 ≥ 0;

2
√
c2 cosh

[1

3
arccosh

( c1

2c
3/2
2

)]
, when c1, c2 > 0 and 4c32 − c21 ≤ 0.

Here, we take the branch arccos(•) ∈ [0, π] and arccosh is the inverse hyperbolic cosine. Last,

we plug x1 in to the quartic polynomial x4 − 6c2x
2 − 4c1x − c0. Because we want x0 > x1,

so we want the following to be true.

x4
1 − 6c2x

2
1 − 4c1x1 − c0 = −3c2x

2
1 − 3c1x1 − c0 < 0.

That is, c0 > −3c2x
2
1 − 3c1x1.

In [40], Guan–Zhang studied the solvability of a general class of curvature equations. These

curvature equations can be viewed as generalizations of the Christoffel–Minkowski problem
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in convex geometry. Guan–Zhang considered the following class of equations

σm(λ) + cm−1σm−1(λ) =
m−2∑
k=0

ckσk(λ),

where n is the dimension of the space, n ≥ m ≥ 2, ck ≥ 0 for k ∈ {0, · · · ,m − 2}, and

cm−1 ∈ R. They obtained a priori estimates for the admissible solutions. Here, we show that

the level set is convex by our Convexity Theorem. When m = n, the following result can

also be applied to the general inverse σk equations with non-negative coefficients considered

by Collins–Székelyhidi [20] and Fang–Lai–Ma [29].

Lemma 2.12. The level set of the following general inverse σk equation

f(λ) := σm(λ) + cm−1σm−1(λ) −
m−2∑
k=0

ckσk(λ) = 0 (2.52)

is convex if ck ≥ 0 for k ∈ {0, · · · ,m− 2} with
∑m−2

k=0 ck > 0 and cm−1 ∈ R.

Proof. Consider the following diagonal restriction rf (x) of equation (2.52), that is,

rf (x) =
Ç
n

m

å
xm + cm−1

Ç
n

m− 1

å
xm−1 −

m−2∑
k=0

ck

Ç
n

k

å
xk.

By Theorem 2.5, if rf is strictly right-Noetherian, then we are done. We prove this by

mathematical induction on the degree m. We also claim that when m ≥ 2, if the coefficients

ck satisfy the hypothesis, then x0 > 0. When m = 1, we have rf (x) = nx+c0, which is strictly

right-Noetherian. When m = 2, we have rf (x) =
(
n
2

)
x2 +nc1x− c0; r′f (x) = n(n−1)x+nc1.

If we write x1 = − c1
n−1

the largest real root of r′f , then by the hypothesis, we get

rf (− c1
n− 1

) = − nc21
2(n− 1)

− c0 ≤ −c0 < 0.

This implies that rf is strictly right-Noetherian. Moreover, we have rf (0) = −c0 < 0, which
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implies that x0 > 0. So the claim is true when m = 2. When m = 3, we obtain

rf (x) =
Ç
n

3

å
x3 + c2

Ç
n

2

å
x2 −

Ç
n

1

å
c1x− c0; r′f (x) = n

(Ç
n− 1

2

å
x2 +

Ç
n− 1

1

å
c2x− c1

)
;

r′′f (x) = n(n− 1)
(
(n− 2)x + c2

)
.

We have x2 = − c2
n−2

. If c1 > 0, then x1 > max{x2, 0}. In addition, we obtain

rf (x1) =
Ç
n

3

å
x3 + c2

Ç
n

2

å
x2 −

Ç
n

1

å
c1x− c0 = −n(n− 1)(n− 2)

12
x3
1 −

n

2
c1x1 − c0 < 0.

Thus, the largest real root x0 of rf is greater than x1, rf is strictly right-Noetherian. If

c1 = 0, then x1 = max{0,− 2c2
n−2

}. If c2 < 0, then similar to above, we get rf (x1) < 0. This

implies that x0 > x1, rf is strictly right-Noetherian. Otherwise, if c2 ≥ 0, then x1 = 0. For

this case, by the hypothesis, we have
∑3−2

k=0 ck = c0 + c1 = c0 > 0. This implies that

rf (x1) = rf (0) = −c0 < 0.

Thus, x0 > x1 = 0, rf is again strictly right-Noetherian. No matter which case, the claim is

true. Suppose the statement and the claim is true when m = l − 1. When m = l, we have

rf (x) =
Ç
n

l

å
xl + cl−1

Ç
n

l − 1

å
xl−1 −

l−2∑
k=0

ck

Ç
n

k

å
xk.

If we consider the first derivative of rf (x) with respect to x, then we obtain

r′f (x) = n
(Ç

n− 1

l − 1

å
xl−1 + cl−1

Ç
n− 1

l − 2

å
xl−2 −

l−2∑
k=1

ck

Ç
n− 1

k − 1

å
xk−1

)
.

There are two cases to consider. First, if
∑l−2

k=1 ck > 0, then r′f satisfies the hypothesis, so r′f
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is strictly right-Noetherian. Moreover, the largest real root x1 of r′f will be positive. Also,

rf (x1) =
Ç
n

l

å
xl
1 + cl−1

Ç
n

l − 1

å
xl−1
1 −

l−2∑
k=0

ck

Ç
n

k

å
xk
1

=
Ç
n

l

å
xl
1 −

l−2∑
k=0

ck

Ç
n

k

å
xk
1 −

x1Ç
n− 1

l − 2

åÇ n

l − 1

å(Ç
n− 1

l − 1

å
xl−1
1 −

l−2∑
k=1

ck

Ç
n− 1

k − 1

å
xk−1
1

)

= − 1

l − 1
xl
1 −

l−2∑
k=0

ck

(
1 − k

l − 1

)Ç
n

k

å
xk
1 < 0.

In this case, x0 > x1 > 0, rf is strictly right-Noetherian. Second, if
∑l−2

k=1 ck = 0, then ck = 0

for all k ∈ {1, · · · , l−2}. By hypothesis, we have c0 > 0, so rf (x) =
(
n
l

)
xl+cl−1

(
n

l−1

)
xl−1−c0.

For k ∈ {1, · · · , l − 1}, we have xk = max{0,− l−k
n−l+1

cm−1}. We are done if cm−1 < 0.

Otherwise, we have x1 = · · · = xm−1 = 0 and x0 > x1 = 0. Hence, no matter which case, rf

is strictly right-Noetherian, and the claim is true. This finishes the proof.

Lemma 2.13. The level set of the deformed Hermitian–Yang–Mills equation

ℑ
(
ω +

√
−1χ

)n
= tan

(
θ̂
)
· ℜ
(
ω +

√
−1χ

)n
is convex if θ is in the supercritical phase, that is, θ ∈

(
(n− 2)π/2, nπ/2

)
. In addition, the

level set is also convex if θ ∈
(
−nπ/2,−(n− 2)π/2

)
.

Proof. First, it is well-known that the dHYM equation can be rewritten as
∑n

i=1 arctan(λi) =

θ. Since θ ∈
(
(n− 2)π/2, nπ/2

)
, we have

θ − kπ/2

n− k
∈
((n− 2 − k)π

2(n− k)
,
(n− k)π

2(n− k)

)
=
(π

2
− π

n− k
,
π

2

)⊂(
−π

2
,
π

2

)

for k ∈ {0, 1, · · · , n− 1}. Second, by Theorem 2.5, we consider the diagonal restriction, we

get (n− k) arctan(xk) = θ− kπ
2

for k ∈ {0, 1, · · · , n− 1}, where xk is the largest real root of
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the k-th derivative of the diagonal restriction. We claim that:

x0 = tan
( θ
n

)
> · · · > xk = tan

(θ − kπ/2

n− k

)
> · · · > xn−1 = tan

(
θ − (n− 1)

π

2

)
.

Since tan(x) is increasing on (−π/2, π/2), to check the above claim, it suffices to check

θ

n
>

θ − π/2

n− 1
> · · · > θ − kπ/2

n− k
> · · · > θ − (n− 1)

π

2
.

This is true because the function f(x) = (θ − xπ/2)/(n − x) is decreasing on (−∞, n). By

Theorem 2.5, the level set is convex.

2.5 Basic Formulas of Symmetric Functions

In this section, we state some lemmas for symmetric functions first. One can also check the

author’s work [50] and the references there in for more details.

Lemma 2.14. If F (Λ) = f(λ1, . . . , λn) is a smooth function in the eigenvalues {λ1, · · · , λn}

of a Hermitian matrix Λ, then at a diagonal matrix Λ with distinct eigenvalues λi, we get

∂F

∂Λj
i

(Λ) = δijfi(λ);
∂2F

∂Λj
iΛ

s
r

(Λ) = fir(λ)δijδrs +
fi − fj
λi − λj

(λ)(1 − δij)δisδjr,

where fi(λ) = ∂f
∂λi

(λ) and fir = ∂2f
∂λi∂λr

(λ).

We denote λ =
{
λ1, . . . , λn

}
the eigenvalues of the Hermitian endomorphism ωik̄

(
X +

√
−1∂∂̄u

)
jk̄

. Since we are on a Kähler manifold, we can pick the following coordinates

to simplify our computation.

Lemma 2.15. At any point p ∈ M , there exist local holomorphic coordinates near p such
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that

ωij̄(p) = δij; (Xu)ij̄(p) = λiδij; ωij̄,k(p) = 0,

for all i, j, k ∈ {1, . . . , n}.

From now on, without further notice, we always use the above coordinates. We denote Λ as

the Hermitian endomorphism ωik̄
(
X +

√
−1∂∂̄u

)
jk̄

. Then the first and second derivatives of

Λ will be the following.

Lemma 2.16. The first and second derivatives of Λ are

∂Λj
i

∂z̄k
= ωjp̄

,k̄
(Xu)ip̄ + ωjp̄(Xu)ip̄,k̄ = −ωjb̄ωab̄,k̄ω

ap̄(Xu)ip̄ + ωjp̄(Xu)ip̄,k̄,

∂2Λj
i

∂zl∂z̄k
= ωjp̄

,k̄l
(Xu)ip̄ + ωjp̄

,k̄
(Xu)ip̄,l + ωjp̄

,l(Xu)ip̄,k̄ + ωjp̄(Xu)ip̄,k̄l

= ωjd̄ωcd̄,lω
cb̄ωab̄,k̄ω

ap̄(Xu)ip̄ − ωjb̄ωab̄,k̄lω
ap̄(Xu)ip̄ + ωjb̄ωab̄,k̄ω

ad̄ωcd̄,lω
cp̄(Xu)ip̄

− ωjb̄ωab̄,k̄ω
ap̄(Xu)ip̄,l − ωjb̄ωab̄,lω

ap̄(Xu)ip̄,k̄ + ωjp̄(Xu)ip̄,k̄l,

where we denote (Xu)ij̄ = Xij̄ + uij̄ and Λ is the Hermitian endomorphism ω−1(Xu).

If we evaluate at any fixed point p ∈ M and we use the coordinates in Lemma 2.15, we can

simplify the first and second derivatives of Λ.

Lemma 2.17. At any fixed point p, by picking the coordinates in Lemma 2.15, we get

∂Λj
i

∂z̄k
(p) = (Xu)ij̄,k̄;

∂2Λj
i

∂zl∂z̄k
(p) = −λiωij̄,k̄l + (Xu)ij̄,k̄l.
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Chapter 3

Background

In this chapter, first, in Section 3.1, we collect all strictly Υ-stable general σk type multilinear

polynomials or strictly Υ-stable general inverse σk type multilinear polynomials. We may

reformulate previous general inverse σk type equations and general σk type equations into

our settings. Second, in Section 3.2, given a fixed strictly Υ-stable general σk equation or

strictly Υ-stable general inverse σk equation and a C-subsolution to this equation. We study

all strictly Υ-stable general σk equations or strictly Υ-stable general inverse σk equations

such that the given one is still a C-subsolution to these equations. Even though it is still

open whether a C-subsolution will provide a priori estimates, but it holds for all known

examples. For example, the Monge–Ampère equation solved by Yau [72]; the J-equation

studied extensively by Collins–Székelyhidi [20], Chen [14], Song–Weinkove [66]; and general

inverse σk equations with non-negative coefficients studied by Fang–Lai–Ma [29] and Collins–

Székelyhidi [20]. So it is still worth considered based on these works and should be a potential

space for finding continuity path. By Section 2.2, the C-subsolution cone introduced by

Székelyhidi [68] and Guan [36] is the Υ1-cone provided that the original equation is strictly

Υ-stable. Moreover, with the aid of our Υ-dominance Theorem, we can explicitly describe

the space of all strictly Υ-stable general σk equations or strictly Υ-stable general inverse σk
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equations sharing the same function as a C-subsolution. Last, in Section 3.3, we show some

examples such that the continuity paths will lie in our space defined in Section 3.2.

3.1 General σk Equations and General Inverse σk Equa-

tions

Let (M,ω) be a compact connected Kähler manifold of complex dimension n and [χ0] ∈

H1,1(M ;R), where H1,1(M ;R) is the (1, 1)-Dolbeault cohomology group. The study of the

solvability of the following general inverse σk equation is widely considered:

χn = cn−1

Ç
n

n− 1

å
χn−1 ∧ ω + · · · + c1

Ç
n

1

å
χ ∧ ωn−1 + c0

Ç
n

0

å
ωn, (3.1)

where ck are real functions on M for k ∈ {0, · · · , n−1} and χ ∈ [χ0] is a real smooth, closed

(1, 1)-form. Or if possible, we can do a substitution X := χ− cn−1ω and get

Xn = dn−2

Ç
n

n− 2

å
Xn−2 ∧ ω2 + · · · + d1

Ç
n

1

å
X ∧ ωn−1 + d0

Ç
n

0

å
ωn, (3.2)

where dk are real functions on M for k ∈ {0, · · · , n − 2}. We can treat equation (3.1) or

(3.2) as a function from the manifold M to Euclidean space Rn or Rn−1, which is defined by

c : M → Rn; c(p) := (cn−1, · · · , c1, c0) or d : M → Rn−1; d(p) := (dn−2, · · · , d1, d0).

Similarly, we can view general σk equation as a function from the manifold M to Euclidean

space. Based on the results in Section 2.2 and Section 2.3, to obtain convexity, we wish the

coefficients of equation (3.1) or (3.2) satisfy some special properties. By collecting all strictly

Υ-stable general σk type multilinear polynomials, we consider the following algebraic sets.
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Definition 3.1. For λ = {λ1, · · · , λn}, we define

Cn,s :=
{

(cs−1, cs−2, · · · , c0) ∈ Rs : σs(λ) −
s−1∑
k=0

ckσk(λ) is strictly Υ-stable
}

;

C̃n,s :=
{

(cs−2, cs−3, · · · , c0) ∈ Rs−1 : σs(λ) −
s−2∑
k=0

ckσk(λ) is strictly Υ-stable
}
.

For convenience, we denote Cn,n by Cn and C̃n,n by C̃n.

When the number of variables n is small, by Proposition 2.12, we get the following.

Proposition 3.1.

C̃2 = {c0 > 0}; C̃3 = {(0, c0) : c0 > 0} ∪ {(c1, c0) : c1 > 0 and c0 > −2c
3/2
1 };

C̃4 =
{

(0, 0, c0) : c0 > 0
}
∪
{

(0, c1, c0) : c1 > 0 and c0 > −3c
4/3
1

}
∪
{

(c2,−2c
3/2
2 , c0) : c2 > 0 and c0 > 3c22

}
∪
{

(c2, c1, c0) : c2 > 0, c1 > −2c
3/2
2 , and c0 > −3c2x

2
1 − 3c1x1

}
.

Here, x1 is the largest real root of x3 − 3c2x− c1 = 0.

For the Υ-cones defined in Section 2.2, if χ is a C-subsolution to the equation c : M −→ Cn,s,

then we know that for any p ∈ M ,
(
n−1
s−1

)
χs−1 ∧ωn−s −

∑s−1
k=1 ck

(
n−1
k−1

)
χk−1 ∧ωn−k is a positive

(n − 1, n − 1)-form at p. If we consider the Hermitian endomorphism ω−1χ, we get the

following.

Remark 3.1. χ ∈ [χ0] is a C-subsolution to c : M → Cn,s if and only if at each point p ∈ M ,

for any l ∈ {1, · · · , s− 1} and any a ∈ Sn, we have

σl(µ;a(1),··· ,a(s−l)) −
s−1∑

k=s−l

ckσk−s+l(µ;a(1),··· ,a(s−l)) > 0.

Here, µ = {µ1, · · · , µn} are the eigenvalues of the Hermitian endomorphism ω−1χ.
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On the other hand, for any p ∈ M and for any (n− 1)-dimensional complex vector subspace

V n−1 of the n-dimensional complex vector space TC
p (M), we haveÇ

n− 1

s− 1

å
(χ|V n−1)s−1 ∧ (ω|V n−1)n−s −

s−1∑
k=1

ck

Ç
n− 1

k − 1

å
(χ|V n−1)k−1 ∧ (ω|V n−1)n−k > 0.

By considering the complex Grassmannian space, for any c ∈ Cn,s and for any χ ∈ [χ0] ∈

H(1,1)(M ;R), we define the following function χω,c : M → R by

χω,c(p) := inf
V ∈

n−1⋃
k=n−s+1

GrC(k,TC
p (M))

(
(χ|V )s+dimC V−n(ω|V )n−s

(ω|V )dimC V

−

s−1∑
k=n−dimC V

ck
(
dimC V
n−k

)
(χ|V )k+dimC V−n(ω|V )n−k

(ω|V )dimC V

)
.

Here, GrC(k, TC
p (M)) is the space of all complex k-dimensional vector subspaces of the com-

plex n-dimensional vector space TC
p (M).

Remark 3.2. χ ∈ [χ0] is a C-subsolution to c : M → Cn,s if and only if the function χω,c : M →

R is a positive function.

Here, similar to Remark 2.5, we need to consider all Grassmannians to avoid ambiguity.

Most of the time, we consider the simpler case cs−1 = 0. We may reformulate the settings

for classical general inverse σk equations, for example, the complex Monge–Ampère equation.

Theorem 3.1 (Reformulate Complex Monge–Ampère equation, Yau [72]). Let (M,ω) be

a Kähler manifold with Kähler form ω and [χ0] be a (1, 1)-Dolbeault class. Given a map

c : M → C̃n satisfying the integrability condition, which is defined by

c : M −→ C̃n; p 7−→ (0, · · · , 0︸ ︷︷ ︸
n−2 copies

, c0(p)) and

∫
M

χn
0 =

∫
M

c0ω
n.

Suppose that there exists a C-subsolution to c in [χ0], that is, there exists a χ ∈ [χ0] such
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that infV k∈GrC(k,TC
p (M))

(χ|
V k )

k

(ω|
V k )k

> 0 for any p ∈ M and k ∈ {1, · · · , n − 1}. Then there exists

a unique χ ∈ [χ0] such that χn = c0ω
n.

Conjecture 3.1 (Reformulate deformed Hermitian–Yang–Mills equation). Let (M,ω) be a

Kähler manifold with Kähler form ω and [χ0] be a (1, 1)-Dolbeault class. The deformed

Hermitian–Yang–Mills equation with θ ∈
(
(n − 2)π/2, nπ/2

)
induces a point in C̃n and we

consider the following constant map cdHYM : M −→ C̃n. If there exists a C-subsolution to

cdHYM in [χ0], then there exists a χ ∈ [χ0] such that

ℑ
(
ω +

√
−1χ

)n
= tan

(
θ
)
· ℜ
(
ω +

√
−1χ

)n
.

We state one of the author’s work in [51].

Theorem 3.2 (deformed Hermitian–Yang–Mills equation, Lin. [51]). When the complex

dimension equals three or four, Conjecture 3.1 is confirmed.

3.2 Space for Continuity Path

By previous classical works, if χ ∈ [χ0] is a C-subsolution to d : M → Cn,s (or C̃n,s), then we

are interested in whether χ is again a C-subsolution to another function c : M → Cn,s (or

C̃n,s). Once we understand the space consisting such c, then it is a potential space to find

a continuity path in this space connecting different equations and apply a priori estimates

over this continuity path. In Chapter 4, for constant maps d : M → Cn, when the dimension

n equals three or four, it is justified that we obtain a priori estimates provided the existence

of a C-subsolution. So the space consisting such c is truly the space for continuity path.

Theorem 3.3. Given d : M → Cn,s, at any point p ∈ M , we write xk(p) the largest real root

of the k-th derivative of fp(x) =
(
n
s

)
xs −

∑s−1
k=0 dk(p)

(
n
k

)
xk. Then the Υ1-cone of d at p is
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contained in the Υ1-cone of c : M → Cn,s at p if and only if for all k ∈ {1, · · · , s − 1}, we

have g
(k)
p (xk(p)) ≥ 0. Here, gp(y) =

(
n
s

)
ys −

∑s−1
k=0 ck(p)

(
n
k

)
yk.

Proof. To show that the Υ1-cone of d : M → Cn,s at p is contained in the Υ1-cone of c : M →

Cn,s at p. By Theorem 2.4, if we write yk(p) the largest real root of the k-th derivative of(
n
s

)
ys−

∑s−1
k=0 ck(p)

(
n
k

)
yk, then we are checking whether xk(p) ≥ yk(p) for all k ∈ {1, · · · , s−1}.

When k = s−1, f
(s−1)
p (x) = n!

(n−s)!
(x− ds−1(p)

n−s+1
), g

(s−1)
p (y) = n!

(n−s)!
(y− cs−1(p)

n−s+1
), xs−1(p) = ds−1(p)

n−s+1
,

and ys−1(p) = cs−1(p)
n−s+1

. So, xs−1(p) ≥ ys−1(p) if and only if g
(s−1)
p (xs−1(p)) = n!

(n−s)!
(xs−1(p) −

cs−1(p)
n−s+1

) ≥ 0. When k = s − 2, we get g
(s−2)
p (xs−2(p)) = n!

(n−s)!
(1
2
x2
s−2(p) − cs−1

n−s+1
xs−2 −

cs−2

(n−s+1)(n−s+2)
). If xs−2(p) ≥ ys−2(p), then since ys−2(p) is the largest real root of g

(s−2)
p , we get

g
(s−2)
p (xs−2(p)) ≥ 0. On the other hand, if g

(s−2)
p (xs−2(p)) ≥ 0, then since xs−2(p) ≥ xs−1(p) ≥

ys−1(p), we get a contradiction by the proof in Proposition 2.1 when ys−2(p) > xs−2(p). We

use mathematical induction on k, suppose the statement is true when k = l ≥ 2. When

k = l − 1, if xl−1(p) ≥ yl−1(p), then since yl−1(p) is the largest real root of g
(l−1)
p , we get

g
(l−1)
p (xl−1(p)) ≥ 0. On the other hand, if g

(l−1)
p (xl−1(p)) ≥ 0, then since xl−1(p) ≥ xl(p) ≥

yl(p), we again have xl−1(p) ≥ yl−1(p). This finishes the proof.

As a consequence, we immediately get the following proposition.

Proposition 3.2. Let d : M → Cn,s and χ be a C-subsolution to d. Then for any p ∈ M

and for any c : M → Cn,s satisfies the following s− 1 × s− 1 linear system:



(
n−s+1

1

)
xs−1(p) − cs−1(p) ≥ 0;(

n−s+2
2

)
x2
s−2(p) − cs−1(p)

(
n−s+2

1

)
xs−2(p) − cs−2(p) ≥ 0;

...(
n−2
s−2

)
xs−2
2 (p) −

∑s−1
k=2 ck(p)

(
n−2
k−2

)
xk−2
2 (p) ≥ 0;(

n−1
s−1

)
xs−1
1 (p) −

∑s−1
k=1 ck(p)

(
n−1
k−1

)
xk−1
1 (p) ≥ 0,

(3.3)
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we obtain that χ is also a C-subsolution to c. That is to say, if χ is a C-subsolution to c, then

for any p ∈ M , c(p) = (cs−1(p), cs−2(p), · · · , c0(p)) ∈ Cn,s ⊂ Rs, (cs−1(p), cs−2(p), · · · , c1(p))

lies in one of the polyhedrons, containing (−R,−R2, · · · ,−Rs−1) for R > 0 sufficiently large,

defined by s−1 hypersurfaces passing through (ds−1(p), ds−2(p), · · · , d1(p)) with the following

s− 1 linearly independent vectors as normal vectors:



1

0

0

...

0

0


,



(
n−s+2

1

)
xs−2(p)

1

0

...

0

0


, · · · ,



(
n−2
s−3

)
xs−3
2 (p)(

n−2
s−4

)
xs−4
2 (p)(

n−2
s−5

)
xs−5
2 (p)

...

1

0


,



(
n−1
s−2

)
xs−2
1 (p)(

n−1
s−3

)
xs−3
1 (p)(

n−1
s−4

)
xs−4
1 (p)

...(
n−1
1

)
x1(p)

1


.

Here, we also write a version for functions mapping to C̃n,s.

Lemma 3.1. Given d : M → C̃n,s, at any point p ∈ M , we write xk(p) the largest real root

of the k-th derivative of fp(x) =
(
n
s

)
xs −

∑s−2
k=0 dk(p)

(
n
k

)
xk. Then the Υ1-cone of c at p is

contained in the Υ1-cone of c : M → C̃n,s at p if and only if for all k ∈ {1, · · · , s − 2}, we

have g
(k)
p (xk(p)) ≥ 0. Here, gp(y) =

(
n
s

)
ys −

∑s−2
k=0 ck(p)

(
n
k

)
yk.

Proposition 3.3. Let d : M → C̃n,s and χ be a C-subsolution to d. Then for any p ∈ M

and for any c : M → C̃n,s satisfies the following s− 2 × s− 2 linear system:



(
n−s+2

2

)
x2
s−2(p) − cs−2(p) ≥ 0;

...(
n−2
s−2

)
xs−2
2 (p) −

∑s−2
k=2 ck(p)

(
n−2
k−2

)
xk−2
2 (p) ≥ 0;(

n−1
s−1

)
xs−1
1 (p) −

∑s−2
k=1 ck(p)

(
n−1
k−1

)
xk−1
1 (p) ≥ 0,

(3.4)

we obtain that χ is also a C-subsolution to c. That is to say, if χ is a C-subsolution to
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c, then for any p ∈ M , c(p) = (cs−2(p), · · · , c0(p)) ∈ C̃n,s ⊂ Rs−1, (cs−2(p), · · · , c1(p)) lies

in one of the polyhedrons, containing (−R,−R2, · · · ,−Rs−2) for R > 0 sufficiently large,

defined by s − 2 hypersurfaces passing through (ds−2(p), · · · , d1(p)) with the following s − 2

linearly independent vectors as normal vectors:



1

0

0

...

0

0


,



(
n−s+3

1

)
xs−3(p)

1

0

...

0

0


, · · · ,



(
n−2
s−4

)
xs−4
2 (p)(

n−2
s−5

)
xs−5
2 (p)(

n−2
s−6

)
xs−6
2 (p)

...

1

0


,



(
n−1
s−3

)
xs−3
1 (p)(

n−1
s−4

)
xs−4
1 (p)(

n−1
s−5

)
xs−5
1 (p)

...(
n−1
1

)
x1(p)

1


.

Remark 3.3. In [51], the author found an explicit path in the space for continuity path, but

without the aid of Theorem 2.4, it was not clear how the exact space looks like. Now, we

have an explicit expression of this space for continuity path, this should provide us a more

flexible way to find continuity paths. In Chapter 5, we will provide more details.

Definition 3.2. Let d : M → Cn,s, then for any p ∈ M , we may define the following

polyhedron in Cn,s at p

Pd(p) :=
{
c ∈ Cn,s :

Ç
n− l

s− l

å
xs−l
l (p) −

s−1∑
k=l

ck

Ç
n− l

k − l

å
xk−l
l (p) ≥ 0, ∀l ∈ {1, · · · , s− 1}

}
, (3.5)

where xk(p) is the largest real root of the k-th derivative of fp(x) =
(
n
s

)
xs−

∑s−1
k=0 dk(p)

(
n
k

)
xk.

For any d : M → Cn,s, we write c ∈ Pd if for any p ∈ M , we have c(p) ∈ Pd(p).

Similarly, let d : M → C̃n,s, then for any p ∈ M , we may define the following polyhedron in

C̃n,s at p

P̃d(p) :=
{
c ∈ C̃n,s :

Ç
n− l

s− l

å
xs−l
l (p) −

s−2∑
k=l

ck

Ç
n− l

k − l

å
xk−l
l (p) ≥ 0, ∀l ∈ {1, · · · , s− 2}

}
, (3.6)
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c1

c0

(d1, d0)

Figure 3.1: Polyhedron P̃d of λ1λ2λ3 − d1(λ1 + λ2 + λ3) − d0 = 0.

where xk(p) is the largest real root of the k-th derivative of fp(x) =
(
n
s

)
xs−

∑s−2
k=0 dk(p)

(
n
k

)
xk.

For any d : M → C̃n,s, we write c ∈ P̃d if for any p ∈ M , we have c(p) ∈ P̃d(p).

Above Figure 3.1 is an example of the polyhedron P̃d of λ1λ2λ3 − d1(λ1 + λ2 + λ3) − d0 = 0

with d1 = 4 and d0 = −4. The pink region is the set C̃3 and the purple region is the

polyhedron P̃d.

3.3 Examples of Continuity Path

In 1978, by studying the complex Monge–Ampère equation, Shing-Tung Yau [72] resolved the

Calabi conjecture [12, 13], which had been posed by Eugenio Calabi in 1954. This celebrated

method by Yau is well-known nowadays, which is called the continuity method. The idea

is to find a path connecting the unsolved equation to a well-understood solvable equation.

In [72], Yau connected the unsolved equation to another complex Monge–Ampère equation

having the given C-subsolution as the solution. Below, we will justify this continuity path

lies in our polyhedron defined in Section 3.2.

Proposition 3.4 (Complex Monge–Ampère equation, Yau [72]). Suppose (M,ω) is a Kähler
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manifold and d : M → C̃n with di = 0 for all i ∈ {1, · · · , n − 2}. Let χ ∈ [χ0] be a Kähler

form, which is a C-subsolution to d. Then for the following continuity path

dt(p) :=
(
0, · · · , 0︸ ︷︷ ︸
n−2 copies

, td0(p) + (1 − t)χn/ωn(p)
)

with t ∈ [0, 1], we have dt ∈ P̃d for any t ∈ [0, 1].

Proof. By Proposition 3.3, we first compute the largest real root of the k-th derivative of

the diagonal restriction of d for all k ∈ {1, · · · , n− 2} at p ∈ M . The diagonal restriction at

p will be xn − d0(p). Hence, x1(p) = 0, · · · , xn−2(p) = 0 for all p ∈ M . By (3.6), we have

P̃d(p) :=
{
c ∈ C̃n : − cl ≥ 0, ∀l ∈ {1, · · · , n− 2}

}
= {(0, · · · , 0︸ ︷︷ ︸

n−2 copies

, c0) : c0 > 0}. (3.7)

So to check whether dt ∈ P̃d for any t ∈ [0, 1], by (3.7), that is to check whether td0(p) +

(1 − t)χn/ωn(p) is positive for any t ∈ [0, 1]. This is true hence we finish the proof.

Proposition 3.5 (General inverse σk equation with non-negative coefficients, Fang–Lai–Ma

[29] and Collins–Székelyhidi [20]). Suppose (M,ω) is a Kähler manifold and a constant map

d : M → Cn with di ≥ 0 for all i ∈ {0, · · · , n − 1} with
∑n−1

i=0 di > 0. Let χ ∈ [χ0] be a

C-subsolution to d. Then for the following continuity path

dt(p) :=
(
tdn−1, tdn−2, · · · , td1, d0 + (1 − t)

(
n

n−1

)
dn−1Ω1 + · · · +

(
n
1

)
d1Ωn−1

Ωn

)
,

where Ωi :=
∫
M
ωi ∧ χn−i

0 with t ∈ [0, 1], we have dt ∈ Pd for any t ∈ [0, 1].

Proof. First, by Lemma 2.12, we see dt is strictly Υ-stable, that is, dt : M → Cn. Second,

by Proposition 3.2 and by (3.3), we want to verify whether the following n− 1×n− 1 linear
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system is always true for any t ∈ [0, 1]:



xn−1 − tdn−1 ≥ 0;

x2
n−2 − 2tdn−1xn−2 − tdn−2 ≥ 0;

...

xn−2
2 − t

∑n−1
k=2 dk

(
n−2
k−2

)
xk−2
2 ≥ 0;

xn−1
1 − t

∑n−1
k=1 dk

(
n−1
k−1

)
xk−1
1 ≥ 0,

(3.8)

where xk is the largest real root of the k-th derivative of xn−
∑n−1

k=0 dk
(
n
k

)
xk for k ∈ {1, · · · , n−

1} and xk ≥ 0 by the proof of Lemma 2.12. Hence, for any l ∈ {1, · · · , n− 1}, we have

xn−l
l −

n−1∑
k=l

dk

Ç
n− l

k − l

å
xk−l
l = 0. (3.9)

Last, equation (3.9) implies that for any l ∈ {1, · · · , n− 1}, we get

xn−l
l − t

n−1∑
k=l

dk

Ç
n− l

k − l

å
xk−l
l = (1 − t)

n−1∑
k=l

dk

Ç
n− l

k − l

å
xk−l
l ≥ 0.

This justifies n− 1 × n− 1 linear system (3.8) is always true, this finishes the proof.
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Chapter 4

A Priori Estimates

In this chapter, we study a priori estimates for functions c : M3 → C̃3 and c : M4 → C̃4

provided that a C-subsolution is given. We will study them individually in this dissertation

and hope we will find a unified approach to handle all dimensions in the future. The ideas

in this chapter come from the author’s previous works [51, 52].

First, let us summarize the proof of our a priori estimates. Under the assumption of C-

subsolution, we apply the Alexandroff–Bakelman–Pucci estimate to get a C0 estimate. This

C0 estimate can be obtained following the proof in Székelyhidi [68], which is based on the

method that B locki [8, 9] used in the case of the complex Monge–Ampère equation. We will

skip the proof of this C0 estimate because it follows verbatim.

Second, we use the maximum principle to obtain that the C2 norm can be bounded by the

C1 norm. The method is inspired by Hou–Ma–Wu [42] for the complex Hessian equations

and used by Székelyhidi [68]. The interested reader is referred to [18, 68] and the references

therein. Once we have the above type inequality, by a blow-up argument due to Dinew–

Ko lodziej [25], we can get an indirect C1 estimate.
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Last, to get C2,α estimate, we follow the proof of the complex version of the Evans–Krylov

theory in Siu [64], we can exploit the convexity of the solution sets to obtain a C2,α estimates

by a blow-up argument. Furthermore, for higher regularity, we apply the standard Schauder

estimates and bootstrapping.

4.1 When Complex Dimension Equals Three

In this section, we are interested in the following equation on M3:

X3 =
Ç

3

1

å
c1X ∧ ω2 +

Ç
3

0

å
c0ω

3 = 3c1X ∧ ω2 + c0ω
3, (4.1)

where c1 is a constant and c0 is a function on M . By Proposition 3.1, to have convexity, for

any z ∈ M , we want (c1, c0(z)) ∈ C̃3 with

C̃3 = {(0, c0) : c0 > 0} ∪ {(c1, c0) : c1 > 0 and c0 > −2c
3/2
1 }. (4.2)

So equation (4.1) can be rewritten as a function c : M3 → C̃3. In this dissertation, we consider

functions c : M3 → C̃3 with c1 constant and range in a compact subset of the stratification

{(c1, c0) : c1 > 0 and c0 > −2c
3/2
1 } of C̃3. For the case with the range in the stratification

{(0, c0) : c0 > 0}, that is, c : M3 → {(0, c0) : c0 > 0} ⊂ C̃3. This is the three-dimensional

complex Monge–Ampère equation, which can be done by Yau [72].

In this section, first, we always assume that there exists a C-subsolution u : M → R to a

function d : M3 → C̃3 with d1 constant. Then, we also call Xu this C-subsolution and by

changing representative, we may assume X is this C-subsolution. Because later on we want

to use the method of continuity to obtain the solvability, we are interested in functions in
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the set P̃d. For any function c ∈ P̃d with c1 constant, we consider the following equation:

hc(z, λ) =
c1σ1(λ) + c0(z)

λ1λ2λ3

= 1, (4.3)

where z ∈ M and λi are the eigenvalues of ω−1Xu at z. Note that we abbreviate λ =

{λ1, λ2, λ3} and we always assume λ1 ≥ λ2 ≥ λ3 unless further notice. Most of the time, to

save spaces, we will abbreviate h = hc(λ), hi = ∂hc/∂λi, hij = ∂2hc/∂λi∂λj for i, j ∈ {1, 2, 3}

for notational convention. Unless specify otherwise, we always assume S is a compact subset

of {(c1, c0) : c1 > 0 and c0 > −2c
3/2
1 } ⊂ C̃3 and we abbreviate c0 = c0(z) for z ∈ M3 with

(c1, c0) ∈ S ⊂ C̃3.

4.1.1 The C2 Estimate

Define a Hermitian endomorphism Λ := ω−1Xu, where Xu = X +
√
−1∂∂̄u, and let λ =

{λ1, λ2, λ3} be the eigenvalues of Λ. We consider the following function G(Λ) = log(1+λ1) =

g(λ1, λ2, λ3) and the following test function

U := −Au + G(Λ), (4.4)

where A ≫ 0 will be determined later. We want to apply the maximum principle to U , but

since the eigenvalues of Λ might not be distinct at the maximum point q ∈ M of U , we do

a perturbation here. The perturbation here, though not necessarily, is made to preserve the

Υ-cone structure for convenience. Assume λ1 is large, otherwise, we are done, then

• we pick the constant matrix B to be a diagonal matrix with real entries

B11 = λ1; B22 = λ2/2; B33 = 0.
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By defining Λ̃ = Λ + B, then Λ̃ has distinct eigenvalues near q ∈ M , which are {λ̃1 =

2λ1, λ̃2 = 3λ2/2, λ̃3 = λ3}. The eigenvalues of Λ̃ define smooth functions near the maximum

point q. And we can check that the maximum point q of U in equation (4.4) is still the

maximum point of the following locally defined test function

Ũ := −Au + G(Λ̃). (4.5)

Near the maximum point q of Ũ , we always use the coordinates in Lemma 2.15 unless

otherwise noted. We instantly get the following lemma.

Lemma 4.1. At the maximum point q of Ũ , by taking the first derivative of Ũ at q, we get

0 = −Auk(q) +
1

1 + λ̃1

(Xu)11̄,k, (4.6)

where we denote uk = ∂u/∂zk and (Xu)11̄,k = ∂(Xu)11̄/∂zk.

Proof. First, since Ũ = −Au + G(Λ̃), if we take the first derivative, we obtain

∂

∂zk
Ũ = −Auk +

∂G

∂Λj
i

(Λ̃)
∂Λ̃j

i

∂zk
.

At the maximum point q, we have 0 = −Auk(p) + 1
1+λ̃1

(Xu)11̄,k, which finishes the proof.

For any c ∈ P̃d with c1 constant, we may define the following operator Lc by

Lc := −
∑
i,j,k

∂Hc

∂Λk
i

(z,Λ)ωkj̄(z)
∂2

∂zi∂z̄j
, (4.7)

where Λ is the Hermitian endomorphism ω−1Xu at z and Hc(z,Λ) = hc(z, λ1, λ2, λ3) is

defined by hc(z, λ) =
(
c1σ1(λ) + c0(z)

)
/λ1λ2λ3. We immediately have the following.
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Lemma 4.2. By taking hc(λ) =
(
c1σ1(λ) + c0

)
/λ1λ2λ3 and g(λ) = log(1 + λ1), we have

hi =
−c1σ1(λ;i) − c0

λ1λ2λ3λi

; hij =
−c1(λi + λj) +

[
c1σ1(λ) + c0

]
(1 + δij)

λ1λ2λ3λiλj

;

gi = δ1i
1

1 + λ1

; gij = −δ1iδ1j
1

(1 + λ1)2
.

Here, we denote hi := ∂hc/∂λi, gi := ∂g/∂λi, hij := ∂2hc/∂λi∂λj, and gij := ∂2g/∂λi∂λj. In

particular, on {λ1λ2λ3 = c1σ1(λ) + c0}, we have

hi =
c1

λ1λ2λ3

− 1

λi

and hij =
1 + δij
λiλj

− c1
λi + λj

λ1λ2λ3λiλj

.

Lemma 4.3. For any point on the set {h = 1}, we have

−hi =
c1σ1(λ;i) + c0
λ1λ2λ3λi

=
1

λi

− c1
λ1λ2λ3

> 0.

Proof. On h = c1σ1(λ)+c0
λ1λ2λ3

= 1, this implies that λi

(
σ2(λ;i) − c1

)
= c1σ1(λ;i) + c0. By

Lemma 2.4, we have σ2(λ;i)−c1 > 0 on σ3(λ) = c1σ1(λ)+c0. This implies that c1σ1(λ;i)+c0 >

0 and −hi > 0. This finishes the proof.

To obtain a priori estimates, we focus on functions c ∈ P̃d with c1 constant and range in

a compact subset S of the stratification {(c1, c0) : c1 > 0 and c0 > −2c
3/2
1 } of C̃3. That is,

besides c0, c1 are uniformly bounded from above and below, we also have infc∈S c1 > 0 and

infc∈S c0 + 2c
3/2
1 > 0. With these, we can get a priori estimates depending on this compact

subset. With these, we can get a priori estimates depending on this compact subset. Also, to

simplify estimates and compute asymptotic behavior, for the remainder of this subsection, we

let Oi be the Big O notation that describes the limiting behavior when λi approaches infinity.

So Oi(1) means the quantity will be bounded by a uniform constant if λi is sufficiently large.

we let Θi be the Big Θ notation that describes the limiting behavior when λi approaches

infinity. So Θi(1) means the quantity will be bounded from both above and below by a
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uniform constant if λi is sufficiently large.

Proposition 4.1. Let h(λ) =
(
c1σ1(λ) + c0

)
/λ1λ2λ3, on {λ1λ2λ3 = c1σ1(λ) + c0}, we have

∑
i

hi = λ−1
3 Θ1(1);

∑
i

h2
i = λ−2

3 Θ1(1);

∑
l

h1lhl = λ−1
1 λ−2

3 O1(1);
∑
l

h2lhl = λ−1
2 λ−2

3 O1(1);

∑
l

h3lhl = λ−3
3 O1(1);

∑
i,j

hihijhj = λ−4
3 O1(1).

Proof. The proof is by exhaustion. We consider two cases: the case λ3 is uniformly bounded

from below by a positive constant and the case λ3 approaches 0. No matter which case, we

always get these estimates. This finishes the proof.

Now, by taking the first and second derivatives of the equation Hc(z,Λ) = 1, we have the

following Lemma. The proof should be straightforward; we apply Lemma 2.14, Lemma 2.15,

Lemma 2.17, and Lemma 4.2. Or one can check the following reference [50] for more details.

Lemma 4.4. Let Hc(z,Λ) = 1, then we have

0 =
∑
i,j

∂H(Λ)

∂Λj
i

∂Λj
i

∂zk
+

∂c0
∂zk

σ3(Λ)
;

0 =
∑
i,j

(∂2H(Λ)

∂Λj
i∂Λs

r

∂Λj
i

∂z̄k

∂Λs
r

∂zk
+

∂H(Λ)

∂Λj
i

∂2Λj
i

∂zk∂z̄k
+

∂

∂Λj
i

( 2

σ3(Λ)

)
ℜ
(∂c0
∂z̄k

∂Λj
i

∂zk

))
+

∂2c0
∂zk∂z̄k

σ3(Λ)
.

In particular, at the maximum point q ∈ M of Ũ , we have

0 =
∑
i

hi(Xu)īi,k +

∂c0
∂zk

λ1λ2λ3

; (4.8)

0 =
∑
i,j

hij(Xu)īi,k̄(Xu)jj̄,k +
∑
i ̸=j

1

λiλj

|(Xu)jī,k|2 +
∑
i

hi

(
(Xu)īi,kk̄ − λiωīi,kk̄

)

+

∂2c0
∂zk∂z̄k

λ1λ2λ3

−
∑
i

2ℜ
(

∂c0
∂z̄k

(Xu)īi,k

)
λ1λ2λ3λi

. (4.9)
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Proof. The first and second derivatives should be straightforward. At the maximum point,

suppose the eigenvalues are pairwise distinct satisfying λ1 > λ2 > λ3. Since Λ is a diagonal

matrix, then

0 =
∑
i

hi(Xu)īi,k +

∂c0
∂zk

λ1λ2λ3

.

This is also true when the eigenvalues are not pairwise distinct. For the second derivative,

if the eigenvalues at the maximum point q are pairwise distinct, then

0 =
∑
i,j

hij(Xu)īi,k̄(Xu)jj̄,k +
∑
i ̸=j

1

λiλj

|(Xu)jī,k|2 +
∑
i

hi

(
(Xu)īi,kk̄ − λiωīi,kk̄

)

+

∂2c0
∂zk∂z̄k

λ1λ2λ3

− 2

λ1λ2λ3λi

ℜ
(∂c0
∂z̄k

(Xu)īi,k

)
.

This is also true when the eigenvalues are not pairwise distinct.

Lemma 4.5. Let d : M3 → C̃3 and X be a C-subsolution to d, then there exists uniform

constants N > 0 and κ > 0, which are independent of c ∈ P̃d with c(z) ∈ S for any z ∈ M ,

such that if λ1 > N , we have
∑

i hiuīi ≥ −κ
∑

i hi.

Proof. If X is a C-subsolution to d : M3 → C̃3, then for all z ∈ M , we have X2 − d1ω
2 > 0.

Now, unless further notice, the following inequalities hold for any point z ∈ M . By choosing

δ > 0, κ > 0, and ϵ > 0 sufficiently small, since M is a compact manifold and S is a compact

subset, for any c ∈ P̃d with c ∈ S, we get

(1 − δ)
(
X − κω

)2
> (c1 + ϵ)ω2; X − κω > ϵω.

By the definition of P̃d, we also have d1 − c1 = x2
1 − c1 ≥ 0. This implies that d1 ≥ c1 for
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any c ∈ P̃d. Note that uīi = λi −Xīi, so we can write

∑
i

hi(uīi + κ) =
∑
i

hi

(
λi −Xīi + κ

)
=
∑
i

−c1σ1(λ;i) − c0
λ1λ2λ3λi

(λi −Xīi + κ)

= −
∑

i Ai

λ1λ2λ3

+
∑
i

(Xīi − κ)
Ai

λ1λ2λ3λi

, (4.10)

where we denote Ai = c1σ1(λ;i) + c0 for i ∈ {1, 2, 3}. Since λ1 ≥ λ2 ≥ λ3, we have

A3 ≥ A2 ≥ A1 > 0. There are two cases to be considered:

• If 0 < λ3 ≤ X33̄−κ
3

, then

(X33̄ − κ)
A3

λ1λ2λ3λ3

≥ 3
A3

λ1λ2λ3

.

Hence, equation (4.10) gives
∑

i hi(uīi + κ) ≥ −3 A3

λ1λ2λ3
+
∑

i(Xīi − κ) Ai

λ1λ2λ3λi
≥ 0.

• If λ3 ≥ X33̄−κ
3

, we can show that λ2 is bounded from above when λ1 is large. To be more

precise, suppose λ1 ≥ λ2 ≥ N for N > 0 sufficiently large, then

λ3 =
c1(λ1 + λ2) + c0

λ1λ2 − c1
≤ d1(λ1 + λ2) + supc∈S |c0|

λ1λ2 − d1
≤ supM d1(λ1 + λ2) + supc∈S |c0|

λ1λ2/2

≤ 4 supM d1 + 2 supc∈S |c0|
N

.

We get a contradiction if N is sufficiently large. So, we have
12 supM d1+6 supc∈S |c0|

X33̄−κ
≥ λ2 ≥

λ3 ≥ X33̄−κ
3

> 0. With this, we can do a better estimate for λ2λ3, we have

λ2λ3 =
c1(λ1λ2 + λ2

2) + c0λ2

λ1λ2 − c1
= c1 +

c1λ
2
2 + c0λ2 + c21
λ1λ2 − c1

≤ c1 +
d1λ

2
2 + supc∈S |c0|λ2 + d21

λ1λ2 − c1

≤ c1 +
d1λ

2
2 + supc∈S |c0|λ2 + d21

λ1λ2 − d1
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We see that when λ1 is sufficiently large, for any c ∈ P̃d satisfies the hypothesis, we have

λ2λ3 < c1 + ϵ. (4.11)

In addition, by (1 − δ)
(
X − κω

)2
> (c1 + ϵ)ω2, we get the following,

(X22̄ − κ)
1

λ2

+ (X33̄ − κ)
1

λ3

≥ 2

 
(X22̄ − κ)(X33̄ − κ)

λ2λ3

≥ 2

 
c1 + ϵ

(1 − δ)λ2λ3

(4.12)

By combining inequalities (4.10), (4.11), and (4.12), we may write

∑
i

hi(uīi + κ) =
−2c1σ1(λ) − 3c0

λ1λ2λ3

+
∑
i

(Xīi − κ)
Ai

λ1λ2λ3λi

= −2 − c0
λ1λ2λ3

+
∑
i

(Xīi − κ)
λ1λ2λ3 − c1λi

λ1λ2λ3λi

≥ −2 − c0
λ1λ2λ3

+ (X22̄ − κ)
λ1λ2λ3 − c1λ2

λ1λ2λ3λ2

+ (X33̄ − κ)
λ1λ2λ3 − c1λ3

λ1λ2λ3λ3

≥ −2 + (X22̄ − κ)
1

λ2

+ (X33̄ − κ)
1

λ3

+ λ−1
1 O1(1)

≥ −2 + 2

 
(X22̄ − κ)(X33̄ − κ)

λ2λ3

+ λ−1
1 O1(1)

≥ −2 + 2(1 − δ)−1/2 + λ−1
1 O1(1) ≥ δ + λ−1

1 O1(1).

Here, because in this case λ3 has a lower bound, otherwise we will not get a lower order term

λ−1
1 ·O1(1). In conclusion, we can find a uniform N > 0 such that if λ1 > N , we have

∑
i

hi(uīi + κ) ≥ 0 =⇒
∑
i

hiuīi ≥ −
∑
i

hiκ

for any c ∈ P̃d with range in a compact subset of C̃3. This finishes the proof.

Lemma 4.6. With the same settings as in Lemma 4.5, there exists a uniform N > 0 and

ϵ > 0 such that if λ1 > N , then −h2 − h3 > ϵ > 0.
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Proof. If λ3 is uniformly bounded from below by a positive constant, then by the proof in

Lemma 4.5, we get λ2 is uniformly bounded from above. We obtain

−h2 − h3 =
c1σ1(λ;2) + c0

λ1λ2
2λ3

+
c1σ1(λ;3) + c0

λ1λ2λ2
3

=
1

λ2

+
1

λ3

− 2c1
λ1λ2λ3

≥ 1

λ2

+
1

λ3

− 2d1
λ1λ2λ3

=
1

λ2

+
1

λ3

+ λ−1
1 O1(1) > ϵ > 0.

If λ3 is sufficiently close to 0, and λ1 is sufficiently large, then we have

−h3 =
1

λ3

− c1
λ1λ2λ3

>
1

λ3

− 1

λ1

> ϵ > 0.

This finishes the proof.

Now we let C be a constant depending only on the stated data, but which may change from

line to line. We can finish the proof of the following C2 estimate.

Theorem 4.1. Suppose X is a C-subsolution to d : M3 → C̃3 with range in S and d1

constant. For any c ∈ P̃d with range in S and c1 constant, if u : M → R is a smooth

function solving the equation c : M3 → C̃3, then there exists a constant C such that

|∂∂̄u| ≤ C
(
1 + sup

M

∣∣∇u
∣∣2).

Here, C = C(M,X, S, d, ω, oscM u, ∥c0∥C2) is a constant and ∇ is the Levi-Civita connection

with respect to ω.

Proof. We use the maximum principle to prove this, for any c ∈ P̃d with c ∈ S, we can

define the elliptic operator Lc in equation (4.7). First, by applying the operator Lc to G(Λ̃),

at the maximum point q, we obtain

Lc

(
G(Λ̃)

)
= −

∑
i,j,k

hkgij
∂Λ̃i

i

∂zk

∂Λ̃j
j

∂z̄k
−
∑
k

hk

∑
i ̸=j

gi − gj

λ̃i − λ̃j

∂Λ̃i
j

∂zk

∂Λ̃j
i

∂z̄k
−
∑
i,k

hkgi
∂2Λ̃i

i

∂zk∂z̄k
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=
∑
k

hk

∣∣(Xu)11̄,k
∣∣2

(1 + λ̃1)2
+
∑
k

hk
λ1

1 + λ̃1

ω11̄,kk̄ −
∑
k

hk

(Xu)11̄,kk̄

1 + λ̃1

−
∑
k

hk

∑
j ̸=1

∣∣(Xu)j1̄,k
∣∣2 +

∣∣(Xu)1j̄,k
∣∣2

(1 + λ̃1)(λ̃1 − λ̃j)

≥
∑
i

hi

∣∣(Xu)11̄,i
∣∣2

(1 + λ̃1)2
−
∑
i

hi

(Xu)11̄,īi

1 + λ̃1

−
∑
j ̸=1

hj

∣∣(Xu)1j̄,j
∣∣2

(1 + λ̃1)(λ̃1 − λ̃j)
+ C

∑
i

hi. (4.13)

Second, by equation (4.8) and equation (4.9), we have

0 =
∑
i,j

hij(Xu)īi,k̄(Xu)jj̄,k +
∑
i ̸=j

|(Xu)jī,k|2

λiλj

+
∑
i

hi

(
(Xu)īi,kk̄ − λiωīi,kk̄

)

+

∂2c0
∂zk∂z̄k

λ1λ2λ3

−
∑
i

2ℜ
(
∂c0
∂z̄k

(Xu)īi,k
)

λ1λ2λ3λi

=
∑
i,j

hij

(
(Xu)īi,k̄ −

∑
l hl(Xu)ll̄,k̄∑

l h
2
l

hi

)(
(Xu)jj̄,k −

∑
l hl(Xu)ll̄,k∑

l h
2
l

hj

)
+

2
∑

i,j,l hjhijhlℜ
(
(Xu)ll̄,k(Xu)īi,k̄

)∑
l h

2
l

−
∑
i,j

hihjhij

|
∑

l hl(Xu)ll̄,k|2

(
∑

l h
2
l )

2

+
∑
i ̸=j

|(Xu)jī,k|2

λiλj

+
∑
i

hi

(
(Xu)īi,kk̄ − λiωīi,kk̄

)
+

∂2c0
∂zk∂z̄k

λ1λ2λ3

−
∑
i

2ℜ
(
∂c0
∂z̄k

(Xu)īi,k
)

λ1λ2λ3λi

=
∑
i,j

hij

(
(Xu)īi,k̄ −

∑
l hl(Xu)ll̄,k̄∑

l h
2
l

hi

)(
(Xu)jj̄,k −

∑
l hl(Xu)ll̄,k∑

l h
2
l

hj

)
−

2
∑

i,j hjhijℜ
(
∂c0
∂z̄k

(Xu)īi,k
)

λ1λ2λ3

∑
l h

2
l

−
∑

i,j hihjhij| ∂c0∂zk
|2

λ2
1λ

2
2λ

2
3(
∑

l h
2
l )

2
+
∑
i ̸=j

|(Xu)jī,k|2

λiλj

+
∑
i

hi

(
(Xu)īi,kk̄ − λiωīi,kk̄

)
+

∂2c0
∂zk∂z̄k

λ1λ2λ3

−
∑
i

2ℜ
(
∂c0
∂z̄k

(Xu)īi,k
)

λ1λ2λ3λi

≥ −
2
∑

i,j hjhijℜ
(
∂c0
∂z̄k

(Xu)īi,k
)

λ1λ2λ3

∑
l h

2
l

−
∑
i

2ℜ
(
∂c0
∂z̄k

(Xu)īi,k
)

λ1λ2λ3λi

−
∑

i,j hihjhij| ∂c0∂zk
|2

λ2
1λ

2
2λ

2
3(
∑

l h
2
l )

2

+
∑
i ̸=j

|(Xu)jī,k|2

λiλj

+
∑
i

hi(Xu)īi,kk̄ + C
∑
i

hiλi +

∂2c0
∂zk∂z̄k

λ1λ2λ3

, (4.14)

where the inequality on the last line is due to the convexity of h = 1 and |ωīi,kk̄| ≤ C. Since
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the solution set {λ1λ2λ3 = c1σ1(λ) + c0} is convex and

(Xu)jj̄,k −
∑

l hl(Xu)ll̄,k̄∑
l h

2
l

hj = (Xu)jj̄,k −
∂c0
∂zk

hj

λ1λ2λ3

∑
l h

2
l

is a tangent vector on the solution set, we obtain that

∑
i,j

hij

(
(Xu)īi,k̄ −

∑
l hl(Xu)ll̄,k̄∑

l h
2
l

hi

)(
(Xu)jj̄,k −

∑
l hl(Xu)ll̄,k∑

l h
2
l

hj

)
≥ 0.

Hence, by setting k = 1, inequality (4.14) gives

−
∑
i

hi(Xu)11̄,īi

= −
∑
i

hi(Xu)īi,11̄ +
∑
i

hi

(
(Xu)īi,11̄ − (Xu)11̄,īi

)
= −

∑
i

hi(Xu)īi,11̄ +
∑
i

hi

(
(X)īi,11̄ − (X)11̄,īi

)
≥ −

2
∑

i,j hjhijℜ
(
∂c0
∂z̄1

(Xu)īi,1
)

λ1λ2λ3

∑
l h

2
l

−
∑
i

2ℜ
(
∂c0
∂z̄1

(Xu)īi,1
)

λ1λ2λ3λi

−
∑

i,j hihjhij|∂c0∂z1
|2

λ2
1λ

2
2λ

2
3(
∑

l h
2
l )

2

+
∑
i ̸=j

|(Xu)jī,1|2

λiλj

+
∂2c0

∂z1∂z̄1

λ1λ2λ3

+ C
∑
i

hi(1 + λi). (4.15)

Combining Lemma 4.5, inequalities (4.13), (4.14), and (4.15), at the maximum point q, if λ1

is sufficiently large, then we have

Lc(Ũ) ≥ A
∑
i

hiuīi +
∑
i

hi

∣∣(Xu)11̄,i
∣∣2

(1 + λ̃1)2
+ C

∑
i

hi −
∑
i

hi

(Xu)11̄,īi

1 + λ̃1

−
∑
j ̸=1

hj

∣∣(Xu)1j̄,j
∣∣2

(1 + λ̃1)(λ̃1 − λ̃j)

≥ A
∑
i

hiuīi +
∑
i

hi

∣∣(Xu)11̄,i
∣∣2

(1 + λ̃1)2
+
∑
j ̸=i

|(Xu)jī,1|2

(1 + λ̃1)λiλj

−
∑
j ̸=1

hj

∣∣(Xu)1j̄,j
∣∣2

(1 + λ̃1)(λ̃1 − λ̃j)

−
2
∑

i,j hjhijℜ
(
∂c0
∂z̄1

(Xu)īi,1
)

(1 + λ̃1)λ1λ2λ3

∑
l h

2
l

−
∑
i

2ℜ
(
∂c0
∂z̄1

(Xu)īi,1
)

(1 + λ̃1)λ1λ2λ3λi

−
∑

i,j hihjhij|∂c0∂z1
|2

(1 + λ̃1)λ2
1λ

2
2λ

2
3(
∑

l h
2
l )

2

+
∂2c0

∂z1∂z̄1

(1 + λ̃1)λ1λ2λ3

+ C
∑
i

hi
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≥
(
C − Aκ

)∑
i

hi +
∑
i

hi

∣∣(Xu)11̄,i
∣∣2

(1 + λ̃1)2
+
∑
j ̸=1

|(Xu)j1̄,1|2

(1 + λ̃1)λiλj

−
∑
j ̸=1

hj

∣∣(Xu)1j̄,j
∣∣2

(1 + λ̃1)(λ̃1 − λ̃j)

−
2
∑

i,j hjhijℜ
(
∂c0
∂z̄1

(Xu)īi,1
)

(1 + λ̃1)λ1λ2λ3

∑
l h

2
l

−
∑
i

2ℜ
(
∂c0
∂z̄1

(Xu)īi,1
)

(1 + λ̃1)λ1λ2λ3λi

−
∑

i,j hihjhij|∂c0∂z1
|2

(1 + λ̃1)λ2
1λ

2
2λ

2
3(
∑

l h
2
l )

2

+
∂2c0

∂z1∂z̄1

(1 + λ̃1)λ1λ2λ3

≥
(
C − Aκ

)∑
i

hi + h1

∣∣(Xu)11̄,1
∣∣2

(1 + λ̃1)2
+
∑
j ̸=1

hj

∣∣(Xu)11̄,j
∣∣2

(1 + λ̃1)2
+
∑
j ̸=1

|(Xu)j1̄,1|2

(1 + λ̃1)λiλj

−
∑
j ̸=1

hj

∣∣(Xu)1j̄,j
∣∣2

(1 + λ̃1)(λ̃1 − λ̃j)
−

2
∑

l hlh1lℜ
(
∂c0
∂z̄1

(Xu)11̄,1
)

(1 + λ̃1)λ1λ2λ3

∑
l h

2
l

−
2ℜ
(
∂c0
∂z̄1

(Xu)11̄,1
)

(1 + λ̃1)λ2
1λ2λ3

−
2
∑

j ̸=1

∑
l hlhljℜ

(
∂c0
∂z̄1

(Xu)jj̄,1
)

(1 + λ̃1)λ1λ2λ3

∑
l h

2
l

−
∑
j ̸=1

2ℜ
(
∂c0
∂z̄1

(Xu)jj̄,1
)

(1 + λ̃1)λ1λ2λ3λj

−
∑

i,j hihjhij|∂c0∂z1
|2

(1 + λ̃1)λ2
1λ

2
2λ

2
3(
∑

l h
2
l )

2
+

∂2c0
∂z1∂z̄1

(1 + λ̃1)λ1λ2λ3

. (4.16)

We can also simplify some terms in inequality (4.16):

∑
j ̸=1

hj

∣∣(Xu)11̄,j
∣∣2

(1 + λ̃1)2
+

|(Xu)j1̄,1|2

(1 + λ̃1)λ1λj

=
∑
j ̸=1

hj

∣∣(Xu)j1̄,1 − Tj

∣∣2
(1 + λ̃1)2

+
∑
j ̸=1

|(Xu)j1̄,1|2

(1 + λ̃1)λ1λj

≥ 2
∑
j ̸=1

hj

∣∣(Xu)j1̄,1
∣∣2

(1 + λ̃1)2
+ 2

∑
j ̸=1

hj

∣∣Tj

∣∣2
(1 + λ̃1)2

+
∑
j ̸=1

|(Xu)j1̄,1|2

(1 + λ̃1)λ1λj

=
∑
j ̸=1

2hjλ1λj + 1 + λ̃1

(1 + λ̃1)2λ1λj

∣∣(Xu)j1̄,1
∣∣2 − 2

∑
j ̸=1

c1σ1(λ;j) + c0
λ1λ2λ3λj

∣∣Tj

∣∣2
(1 + λ̃1)2

≥
∑
j ̸=1

−2λ1 + 1 + λ̃1

(1 + λ̃1)2λ1λj

∣∣(Xu)j1̄,1
∣∣2 − 2

∑
j ̸=1

∣∣Tj

∣∣2
(1 + λ̃1)2λj

≥ −2
∑
j ̸=1

∣∣Tj

∣∣2
(1 + λ̃1)2λj

≥ − C

λ2
1λ3

≥ − C

λ1λ2λ3

≥ − C

infc∈S λ1λ2λ3

≥ −C. (4.17)

Here, we denote Tj := (Xu)j1̄,1 − (Xu)11̄,j = Xj1̄,1 −X11̄,j. The last inequality is due to the

fact that S is a compact subset, so by our Theorem 2.4, λ1λ2λ3 will have a uniform positive
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lower bound. In addition, for j ̸= 1, we obtain

−
hj

∣∣(Xu)1j̄,j
∣∣2

(1 + λ̃1)(λ̃1 − λ̃j)
−

2
∑

l hlhljℜ
(
∂c0
∂z̄1

(Xu)jj̄,1
)

(1 + λ̃1)λ1λ2λ3

∑
l h

2
l

−
2ℜ
(
∂c0
∂z̄1

(Xu)jj̄,1
)

(1 + λ̃1)λ1λ2λ3λj

= −
hj

∣∣(Xu)1j̄,j
∣∣2

(1 + λ̃1)(λ̃1 − λ̃j)
−

2
∑

l hlhljℜ
(
∂c0
∂z̄1

(Xu)1j̄,j
)

(1 + λ̃1)λ1λ2λ3

∑
l h

2
l

−
2ℜ
(
∂c0
∂z̄1

(Xu)1j̄,j
)

(1 + λ̃1)λ1λ2λ3λj

−
2
∑

l hlhljℜ
(
∂c0
∂z̄1

(
(Xu)jj̄,1 − (Xu)1j̄,j

))
(1 + λ̃1)λ1λ2λ3

∑
l h

2
l

−
2ℜ
(
∂c0
∂z̄1

(
(Xu)jj̄,1 − (Xu)1j̄,j

))
(1 + λ̃1)λ1λ2λ3λj

= − hj

(1 + λ̃1)(λ̃1 − λ̃j)

∣∣∣∣∣(Xu)1j̄,j +

∑
l hlhlj

∂c0
∂z1

(λ̃1 − λ̃j)

λ1λ2λ3hj

∑
l h

2
l

+
∂c0
∂z1

(λ̃1 − λ̃j)

λ1λ2λ3λjhj

∣∣∣∣∣
2

+
(λ̃1 − λ̃j)

(1 + λ̃1)λ2
1λ

2
2λ

2
3hj

∣∣∣∣∣
∑

l hlhlj
∂c0
∂z1∑

l h
2
l

+
∂c0
∂z1

λj

∣∣∣∣∣
2

−
2
∑

l hlhljℜ
(
∂c0
∂z̄1

(
(X)jj̄,1 − (X)1j̄,j

))
(1 + λ̃1)λ1λ2λ3

∑
l h

2
l

−
2ℜ
(
∂c0
∂z̄1

(
(X)jj̄,1 − (X)1j̄,j

))
(1 + λ̃1)λ1λ2λ3λj

≥ (λ̃1 − λ̃j)

(1 + λ̃1)λ2
1λ

2
2λ

2
3hj

∣∣∣∣∣
∑

l hlhlj
∂c0
∂z1∑

l h
2
l

+
∂c0
∂z1

λj

∣∣∣∣∣
2

−
2
∑

l hlhljℜ
(
∂c0
∂z̄1

(
(X)jj̄,1 − (X)1j̄,j

))
(1 + λ̃1)λ1λ2λ3

∑
l h

2
l

−
2ℜ
(
∂c0
∂z̄1

(
(X)jj̄,1 − (X)1j̄,j

))
(1 + λ̃1)λ1λ2λ3λj

. (4.18)

We estimate some terms in inequality (4.16) and inequality (4.18). If λ3 is uniformly bounded

from below by a positive constant, then λ2 is uniformly bounded from above. The estimates

should be straightforward. Now, if λ3 approaches 0, then we need to consider the limiting

behavior of h2 and h3. For h3, we have

1

λ3

> −h3 =
1

λ3

− c1
λ1λ2λ3

>
1

λ3

− 1

λ1

>
1

2λ3

.

So h3 = λ−1
3 Θ1(1). For h2, the limiting behavior is slightly harder, we have

1

λ2

> −h2 =
1

λ2

− c1
λ1λ2λ3

=
c1(λ1 + λ3) + c0

λ1λ2
2λ3

≥ 1

2λ2

+
c1λ3 + c0
2λ1λ2

2λ3

≥ 1

2λ2

+
c0

2λ1λ2
2λ3

≥ 1

2λ2

− supc∈S |c0|
2λ1λ2

2λ3

≥ 1

2λ2

− supc∈S |c0|
2c1λ1λ2

>
1

2λ2

− supc∈S |c0|
2c

3/2
1 λ1

.
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Hence, h2 = λ−1
2 Θ1(1). In conclusion, for j ̸= 1, we have hj = λ−1

j Θ1(1). Thus, by

Proposition 4.1, for j ̸= 1, we have

(λ̃1 − λ̃j)

(1 + λ̃1)λ2
1λ

2
2λ

2
3h

2
j

∣∣∣∣∣
∑

l hlhlj
∂c0
∂z1∑

l h
2
l

+
∂c0
∂z1

λj

∣∣∣∣∣
2

≤ C

λ−2
j

∣∣∣∑l hlhlj∑
l h

2
l

+
1

λj

∣∣∣2 ≤ C

λ−2
j λ2

j

≤ C; (4.19)∣∣∣∣∣2
∑

l hlhljℜ
(
∂c0
∂z̄1

(
(X)jj̄,1 − (X)1j̄,j

))
(1 + λ̃1)λ1λ2λ3hj

∑
l h

2
l

∣∣∣∣∣ ≤ Cλ−1
j λ−2

3

λ1λ
−1
j λ−2

3

≤ C

λ1

≤ C; (4.20)∣∣∣∣∣2ℜ
(
∂c0
∂z̄1

(
(X)jj̄,1 − (X)1j̄,j

))
(1 + λ̃1)λ1λ2λ3λjhj

∣∣∣∣∣ ≤ C

λ1λjλ
−1
j

≤ C

λ1

≤ C; (4.21)∣∣∣∣∣
∑

i,j hihjhij|∂c0∂z1
|2

(1 + λ̃1)λ2
1λ

2
2λ

2
3(
∑

l h
2
l )

2

∣∣∣∣∣ ≤ C
λ−4
3

λ1λ
−4
3

≤ C

λ1

≤ C; (4.22)∣∣∣∣∣ ∂2c0
∂z1∂z̄1

(1 + λ̃1)λ1λ2λ3

∣∣∣∣∣ ≤ C

λ1

≤ C. (4.23)

Last, we have the following inequality

h1

∣∣(Xu)11̄,1
∣∣2

(1 + λ̃1)2
−

2
∑

l hlh1lℜ
(
∂c0
∂z̄1

(Xu)11̄,1
)

(1 + λ̃1)λ1λ2λ3

∑
l h

2
l

−
∑
j ̸=1

2ℜ
(
∂c0
∂z̄1

(Xu)11̄,1
)

(1 + λ̃1)λ2
1λ2λ3

= h1

∣∣∣(Xu)11̄,1

1 + λ̃1

−
( ∑

l hlh1l

λ1λ2λ3h1

∑
l h

2
l

+
1

λ2
1λ2λ3h1

)∂c0
∂z1

∣∣∣2
− h1

∣∣∣∂c0
∂z1

∣∣∣2( ∑
l hlh1l

λ1λ2λ3h1

∑
l h

2
l

+
1

λ2
1λ2λ3h1

)2
≥ h1

∣∣∣(Xu)11̄,1

1 + λ̃1

−
( ∑

l hlh1l

λ1λ2λ3h1

∑
l h

2
l

+
1

λ2
1λ2λ3h1

)∂c0
∂z1

∣∣∣2. (4.24)

Thus, by Lemma 4.5 and Lemma 4.6 and by inequalities (4.16), (4.17), (4.18), (4.19), (4.20),

(4.21), (4.22), (4.23), and (4.24), at the maximum point q we obtain

0 ≥ Lc(Ũ) ≥
(
C − Aκ

)∑
i

hi + C
∑
j ̸=1

hj − C

+ h1

∣∣∣(Xu)11̄,1

1 + λ̃1

−
( ∑

l hlh1l

λ1λ2λ3h1

∑
l h

2
l

+
1

λ2
1λ2λ3h1

)∂c0
∂z1

∣∣∣2
≥ Aκϵ

2
− 1

λ1

∣∣∣(Xu)11̄,1

1 + λ̃1

−
( ∑

l hlh1l

λ1λ2λ3h1

∑
l h

2
l

+
1

λ2
1λ2λ3h1

)∂c0
∂z1

∣∣∣2.
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Here, we let A sufficiently large to get the last inequality. So, we get…
Aκϵ

2

√
λ1 ≤

∣∣∣Au1 −
( ∑

l hlh1l

λ1λ2λ3h1

∑
l h

2
l

+
1

λ2
1λ2λ3h1

)∂c0
∂z1

∣∣∣
≤ A|u1| +

∣∣∣ ∑
l hlh1l

λ1λ2λ3h1

∑
l h

2
l

+
1

λ2
1λ2λ3h1

∣∣∣∣∣∣∂c0
∂z1

∣∣∣. (4.25)

Similar to before, we estimate the quantity
∣∣∣ ∑

l hlh1l

λ1λ2λ3h1
∑

l h
2
l

+ 1
λ2
1λ2λ3h1

∣∣∣, we have

∣∣∣ 1

λ2
1λ2λ3h1

∣∣∣ =
1

c1(λ2 + λ3) + c0
<

1

2c
3/2
1 + c0

≤ 1

infc∈S(2c
3/2
1 + c0)

≤ C;

∣∣∣ ∑
l hlh1l

λ1λ2λ3h1

∑
l h

2
l

∣∣∣ ≤ Cλ−1
1 λ−2

3

(c1(λ2 + λ3) + c0)λ
−1
1 λ−2

3

≤ C.

In conclusion, we get
»

Aκϵ
2

√
λ1 ≤ A|u1| + C. This implies that

λ1 ≤
2

Aκϵ
(A|u1| + C)2 ≤ 4

Aκϵ
(A2|u1|2 + C2) ≤ C(1 + sup

M
|∇u|2).

By plugging back to the original test function U = −Au+G(Λ), we will obtain a C2 estimate

for any c ∈ P̃d with range in S and c1 constant. This finishes the proof.

4.1.2 The C1 Estimate

Here, we use a blow-up argument proved by Collins–Jacob–Yau [18] to obtain a C1 estimate.

One can also check a more general setting considered by Székelyhidi [68], or the complex

Hessian equation studied by Dinew–Ko lodziej [25].

Proposition 4.2 (Collins–Jacob–Yau [18]). Suppose u : M → R satisfies

(a) X +
√
−1∂∂̄u ≥ −Kω,

(b) ∥u∥L∞(M) ≤ K,
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(c) ∥∂∂̄u∥L∞(M) ≤ K
(
1 + supM |∇u|2

)
,

for a uniform constant K < ∞. Then there exists a constant C, depending only on M,ω,

X, and K such that supM |∇u| ≤ C.

4.1.3 Higher Order Estimates

The proof follows from Siu [64], here we use a standard blow-up argument inspired by Collins–

Jacob–Yau [18]. The equation is elliptic and the solution set is convex, we can exploit the

convexity of the solution set to obtain C2,α estimates by a blow-up argument.

By shrinking the coordinate charts if necessary, we may assume that the manifold M can be

covered by finitely many coordinate charts Ūa ⊂ Va such that Xu =
√
−1∂∂ua on Va for a

smooth function uα satisfying ∥ua∥C2(Ūa) ≤ K, where we use the standard Euclidean metric

on C3 and K is a uniform constant independent of a. For convenience, we focus on a fixed

coordinate chart Va, and we drop the subscript a. The function u on V satisfies

Hc(z, ∂∂̄u) = Hc

(
z,Λ(z)

)
= 1, for z ∈ V,

where Λj
i (z) = ωjk̄(z)uik̄(z) with eigenvalues in the Υ1-cone of λ1λ2λ3 − c1σ1(λ)− c0(z) = 0.

Moreover, by fixing z̃ ∈ U , we define the following operator which does not depend on z ∈ V ,

H̃c,z̃(∂∂̄u) := Hc(z̃, ω
jk̄(z̃)uik̄).

First, we prove a Hölder estimate for the second derivatives. We have the following.

Lemma 4.7. Let U ⊂ C3 be a connected open set and fix z̃ ∈ U . Suppose u : U ⊂ C3 → R is

a C3 function such that ∥∂∂̄u∥L∞(U) < ∞ and the eigenvalues λ
(
ωjk̄(z̃)uik̄(z̃)

)
of ωjk̄(z̃)uik̄(z̃)

in the Υ1-cone of λ1λ2λ3−c1σ1(λ)−c0(z̃) = 0. If for all z ∈ U , H̃c,z̃(∂∂̄u)(z) = 1, then there
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exists a constant α ∈ (0, 1) such that for any R > 0 with B2R ⊂ U , the function u satisfies

∥∂∂̄u∥Cα(BR) ≤ C ·R−α.

Here, C = C
(
c, S, ∥∂∂̄u∥L∞(U)

)
.

Proof. First, we may verify that for all z ∈ U , λ
(
ωjk̄(z̃)uik̄(z)

)
in the Υ1-cone of λ1λ2λ3 −

c1σ1(λ)−c0(z̃) = 0. Second, let γ be an arbitrary vector of Cn, by differentiating H̃c,z̃(∂∂̄u) =

1 with respect to γ and then with respect to γ̄ gives

∑
i,j

∂H̃c,z̃

∂uij̄

(∂∂̄u)uij̄γ = 0;
∑
i,j,k,l

∂2H̃c,z̃

∂uij̄∂ukl̄

(∂∂̄u)ukl̄γ̄uij̄γ +
∑
i,j

∂H̃c,z̃

∂uij̄

(∂∂̄u)uij̄γγ̄ = 0.

By the convexity of the level set, we have

∑
i,j

∂H̃c,z̃

∂uij̄

(∂∂̄u)uij̄γγ̄ ≤ 0.

Second, let w = uγγ̄, then we may rewrite the equation as −
∑

i,j H̃
ij̄
c,z̃(∂∂̄u)∂i∂̄jw ≥ 0,

where we denote H̃ ij̄
c,z̃(∂∂̄u) := ∂H̃c,z̃/∂uij̄(∂∂̄u). By the hypothesis that ∥∂∂̄u∥L∞(U) < ∞,

the eigenvalues of
√
−1∂∂̄u have an upper bound and thus a positive lower bound by the

compactness of S. Hence the operator −H̃ ij̄
c,z̃(∂∂̄u) ∂2

∂zi∂̄zj
is uniformly elliptic.

For s = 1, 2, let Ms := supBsR
w, where BsR is a ball of radius sR contained in U having

the same center. By the Krylov–Safanov’s weak Harnack inequality [34], there is a constant

p > 0 and C > 0 such that

( 1

R6

∫
BR

(M2 − w)p
)1/p

≤ C
(
M2 −M1 + R

2(q−3)
q ∥hγγ̄∥Lq(B2R)

)
,

where q > 3. Then, by the smoothness and convexity of the solution set, the tangent plane

to the graph of H̃c,z̃ at the point
(
uij̄(y)

)
is below the graph of H̃c,z̃. Hence the tangent plane
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will be the supporting hyperplane, which implies

H̃c,z̃(∂∂̄u(y)) − H̃ ij̄
c,z̃(∂∂̄u(y))

(
uij̄(x) − uij̄(y)

)
≥ H̃c,z̃(∂∂̄u(x)).

That is, 0 ≥ −H̃ ij̄
c,z̃(∂∂̄u(y))

(
uij̄(y) − uij̄(x)

)
. Last, the rest follows directly from the proof

of the complex version of the Evans–Krylov theory in Siu [64].

Then, with the above Lemma 4.7, we can prove a Liouville-type result.

Proposition 4.3. Let z̃ ∈ C3. Suppose u : C3 → R is a C3 function such that ∥∂∂̄u∥L∞(C3) <

∞ and the eigenvalues λ
(
ωjk̄(z̃)uik̄(z̃)

)
of ωjk̄(z̃)uik̄(z̃) in the Υ1-cone of λ1λ2λ3− c1σ1(λ)−

c0(z̃) = 0. If for all z ∈ C3, H̃c,z̃(∂∂̄u)(z) = 1, then u is a quadratic polynomial.

Proof. The proof follows from Lemma 4.7 by letting R → ∞.

Lemma 4.8. For r > 0, suppose u : B2r ⊂ C3 → R is a smooth function satisfying

Hc(z, ∂∂̄u) = 1. Then, for every α ∈ (0, 1), we have the estimate

∥∂∂̄u∥Cα(Br/2) ≤ C(α, c, S, ∥∂∂̄u∥L∞(B2r)).

Proof. For each z ∈ Br, we consider the following quantity

Nu := sup
z∈Br

dz|∂∂∂̄u(z)|,

where dz := dist(z, ∂Br). Suppose the supremum is achieved at z0 ∈ Br, then we consider

the following smooth function ũ : BNu(0) → R defined by

ũ(z) := u
(
z0 + dz0z/Nu

)
N2

u/d
2
z0
− A− Aizi,
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where A, Ai are chosen so that ũ(0) = 0 = ∂ũ(0). Notice that

∂∂̄ũ(z) = ∂∂̄u(z0 + dz0z/Nu); ∥∂∂∂̄ũ∥L∞(BNu (0))
= 1 = |∂∂∂̄ũ(0)|.

In particular, we have ∥∂∂̄ũ∥Cα(Br) ≤ r for every α ∈ (0, 1) and ũ solves

Hc

(
z0 + dz0z/Nu, ∂∂̄ũ

)
(z) = 1, z ∈ BNu(0).

By the hypothesis that ∥∂∂̄u∥L∞(B2r) < ∞, the eigenvalues of
√
−1∂∂̄u have an upper

bound and thus a positive lower bound, so Hc(z, ·) is uniformly elliptic. The Schauder

theory for fully nonlinear uniformly elliptic operators of the form Hc(z, ∂∂̄u) implies that

∂ũ is bounded in C2,α(BNu/2(0)), and so ũ is controlled in C3,α(BNu/2(0)). Now, we prove

this by contradiction. Suppose we have a sequence {un} satisfying Hc(z, ∂∂̄un) = 1, where

un : B2r → R such that ∥∂∂̄un∥L∞(B2r) ≤ K but Nun ≥ n. For each n, we let zn ∈ Br be

a point where Nun is achieved. Since Br is compact, by passing to a subsequence, we may

assume that zn → z∞ ∈ Br. Thus, we have functions ũn : BNun
(0) → R such that

∥ũn∥C3,α(BNun
(0)) ≤ C and Hc

(
zn + dznz/Nun , ∂∂̄ũn

)
(z) = 1 for z ∈ BNun

(0).

Since Nun ≥ n, by a diagonal argument, there exists a function ũ∞ : C3 → R and a subse-

quence such that {ũn}n≥k converges uniformly to ũ∞ in C3,α′
(Bk(0)) for some α′ ∈ (0, 1). In

particular, we have H̃c,z∞(∂∂̄ũ∞)(z) = 1 and |∂∂∂̄ũ∞(0)| = 1. By Proposition 4.3, ũ∞ is a

quadratic polynomial, which leads to a contradiction.

By arguing locally, with Lemma 4.8 we have the following.

Corollary 4.1. Suppose S is a compact subset of the stratification {(c1, c0) : c1 > 0 and c0 >

−2c
3/2
1 } of C̃3 and X is a C-subsolution to d : M3 → C̃3 with range in S and d1 constant.

For any c ∈ P̃d with range in S and c1 constant, if u : M → R is a smooth function solving
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the equation c : M3 → C̃3, then for every α ∈ (0, 1), we have

∥∂∂̄u∥Cα(M) ≤ C(M,X, S, d, ω, α, ∥c0∥C2 , ∥∂∂̄u∥L∞(M)).

4.2 When Complex Dimension Equals Four

In this section, we are interested in the following equation on M4:

X4 =
Ç

4

2

å
c2X

2 ∧ ω2 +
Ç

4

1

å
c1X ∧ ω3 +

Ç
4

0

å
c0ω

4 = 6c2X
2 ∧ ω2 + 4c1X ∧ ω3 + c0ω

4, (4.26)

where c2, c1 are constants and c0 is a function on M . By Proposition 3.1, to have convexity,

for any z ∈ M , we want (c2, c1, c0(z)) ∈ C̃4 with

C̃4 = {(0, 0, c0) : c0 > 0} ∪ {(0, c1, c0) : c1 > 0 and c0 > −3c
4/3
1 }

∪ {(c2,−2c
3/2
2 , c0) : c2 > 0 and c0 > 3c22}

∪ {(c2, c1, c0) : c2 > 0, c1 > −2c
3/2
2 , and c0 > −3c2x

2
1 − 3c1x1}. (4.27)

Here, x1 is the largest real root of x3 − 3c2x− c1. So equation (4.26) can be rewritten as a

function c : M4 → C̃4. In this dissertation, we consider functions c : M4 → C̃4 with c1 and c2

both constant and range in a compact subset S of the stratification {(c2, c1, c0) : c2 > 0, c1 >

−2c
3/2
2 , and c0 > −3c2x

2
1 − 3c1x1} of C̃4. That is, besides c0, c1, c2 are bounded from above

and below, we also have infc∈S c2 > 0, infc∈S c1 + 2c
3/2
2 > 0, and infc∈S c0 + 3c2x

2
1 + 3c1x1 > 0.

In this section, first, we always assume that there exists a C-subsolution u : M → R to a

function d : M4 → C̃4 with d1 and d2 constant. Then, we also call Xu this C-subsolution and

by changing representative, we may assume X is this C-subsolution. Because later on we

want to use the method of continuity to obtain the solvability, we are interested in functions
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in P̃d. For any function c ∈ P̃d with c1 and c2 constant, we consider the following equation:

hc(z, λ) =
c2σ2(λ) + c1σ1(λ) + c0(z)

λ1λ2λ3λ4

= 1, (4.28)

where z ∈ M and λi are the eigenvalues of ω−1Xu at z. Note that we abbreviate λ =

{λ1, λ2, λ3, λ4} and we always assume λ1 ≥ λ2 ≥ λ3 ≥ λ4 unless further notice. Most of

the time, to save spaces, we will abbreviate h = hc(λ), hi = ∂hc/∂λi, hij = ∂2hc/∂λi∂λj for

i, j ∈ {1, 2, 3, 4} for notational convention. Unless specify otherwise, we always assume S is

a compact subset of
{

(c2, c1, c0) : c2 > 0, c1 > −2c
3/2
2 , and c0 > −3c2x

2
1 − 3c1x1

}
⊂ C̃4 and

we abbreviate c0 = c0(z) for z ∈ M4 with (c2, c1, c0) ∈ S ⊂ C̃4.

4.2.1 The C2 Estimate

Define a Hermitian endomorphism Λ := ω−1Xu, where Xu = X +
√
−1∂∂̄u, and let λ =

{λ1, λ2, λ3} be the eigenvalues of Λ. We consider the following function G(Λ) = log(1+λ1) =

g(λ1, λ2, λ3, λ4) and the following test function

U := −Au + G(Λ), (4.29)

where A ≫ 0 will be determined later. We want to apply the maximum principle to U , but

since the eigenvalues of Λ might not be distinct at the maximum point q ∈ M of U , we do

a perturbation here. The perturbation here, though not necessarily, is made to preserve the

Υ-cone structure for convenience. Assume λ1 is large, otherwise, we are done, then

• we pick the constant matrix B to be a diagonal matrix with real entries

B11 = λ1; B22 = λ2/2; B33 = λ3/3; B44 = 0.
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By defining Λ̃ = Λ + B, then Λ̃ has distinct eigenvalues near q ∈ M , which are {λ̃1 =

2λ1, λ̃2 = 3λ2/2, λ̃3 = 4λ3/3, λ̃4 = λ4}. The eigenvalues of Λ̃ define smooth functions near

the maximum point q. And we can check that the maximum point q of U in equation (4.29)

is still the maximum point of the following locally defined test function

Ũ := −Au + G(Λ̃). (4.30)

Near the maximum point q of Ũ , we always use the coordinates in Lemma 2.15 unless

otherwise noted. Same as before, we instantly get the following lemma.

Lemma 4.9. At the maximum point q of Ũ , by taking the first derivative of Ũ at q, we get

0 = −Auk(q) +
1

1 + λ̃1

(Xu)11̄,k, (4.31)

where we denote uk = ∂u/∂zk and (Xu)11̄,k = ∂(Xu)11̄/∂zk.

For any c ∈ P̃d with c1 and c2 constant, we may define the following operator Lc by

Lc := −
∑
i,j,k

∂Hc

∂Λk
i

(z,Λ)ωkj̄(z)
∂2

∂zi∂z̄j
, (4.32)

where Λ is the Hermitian endomorphism ω−1Xu at z and Hc(z,Λ) = hc(z, λ1, λ2, λ3, λ4) is

defined by hc(z, λ) =
(
c2σ2(λ) + c1σ1(λ) + c0(z)

)
/λ1λ2λ3λ4. We have the following.

Lemma 4.10. By taking hc(λ) =
(
c2σ2(λ) + c1σ1(λ) + c0

)
/λ1λ2λ3λ4 and g(λ) = log(1 +λ1),

we have

hi =
−c2σ2(λ;i) − c1σ1(λ;i) − c0

λ1λ2λ3λ4λi

; hij =
c2σ2(λ;i,j) + c1σ1(λ;i,j) + c0

λ1λ2λ3λ4λiλj

(1 + δij);

gi = δ1i
1

1 + λ1

; gij = −δ1iδ1j
1

(1 + λ1)2
.

Here, we denote hi := ∂hc/∂λi, gi := ∂g/∂λi, hij := ∂2hc/∂λi∂λj, and gij := ∂2g/∂λi∂λj. In
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particular, on {λ1λ2λ3λ4 = c2σ2(λ) + c1σ1(λ) + c0}, we have

hi =
c2σ1(λ;i) + c1
λ1λ2λ3λ4

− 1

λi

and hij =
1 + δij
λiλj

−
c2
(
(λi + λj)σ1(λ;i,j) + λiλj

)
+ c1(λi + λj)

λ1λ2λ3λ4λiλj

.

Lemma 4.11. For any point on the set {h = 1}, we have

−hi =
c2σ2(λ;i) + c1σ1(λ;i) + c0

λ1λ2λ3λ4λi

=
c2σ1(λ;i) + c1
λ1λ2λ3λ4

− 1

λi

> 0.

Proof. On h = c2σ2(λ)+c1σ1(λ)+c0
λ1λ2λ3

= 1, this implies that λi

(
σ3(λ;i)−c2σ1(λ;i)−c1

)
= c2σ2(λ;i)+

c1σ1(λ;i) + c0. By Lemma 2.4, we have σ3(λ;i) − c2σ1(λ;i) − c1 > 0 on σ4(λ) = c2σ2(λ) +

c1σ1(λ) + c0. Hence, c2σ2(λ;i) + c1σ1(λ;i) + c0 > 0 and −hi > 0. This finishes the proof.

To obtain a priori estimates, we focus on functions c ∈ P̃d with c1 and c2 constant and

range in a compact subset S of the stratification
{

(c2, c1, c0) : c2 > 0, c1 > −2c
3/2
2 , and c0 >

−3c2x
2
1− 3c1x1

}
of C̃4. That is, besides c0, c1, c2 are bounded from above and below, we also

have infc∈S c2 > 0, infc∈S c1 + 2c
3/2
2 > 0, and infc∈S c0 + 3c2x

2
1 + 3c1x1 > 0. With these, we

can get a priori estimates depending on this compact subset. Also, to simplify estimates and

compute asymptotic behavior, for the remainder of this subsection, we let Oi be the Big O

notation that describes the limiting behavior when λi approaches infinity. So Oi(1) means

the quantity will be bounded by a uniform constant if λi is sufficiently large. We let Θi

be the Big Θ notation that describes the limiting behavior when λi approaches infinity. So

Θi(1) means the quantity will be bounded from both above and below by a uniform constant

if λi is sufficiently large.

Proposition 4.4. Let h(λ) =
(
c2σ2(λ) + c1σ1(λ) + c0

)
/λ1λ2λ3λ4, on {λ1λ2λ3λ4 = c2σ2(λ) +

c1σ1(λ) + c0}, we have

∑
i

hi = λ−1
4 Θ1(1);

∑
i

h2
i = λ−2

4 Θ1(1);
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∑
l

h1lhl = λ−1
1 λ−2

4 O1(1);
∑
l

h2lhl = λ−1
2 λ−2

4 O1(1);

∑
l

h3lhl = λ−1
3 λ−2

4 O1(1);
∑
l

h4lhl = λ−3
4 O1(1);

∑
i,j

hihijhj = λ−4
4 O1(1).

Proof. The proof is by exhaustion. We consider two cases: the case λ4 is uniformly bounded

from below by a positive constant and the case λ4 approaches 0. No matter which case, we

always get these estimates. This finishes the proof.

By taking the first and second derivatives of the equation Hc(z,Λ) = 1, we have the following.

Lemma 4.12. Let Hc(z,Λ) = 1, then we have

0 =
∑
i,j

∂H(Λ)

∂Λj
i

∂Λj
i

∂zk
+

∂c0
∂zk

σ4(Λ)
;

0 =
∑
i,j

(∂2H(Λ)

∂Λj
i∂Λs

r

∂Λj
i

∂z̄k

∂Λs
r

∂zk
+

∂H(Λ)

∂Λj
i

∂2Λj
i

∂zk∂z̄k
+

∂

∂Λj
i

( 2

σ4(Λ)

)
ℜ
(∂c0
∂z̄k

∂Λj
i

∂zk

))
+

∂2c0
∂zk∂z̄k

σ4(Λ)
.

In particular, at the maximum point q ∈ M of Ũ , we have

0 =
∑
i

hi(Xu)īi,k +

∂c0
∂zk

λ1λ2λ3λ4

; (4.33)

0 =
∑
i,j

hij(Xu)īi,k̄(Xu)jj̄,k +
∑
i ̸=j

( 1

λiλj

− c2
λ1λ2λ3λ4

)
|(Xu)jī,k|2

+
∑
i

hi

(
(Xu)īi,kk̄ − λiωīi,kk̄

)
+

∂2c0
∂zk∂z̄k

λ1λ2λ3λ4

−
∑
i

2ℜ
(
∂c0
∂z̄k

(Xu)īi,k
)

λ1λ2λ3λ4λi

. (4.34)

Proof. The first and second derivatives should be straightforward. At the maximum point,

suppose the eigenvalues are pairwise distinct satisfying λ1 > λ2 > λ3 > λ4. Since Λ is a
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diagonal matrix, then

0 =
∑
i

hi(Xu)īi,k +

∂c0
∂zk

λ1λ2λ3λ4

.

This is also true when the eigenvalues are not pairwise distinct. For the second derivative,

if the eigenvalues at the maximum point q are pairwise distinct, then

0 =
∑
i,j

hij(Xu)īi,k̄(Xu)jj̄,k +
∑
i ̸=j

( 1

λiλj

− c2
λ1λ2λ3λ4

)
|(Xu)jī,k|2

+
∑
i

hi

(
(Xu)īi,kk̄ − λiωīi,kk̄

)
+

∂2c0
∂zk∂z̄k

λ1λ2λ3

− 2

λ1λ2λ3λi

ℜ
(∂c0
∂z̄k

(Xu)īi,k

)
.

This is also true when the eigenvalues are not pairwise distinct.

Lemma 4.13. Let d : M4 → C̃4 and X be a C-subsolution to d, then there exists uniform

constants N > 0 and κ > 0, which are independent of c ∈ P̃d with c(z) ∈ S for any z ∈ M ,

such that if λ1 > N , we have
∑

i hiuīi ≥ −κ
∑

i hi.

Proof. If X is a C-subsolution to d : M4 → C̃4, then for all z ∈ M , we have X3 − 3d2X ∧

ω2 − d1ω
3 > 0 and X2 − d2ω

2 > 0. By choosing δ > 0, κ > 0, and ϵ > 0 sufficiently small,

since M is a compact manifold and S is a compact subset, for any c ∈ P̃d with c ∈ S, we get

(1 − δ)(X − κω)3 − 3c2(X − κω) ∧ ω2 > (c1 + ϵ)ω3;

(1 − δ)
(
X − κω

)2
> (c2 + ϵ)ω2; X − κω > ϵω.

By the definition of P̃d, we also have d2 − c2 = x2
2 − c2 ≥ 0. This implies that d2 ≥ c2 for

any c ∈ P̃d. Note that uīi = λi −Xīi, so we can write

∑
i

hi(uīi + κ) =
∑
i

hi

(
λi −Xīi + κ

)
= −

∑
i

c2σ2(λ;i) + c1σ1(λ;i) + c0
λ1λ2λ3λ4λi

(λi −Xīi + κ)

= −
∑

i Ai

λ1λ2λ3λ4

+
∑
i

(Xīi − κ)
Ai

λ1λ2λ3λ4λi

, (4.35)
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where we denote Ai = c2σ2(λ;i) + c1σ1(λ;i) + c0 for i ∈ {1, 2, 3, 4}. Since λ1 ≥ λ2 ≥ λ3 ≥ λ4,

we have A4 ≥ A3 ≥ A2 ≥ A1 > 0. There are two cases to be considered:

• If 0 < λ4 ≤ X44̄−κ
4

, then

(X44̄ − κ)
A4

λ1λ2λ3λ2
4

≥ 4
A4

λ1λ2λ3λ4

.

Hence, equation (4.35) gives
∑

i hi(uīi + κ) ≥ −4 A4

λ1λ2λ3λ4
+
∑

i(Xīi − κ) Ai

λ1λ2λ3λ4λi
≥ 0.

• If λ4 ≥ X44̄−κ
4

, we can show that λ3 is bounded from above when λ1 is large. To be more

precise, suppose λ1 ≥ λ2 ≥ λ3 ≥ N for N > 0 sufficiently large, then

λ4 =
c2(λ1λ2 + λ1λ3 + λ2λ3) + c1(λ1 + λ2 + λ3) + c0

λ1λ2λ3 − c2(λ1 + λ2 + λ3) − c1

≤ d2(λ1λ2 + λ1λ3 + λ2λ3) + supc∈S |c1|(λ1 + λ2 + λ3) + supc∈S |c0|
λ1λ2λ3 − d2(λ1 + λ2 + λ3) − d1

≤ 6 supM d2 + 6 supc∈S |c1| + 2 supc∈S |c0|
N

.

We get a contradiction if N is sufficiently large. So, we have 8
3 supM d2+3 supc∈S |c1|+supc∈S |c0|

X44̄−κ
≥

λ3 ≥ λ4 ≥ X44̄−κ
4

> 0. If λ2 is also sufficiently large, then for λ3λ4, we have

λ3λ4 = λ3
c2(λ1λ2 + λ1λ3 + λ2λ3) + c1(λ1 + λ2 + λ3) + c0

λ1λ2λ3 − c2(λ1 + λ2 + λ3) − c1

= c2 +
c2λ

2
3(λ1 + λ2) + (c1 + c22)(λ1 + λ2 + λ3) + c1c2 + c0

λ1λ2λ3 − c2(λ1 + λ2 + λ3) − c1

≤ c2 +
d2λ

2
3(λ1 + λ2) + (supc∈S |c1| + d22)(λ1 + λ2 + λ3) + supc∈S(d2|c1| + |c0|)

λ1λ2λ3 − d2(λ1 + λ2 + λ3) − d1
.

We see that when λ2 is sufficiently large, for any c ∈ P̃d satisfies the hypothesis, we have

λ3λ4 < c2 + ϵ. (4.36)
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In addition, by (1 − δ)
(
X − κω

)2
> (c2 + ϵ)ω2, we get the following,

(X33̄ − κ)
1

λ3

+ (X44̄ − κ)
1

λ4

≥ 2

 
(X33̄ − κ)(X44̄ − κ)

λ3λ4

≥ 2

 
c2 + ϵ

(1 − δ)λ3λ4

(4.37)

By combining inequalities (4.35), (4.36), and (4.37), we may write

∑
i

hi(uīi + κ) =
−2c2σ2(λ) − 3c1σ1(λ) − 4c0

λ1λ2λ3λ4

+
∑
i

(Xīi − κ)
Ai

λ1λ2λ3λ4λi

= −2 − c1σ1(λ) + 2c0
λ1λ2λ3λ4

+
∑
i

(Xīi − κ)
λ1λ2λ3λ4 − c2λiσ1(λ;i) − c1λi

λ1λ2λ3λ4λi

≥ −2 + (X33̄ − κ)
1

λ3

+ (X44̄ − κ)
1

λ4

+ λ−1
2 O2(1)

≥ −2 + 2

 
(X33̄ − κ)(X44̄ − κ)

λ3λ4

+ λ−1
2 O2(1)

≥ −2 + 2(1 − δ)−1/2 + λ−1
2 O2(1) ≥ δ + λ−1

2 O2(1).

If λ2 is uniformly bounded from above, we get

∑
i

hi(uīi + κ) ≥ (X22̄ − κ− λ2)
c2(λ3 + λ4) + c1

λ2
2λ3λ4

+ (X33̄ − κ− λ3)
c2(λ2 + λ4) + c1

λ2λ2
3λ4

+ (X44̄ − κ− λ4)
c2(λ2 + λ3) + c1

λ2λ3λ2
4

+ λ−1
1 O1(1).

We can treat the terms as inner product of the vector (X22̄−κ−λ2, X33̄−κ−λ3, X44̄−κ−λ4)

with the vector ( c2(λ3+λ4)+c1
λ2
2λ3λ4

, c2(λ2+λ4)+c1
λ2λ2

3λ4
, c2(λ2+λ3)+c1

λ2λ3λ2
4

). If this inner product has a uniform

positive lower bound, then we are done. Notice that when λ1 is sufficiently large, since

λ2, λ3, λ4 are uniformly bounded from above and below, we have λ2λ3λ4−c2(λ2+λ3+λ4)−c1

is sufficiently close to 0. That is, when λ1 is sufficiently large, we get

δλ2λ3λ4 > λ2λ3λ4 − c2(λ2 + λ3 + λ4) − c1 > 0.

Hence, for any triple (λ2, λ3, λ3) in this case, there exists a δ̃ ∈ (0, δ) such that λ2λ3λ4 −
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c2(λ2 + λ3 + λ4) − c1 = δ̃λ2λ3λ4. In addition, we can check that for any δ̃ ∈ [0, δ], (1 −

δ̃)λ2λ3λ4− c2(λ2 +λ3 +λ4)− c1 is strictly Υ-stable hence convex by Theorem 2.5. Moreover,

since c ∈ P̃d with c ∈ S, we have (1 − δ)(X − κω)3 − 3c2(X − κω) ∧ ω2 > (c1 + ϵ)ω3. By

Hadamard’s inequality, that is, the determinant of a positive-semidefinite Hermitian matrix

is less than or equal to the product of its diagonal entries, we obtain

(1 − δ)(X22̄ − κ)(X33̄ − κ)(X44̄ − κ) − c2

4∑
j=2

(Xjj̄ − κ) − c1 > ϵ.

Thus, for any δ̃ ∈ [0, δ], we get

(1 − δ̃)(X22̄ − κ)(X33̄ − κ)(X44̄ − κ) − c2

4∑
j=2

(Xjj̄ − κ) − c1 > ϵ.

This implies that the point (X22̄−κ,X33̄−κ,X44̄−κ) lies in the set {(1− δ̃)λ2λ3λ4−c2(λ2 +

λ3 + λ4) − c1 > 0} for any δ̃ ∈ [0, δ]. Moreover, the inner normal vector of (1 − δ̃)λ2λ3λ4 −

c2(λ2+λ3+λ4)−c1 = 0 at the point (λ2, λ3, λ4) will be ( c2(λ3+λ4)+c1
λ2
2λ3λ4

, c2(λ2+λ4)+c1
λ2λ2

3λ4
, c2(λ2+λ3)+c1

λ2λ3λ2
4

).

By the supporting hyperplane theorem, the inner product will be positive. Since δ̃ ∈ [0, δ]

and λ2, λ3, λ4 are uniformly bounded from above and below, so the inner product has a

uniform positive lower bound. In conclusion, we can find a uniform N > 0 such that if

λ1 > N , we always have

∑
i

hi(uīi + κ) ≥ 0 =⇒
∑
i

hiuīi ≥ −
∑
i

hiκ

for any c ∈ P̃d with range in S. This finishes the proof.

Lemma 4.14. With the same settings as in Lemma 4.13, there exists a uniform N > 0 and

ϵ > 0 such that if λ1 > N , then −h2 − h3 − h4 > ϵ > 0.
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Proof. First, we have

−h2 − h3 − h4 =
1

λ2

+
1

λ3

+
1

λ4

− c2(3λ1 + 2λ2 + 2λ3 + 2λ4) + 3c1
λ1λ2λ3λ4

.

Second, if λ3 is sufficiently large, then λ4 approaches 0 and

−h2 − h3 − h4 > −h4 =
1

λ4

− c2(λ1 + λ2 + λ3) + c1
λ1λ2λ3λ4

≥ 1

λ4

+ λ−1
3 O3(1).

So −h2 − h3 − h4 is uniformly positive when λ3 is sufficiently large. Then, if λ3 is uniformly

bounded from above and λ2 is sufficiently large, then we get 2c2 > λ3λ4 > c2 > 0 and

−h2 − h3 − h4 ≥
1

λ3

+
1

λ4

+ λ−1
2 O2(1) ≥ 2√

λ3λ4

+ λ−1
2 O2(1) >

2√
2c2

+ λ−1
2 O2(1).

Last, if λ2 is uniformly bounded from above and λ1 is sufficiently large, then we can show

that λ3λ4 − c2 has a uniform positive lower bound. If not, for any n ∈ N, there exists λ2,n,

λ3,n and λ4,n with λ2,n ≥ λ3,n ≥ λ4,n such that 1
n
> λ3,nλ4,n − c2 > 0. This implies that

λ2,nλ3,nλ4,n − c2(λ2,n + λ3,n + λ4,n) − c1

<
λ2,n

n
− c2(λ3,n + λ4,n) − c1 <

λ2,n

n
− 2c

3/2
2 − c1 <

λ2,n

n
− inf

c∈S
(c1 + 2c

3/2
2 ),

which gives a contradiction when n is sufficiently large. Hence λ3λ4 − c2 has a uniform

positive lower bound, which implies that 1
λ2

+ 1
λ3

+ 1
λ4

− 3c2
λ2λ3λ4

has a positive uniform lower

bound. In addition, we obtain

−h2 − h3 − h4 =
1

λ2

+
1

λ3

+
1

λ4

− c2(3λ1 + 2λ2 + 2λ3 + 2λ4) + 3c1
λ1λ2λ3λ4

=
1

λ2

+
1

λ3

+
1

λ4

− 3c2
λ2λ3λ4

+ λ−1
1 O1(1).

Thus, we are done if λ1 is sufficiently large. This finishes the proof.
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Now we let C be a constant depending only on the stated data, but which may change from

line to line. We can finish the proof of the following C2 estimate.

Theorem 4.2. Suppose X is a C-subsolution to d : M4 → C̃4 with range in S and d1, d2

constant. For any c ∈ P̃d with range in S and c1, c2 constant, if u : M → R is a smooth

function solving the equation c : M4 → C̃4, then there exists a constant C such that

|∂∂̄u| ≤ C
(
1 + sup

M

∣∣∇u
∣∣2).

Here, C = C(M,X, S, d, ω, oscM u, ∥c0∥C2) is a constant and ∇ is the Levi-Civita connection

with respect to ω.

Proof. We use the maximum principle to prove this, for any c ∈ P̃d with c ∈ S, we can define

the elliptic operator Lc in equation (4.32). First, by applying the operator Lc to G(Λ̃), at

the maximum point q, we obtain

Lc

(
G(Λ̃)

)
= −

∑
i,j,k

hkgij
∂Λ̃i

i

∂zk

∂Λ̃j
j

∂z̄k
−
∑
k

hk

∑
i ̸=j

gi − gj

λ̃i − λ̃j

∂Λ̃i
j

∂zk

∂Λ̃j
i

∂z̄k
−
∑
i,k

hkgi
∂2Λ̃i

i

∂zk∂z̄k

=
∑
k

hk

∣∣(Xu)11̄,k
∣∣2

(1 + λ̃1)2
+
∑
k

hk
λ1

1 + λ̃1

ω11̄,kk̄ −
∑
k

hk

(Xu)11̄,kk̄

1 + λ̃1

−
∑
k

hk

∑
j ̸=1

∣∣(Xu)j1̄,k
∣∣2 +

∣∣(Xu)1j̄,k
∣∣2

(1 + λ̃1)(λ̃1 − λ̃j)

≥
∑
i

hi

∣∣(Xu)11̄,i
∣∣2

(1 + λ̃1)2
−
∑
i

hi

(Xu)11̄,īi

1 + λ̃1

−
∑
j ̸=1

hj

∣∣(Xu)1j̄,j
∣∣2

(1 + λ̃1)(λ̃1 − λ̃j)
+ C

∑
i

hi. (4.38)

Second, by equation (4.33) and equation (4.34), we have

0 =
∑
i,j

hij(Xu)īi,k̄(Xu)jj̄,k +
∑
i ̸=j

( 1

λiλj

− c2
λ1λ2λ3λ4

)
|(Xu)jī,k|2

+
∑
i

hi

(
(Xu)īi,kk̄ − λiωīi,kk̄

)
+

∂2c0
∂zk∂z̄k

λ1λ2λ3λ4

−
∑
i

2ℜ
(
∂c0
∂z̄k

(Xu)īi,k
)

λ1λ2λ3λ4λi
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=
∑
i,j

hij

(
(Xu)īi,k̄ −

∑
l hl(Xu)ll̄,k̄∑

l h
2
l

hi

)(
(Xu)jj̄,k −

∑
l hl(Xu)ll̄,k∑

l h
2
l

hj

)
+

2
∑

i,j,l hjhijhlℜ
(
(Xu)ll̄,k(Xu)īi,k̄

)∑
l h

2
l

−
∑
i,j

hihjhij

|
∑

l hl(Xu)ll̄,k|2

(
∑

l h
2
l )

2

+
∑
i ̸=j

( 1

λiλj

− c2
λ1λ2λ3λ4

)
|(Xu)jī,k|2 +

∑
i

hi

(
(Xu)īi,kk̄ − λiωīi,kk̄

)

+

∂2c0
∂zk∂z̄k

λ1λ2λ3λ4

−
∑
i

2ℜ
(
∂c0
∂z̄k

(Xu)īi,k
)

λ1λ2λ3λ4λi

=
∑
i,j

hij

(
(Xu)īi,k̄ −

∑
l hl(Xu)ll̄,k̄∑

l h
2
l

hi

)(
(Xu)jj̄,k −

∑
l hl(Xu)ll̄,k∑

l h
2
l

hj

)
−

2
∑

i,j hjhijℜ
(
∂c0
∂z̄k

(Xu)īi,k
)

λ1λ2λ3λ4

∑
l h

2
l

−
∑

i,j hihjhij| ∂c0∂zk
|2

λ2
1λ

2
2λ

2
3λ

2
4(
∑

l h
2
l )

2

+
∑
i ̸=j

( 1

λiλj

− c2
λ1λ2λ3λ4

)
|(Xu)jī,k|2 +

∑
i

hi

(
(Xu)īi,kk̄ − λiωīi,kk̄

)

+

∂2c0
∂zk∂z̄k

λ1λ2λ3λ4

−
∑
i

2ℜ
(
∂c0
∂z̄k

(Xu)īi,k
)

λ1λ2λ3λ4λi

≥ −
2
∑

i,j hjhijℜ
(
∂c0
∂z̄k

(Xu)īi,k
)

λ1λ2λ3λ4

∑
l h

2
l

−
∑
i

2ℜ
(
∂c0
∂z̄k

(Xu)īi,k
)

λ1λ2λ3λ4λi

−
∑

i,j hihjhij| ∂c0∂zk
|2

λ2
1λ

2
2λ

2
3λ

2
4(
∑

l h
2
l )

2

+
∑
i ̸=j

( 1

λiλj

− c2
λ1λ2λ3λ4

)
|(Xu)jī,k|2 +

∑
i

hi(Xu)īi,kk̄ + C
∑
i

hiλi

+

∂2c0
∂zk∂z̄k

λ1λ2λ3λ4

, (4.39)

where the inequality on the last line is due to the convexity of h = 1 and |ωīi,kk̄| ≤ C. Since

the solution set {λ1λ2λ3λ4 = c2σ2(λ) + c1σ1(λ) + c0} is convex and

(Xu)jj̄,k −
∑

l hl(Xu)ll̄,k̄∑
l h

2
l

hj = (Xu)jj̄,k −
∂c0
∂zk

hj

λ1λ2λ3λ4

∑
l h

2
l

is a tangent vector on the solution set, we obtain that

∑
i,j

hij

(
(Xu)īi,k̄ −

∑
l hl(Xu)ll̄,k̄∑

l h
2
l

hi

)(
(Xu)jj̄,k −

∑
l hl(Xu)ll̄,k∑

l h
2
l

hj

)
≥ 0.
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Hence, by setting k = 1, inequality (4.35) gives

−
∑
i

hi(Xu)11̄,īi

= −
∑
i

hi(Xu)īi,11̄ +
∑
i

hi

(
(Xu)īi,11̄ − (Xu)11̄,īi

)
= −

∑
i

hi(Xu)īi,11̄ +
∑
i

hi

(
(X)īi,11̄ − (X)11̄,īi

)
≥ −

2
∑

i,j hjhijℜ
(
∂c0
∂z̄1

(Xu)īi,1
)

λ1λ2λ3λ4

∑
l h

2
l

−
∑
i

2ℜ
(
∂c0
∂z̄1

(Xu)īi,1
)

λ1λ2λ3λ4λi

−
∑

i,j hihjhij|∂c0∂z1
|2

λ2
1λ

2
2λ

2
3λ

2
4(
∑

l h
2
l )

2

+
∑
i ̸=j

( 1

λiλj

− c2
λ1λ2λ3λ4

)
|(Xu)jī,k|2 +

∂2c0
∂z1∂z̄1

λ1λ2λ3λ4

+ C
∑
i

hi(1 + λi). (4.40)

Combining Lemma 4.13, inequalities (4.38), (4.39), and (4.40), at the maximum point q, if

λ1 is sufficiently large, then we have

Lc(Ũ) ≥ A
∑
i

hiuīi +
∑
i

hi

∣∣(Xu)11̄,i
∣∣2

(1 + λ̃1)2
+ C

∑
i

hi −
∑
i

hi

(Xu)11̄,īi

1 + λ̃1

−
∑
j ̸=1

hj

∣∣(Xu)1j̄,j
∣∣2

(1 + λ̃1)(λ̃1 − λ̃j)

≥ A
∑
i

hiuīi +
∑
i

hi

∣∣(Xu)11̄,i
∣∣2

(1 + λ̃1)2
+
∑
j ̸=i

( 1

λiλj

− c2
λ1λ2λ3λ4

) |(Xu)jī,1|2

1 + λ̃1

−
∑
j ̸=1

hj

∣∣(Xu)1j̄,j
∣∣2

(1 + λ̃1)(λ̃1 − λ̃j)
−

2
∑

i,j hjhijℜ
(
∂c0
∂z̄1

(Xu)īi,1
)

(1 + λ̃1)λ1λ2λ3λ4

∑
l h

2
l

−
∑
i

2ℜ
(
∂c0
∂z̄1

(Xu)īi,1
)

(1 + λ̃1)λ1λ2λ3λ4λi

−
∑

i,j hihjhij|∂c0∂z1
|2

(1 + λ̃1)λ2
1λ

2
2λ

2
3λ

2
4(
∑

l h
2
l )

2
+

∂2c0
∂z1∂z̄1

(1 + λ̃1)λ1λ2λ3λ4

+ C
∑
i

hi

≥
∑
i

hi

∣∣(Xu)11̄,i
∣∣2

(1 + λ̃1)2
+
∑
j ̸=1

( 1

λ1λj

− c2
λ1λ2λ3λ4

) |(Xu)j1̄,1|2

1 + λ̃1

−
∑
j ̸=1

hj

∣∣(Xu)1j̄,j
∣∣2

(1 + λ̃1)(λ̃1 − λ̃j)
−

2
∑

i,j hjhijℜ
(
∂c0
∂z̄1

(Xu)īi,1
)

(1 + λ̃1)λ1λ2λ3λ4

∑
l h

2
l

−
∑
i

2ℜ
(
∂c0
∂z̄1

(Xu)īi,1
)

(1 + λ̃1)λ1λ2λ3λ4λi

−
∑

i,j hihjhij|∂c0∂z1
|2

(1 + λ̃1)λ2
1λ

2
2λ

2
3λ

2
4(
∑

l h
2
l )

2
+

∂2c0
∂z1∂z̄1

(1 + λ̃1)λ1λ2λ3λ4

+
(
C − Aκ

)∑
i

hi

≥ h1

∣∣(Xu)11̄,1
∣∣2

(1 + λ̃1)2
+
∑
j ̸=1

hj

∣∣(Xu)11̄,j
∣∣2

(1 + λ̃1)2
+
∑
j ̸=1

(σ2(λ;1,j) − c2
λ1λ2λ3λ4

) |(Xu)j1̄,1|2

1 + λ̃1
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−
∑
j ̸=1

hj

∣∣(Xu)1j̄,j
∣∣2

(1 + λ̃1)(λ̃1 − λ̃j)
−

2
∑

l hlh1lℜ
(
∂c0
∂z̄1

(Xu)11̄,1
)

(1 + λ̃1)λ1λ2λ3λ4

∑
l h

2
l

−
2ℜ
(
∂c0
∂z̄1

(Xu)11̄,1
)

(1 + λ̃1)λ2
1λ2λ3λ4

−
2
∑

j ̸=1

∑
l hlhljℜ

(
∂c0
∂z̄1

(Xu)jj̄,1
)

(1 + λ̃1)λ1λ2λ3λ4

∑
l h

2
l

−
∑
j ̸=1

2ℜ
(
∂c0
∂z̄1

(Xu)jj̄,1
)

(1 + λ̃1)λ1λ2λ3λ4λj

−
∑

i,j hihjhij|∂c0∂z1
|2

(1 + λ̃1)λ2
1λ

2
2λ

2
3λ

2
4(
∑

l h
2
l )

2
+

∂2c0
∂z1∂z̄1

(1 + λ̃1)λ1λ2λ3λ4

+
(
C − Aκ

)∑
i

hi. (4.41)

We can also simplify some terms in inequality (4.41), for j ̸= 1, we have:

hj

∣∣(Xu)11̄,j
∣∣2

(1 + λ̃1)2
+
(σ2(λ;1,j) − c2

λ1λ2λ3λ4

) |(Xu)j1̄,1|2

1 + λ̃1

= hj

∣∣(Xu)j1̄,1 − Tj

∣∣2
(1 + λ̃1)2

+
(σ2(λ;1,j) − c2

λ1λ2λ3λ4

) |(Xu)j1̄,1|2

1 + λ̃1

≥ 2hj

∣∣(Xu)j1̄,1
∣∣2

(1 + λ̃1)2
+ 2hj

∣∣Tj

∣∣2
(1 + λ̃1)2

+
(σ2(λ;1,j) − c2

λ1λ2λ3λ4

) |(Xu)j1̄,1|2

1 + λ̃1

=
2c2σ1(λ;1,j) + 2c1 + σ2(λ;1,j) − c2

(1 + λ̃1)2λ1λ2λ3λ4

∣∣(Xu)j1̄,1
∣∣2 + 2

(c2σ1(λ;j) + c1
λ1λ2λ3λ4

− 1

λj

) ∣∣Tj

∣∣2
(1 + λ̃1)2

≥ −
2
∣∣Tj

∣∣2
(1 + λ̃1)2λj

≥ −C

λ1

≥ −C. (4.42)

Here, we denote Tj := (Xu)j1̄,1 − (Xu)11̄,j = Xj1̄,1 −X11̄,j. In addition, for j ̸= 1, we obtain

−
hj

∣∣(Xu)1j̄,j
∣∣2

(1 + λ̃1)(λ̃1 − λ̃j)
−

2
∑

l hlhljℜ
(
∂c0
∂z̄1

(Xu)jj̄,1
)

(1 + λ̃1)λ1λ2λ3λ4

∑
l h

2
l

−
2ℜ
(
∂c0
∂z̄1

(Xu)jj̄,1
)

(1 + λ̃1)λ1λ2λ3λ4λj

= −
hj

∣∣(Xu)1j̄,j
∣∣2

(1 + λ̃1)(λ̃1 − λ̃j)
−

2
∑

l hlhljℜ
(
∂c0
∂z̄1

(Xu)1j̄,j
)

(1 + λ̃1)λ1λ2λ3λ4

∑
l h

2
l

−
2ℜ
(
∂c0
∂z̄1

(Xu)1j̄,j
)

(1 + λ̃1)λ1λ2λ3λ4λj

−
2
∑

l hlhljℜ
(
∂c0
∂z̄1

(
(Xu)jj̄,1 − (Xu)1j̄,j

))
(1 + λ̃1)λ1λ2λ3λ4

∑
l h

2
l

−
2ℜ
(
∂c0
∂z̄1

(
(Xu)jj̄,1 − (Xu)1j̄,j

))
(1 + λ̃1)λ1λ2λ3λ4λj

= − hj

(1 + λ̃1)(λ̃1 − λ̃j)

∣∣∣∣∣(Xu)1j̄,j +

∑
l hlhlj

∂c0
∂z1

(λ̃1 − λ̃j)

λ1λ2λ3λ4hj

∑
l h

2
l

+
∂c0
∂z1

(λ̃1 − λ̃j)

λ1λ2λ3λ4λjhj

∣∣∣∣∣
2

+
(λ̃1 − λ̃j)

(1 + λ̃1)λ2
1λ

2
2λ

2
3λ

2
4hj

∣∣∣∣∣
∑

l hlhlj
∂c0
∂z1∑

l h
2
l

+
∂c0
∂z1

λj

∣∣∣∣∣
2

−
2
∑

l hlhljℜ
(
∂c0
∂z̄1

(
(X)jj̄,1 − (X)1j̄,j

))
(1 + λ̃1)λ1λ2λ3λ4

∑
l h

2
l

−
2ℜ
(
∂c0
∂z̄1

(
(X)jj̄,1 − (X)1j̄,j

))
(1 + λ̃1)λ1λ2λ3λ4λj
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≥ (λ̃1 − λ̃j)

(1 + λ̃1)λ2
1λ

2
2λ

2
3λ

2
4hj

∣∣∣∣∣
∑

l hlhlj
∂c0
∂z1∑

l h
2
l

+
∂c0
∂z1

λj

∣∣∣∣∣
2

−
2
∑

l hlhljℜ
(
∂c0
∂z̄1

(
(X)jj̄,1 − (X)1j̄,j

))
(1 + λ̃1)λ1λ2λ3λ4

∑
l h

2
l

−
2ℜ
(
∂c0
∂z̄1

(
(X)jj̄,1 − (X)1j̄,j

))
(1 + λ̃1)λ1λ2λ3λ4λj

. (4.43)

We estimate some terms in inequality (4.41) and inequality (4.43). If λ4 is uniformly bounded

from below by a positive constant, then λ3 is uniformly bounded from above. If λ2 is also

uniformly bounded from above, the estimates should be straightforward. If λ2 approaches

infinity, then we get

−λ2
2λ3λ4h2 = c2(λ3 + λ4) + c1 + λ−1

1 O1(1) = Θ1(1);

−h3 =
1

λ3

− λ−1
2 O1(1) = λ−1

3 Θ1(1);

−h4 =
1

λ4

− λ−1
2 O1(1) = λ−1

4 Θ1(1).

In this case, by Proposition 4.4, for j ̸= 1, we have

(λ̃1 − λ̃j)

(1 + λ̃1)λ2
1λ

2
2λ

2
3λ

2
4h

2
j

∣∣∣∣∣
∑

l hlhlj
∂c0
∂z1∑

l h
2
l

+
∂c0
∂z1

λj

∣∣∣∣∣
2

≤ C

λ2
1λ

2
2λ

2
3λ

2
4h

2
jλ

2
j

≤ C;∣∣∣∣∣2
∑

l hlhljℜ
(
∂c0
∂z̄1

(
(X)jj̄,1 − (X)1j̄,j

))
(1 + λ̃1)λ1λ2λ3λ4hj

∑
l h

2
l

∣∣∣∣∣ ≤ C

λ2
1λ2λ3λ4λjhj

≤ C;∣∣∣∣∣2ℜ
(
∂c0
∂z̄1

(
(X)jj̄,1 − (X)1j̄,j

))
(1 + λ̃1)λ1λ2λ3λ4λjhj

∣∣∣∣∣ ≤ C

λ2
1λ2λ3λ4λjhj

≤ C.

Now, if λ4 approaches 0, then we need to consider the limiting behavior of h2, h3 and h4.

For h4, we have

−h4 =
1

λ4

− c2(λ1 + λ2 + λ3) + c1
λ1λ2λ3λ4

=
1

λ4

+ λ−1
2 O1(1).
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So h4 = λ−1
4 Θ1(1). For h3, the limiting behavior is slightly harder, we have

1

λ3

> −h3 =
c2(λ1λ2 + λ1λ4 + λ2λ4) + c1(λ1 + λ2 + λ4) + c0

λ1λ2λ2
3λ4

≥ c2λ1λ2

2λ1λ2λ2
3λ4

>
1

8λ3

.

Hence, h3 = λ−1
3 Θ1(1). For h2, the limiting behavior is slightly harder, we have

−λ1λ
2
2λ3λ4h2 = c2(λ1λ3 + λ1λ4 + λ3λ4) + c1(λ1 + λ3 + λ4) + c0 = λ1λ3Θ1(1).

Hence, −λ1λ
2
2λ3λ4h2 = λ1λ3Θ1(1). Similar to before, by Proposition 4.1, for j ̸= 1, we have

(λ̃1 − λ̃j)

(1 + λ̃1)λ2
1λ

2
2λ

2
3λ

2
4h

2
j

∣∣∣∣∣
∑

l hlhlj
∂c0
∂z1∑

l h
2
l

+
∂c0
∂z1

λj

∣∣∣∣∣
2

≤ C

λ2
1λ

2
2λ

2
3λ

2
4λ

2
jhj

≤ C;∣∣∣∣∣2
∑

l hlhljℜ
(
∂c0
∂z̄1

(
(X)jj̄,1 − (X)1j̄,j

))
(1 + λ̃1)λ1λ2λ3λ4hj

∑
l h

2
l

∣∣∣∣∣ ≤ C

λ2
1λ2λ3λ4λjhj

≤ C;∣∣∣∣∣2ℜ
(
∂c0
∂z̄1

(
(X)jj̄,1 − (X)1j̄,j

))
(1 + λ̃1)λ1λ2λ3λ4λjhj

∣∣∣∣∣ ≤ C

λ2
1λ2λ3λ4λjhj

≤ C.

In conclusion, for j ̸= 1, no matter which case, we always obtain

(λ̃1 − λ̃j)

(1 + λ̃1)λ2
1λ

2
2λ

2
3λ

2
4h

2
j

∣∣∣∣∣
∑

l hlhlj
∂c0
∂z1∑

l h
2
l

+
∂c0
∂z1

λj

∣∣∣∣∣
2

≤ C; (4.44)∣∣∣∣∣2
∑

l hlhljℜ
(
∂c0
∂z̄1

(
(X)jj̄,1 − (X)1j̄,j

))
(1 + λ̃1)λ1λ2λ3λ4hj

∑
l h

2
l

∣∣∣∣∣ ≤ C; (4.45)∣∣∣∣∣2ℜ
(
∂c0
∂z̄1

(
(X)jj̄,1 − (X)1j̄,j

))
(1 + λ̃1)λ1λ2λ3λ4λjhj

∣∣∣∣∣ ≤ C; (4.46)∣∣∣∣∣
∑

i,j hihjhij|∂c0∂z1
|2

(1 + λ̃1)λ2
1λ

2
2λ

2
3λ

2
4(
∑

l h
2
l )

2

∣∣∣∣∣ ≤ C; (4.47)∣∣∣∣∣ ∂2c0
∂z1∂z̄1

(1 + λ̃1)λ1λ2λ3λ4

∣∣∣∣∣ ≤ C. (4.48)
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Last, we have the following inequality

h1

∣∣(Xu)11̄,1
∣∣2

(1 + λ̃1)2
−

2
∑

l hlh1lℜ
(
∂c0
∂z̄1

(Xu)11̄,1
)

(1 + λ̃1)λ1λ2λ3λ4

∑
l h

2
l

−
∑
j ̸=1

2ℜ
(
∂c0
∂z̄1

(Xu)11̄,1
)

(1 + λ̃1)λ2
1λ2λ3λ4

= h1

∣∣∣(Xu)11̄,1

1 + λ̃1

−
( ∑

l hlh1l

λ1λ2λ3λ4h1

∑
l h

2
l

+
1

λ2
1λ2λ3λ4h1

)∂c0
∂z1

∣∣∣2
− h1

∣∣∣∂c0
∂z1

∣∣∣2( ∑
l hlh1l

λ1λ2λ3λ4h1

∑
l h

2
l

+
1

λ2
1λ2λ3λ4h1

)2
≥ h1

∣∣∣(Xu)11̄,1

1 + λ̃1

−
( ∑

l hlh1l

λ1λ2λ3λ4h1

∑
l h

2
l

+
1

λ2
1λ2λ3λ4h1

)∂c0
∂z1

∣∣∣2. (4.49)

Thus, by Lemma 4.13 and Lemma 4.14 and by inequalities (4.41), (4.42), (4.43), (4.44),

(4.45), (4.46), (4.47), (4.48), and (4.49), at the maximum point q we obtain

0 ≥ Lc(Ũ) ≥
(
C − Aκ

)∑
i

hi + C
∑
j ̸=1

hj − C

+ h1

∣∣∣(Xu)11̄,1

1 + λ̃1

−
( ∑

l hlh1l

λ1λ2λ3λ4h1

∑
l h

2
l

+
1

λ2
1λ2λ3λ4h1

)∂c0
∂z1

∣∣∣2
≥ Aκϵ

2
− 1

λ1

∣∣∣(Xu)11̄,1

1 + λ̃1

−
( ∑

l hlh1l

λ1λ2λ3λ4h1

∑
l h

2
l

+
1

λ2
1λ2λ3λ4h1

)∂c0
∂z1

∣∣∣2.
Here, we let A sufficiently large to get the last inequality. So, we get…

Aκϵ

2

√
λ1 ≤

∣∣∣Au1 −
( ∑

l hlh1l

λ1λ2λ3λ4h1

∑
l h

2
l

+
1

λ2
1λ2λ3λ4h1

)∂c0
∂z1

∣∣∣
≤ A|u1| +

∣∣∣ ∑
l hlh1l

λ1λ2λ3λ4h1

∑
l h

2
l

+
1

λ2
1λ2λ3λ4h1

∣∣∣∣∣∣∂c0
∂z1

∣∣∣. (4.50)

Similar to before, we estimate the quantity
∣∣∣ ∑

l hlh1l

λ1λ2λ3λ4h1
∑

l h
2
l

+ 1
λ2
1λ2λ3λ4h1

∣∣∣, we have

∣∣∣ 1

λ2
1λ2λ3λ4h1

∣∣∣ =
1

c2(λ2λ3 + λ2λ4 + λ3λ4) + c1(λ2 + λ3 + λ4) + c0

<
1

3c2x2
1 + 3c1x1 + c0

<
1

infc∈S(3c2x2
1 + 3c1x1 + c0)

≤ C;∣∣∣ ∑
l hlh1l

λ1λ2λ3λ4h1

∑
l h

2
l

∣∣∣ ≤ Cλ−1
1 λ−2

4

(c2(λ2λ3 + λ2λ4 + λ3λ4) + c1(λ2 + λ3 + λ4) + c0)λ
−1
1 λ−2

4

≤ C.
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Here, x1 is the solution of the diagonal restriction of λ2λ3λ4 − c2(λ2 + λ3 + λ4) − c1 = 0. In

conclusion, we get
»

Aκϵ
2

√
λ1 ≤ A|u1| + C. This implies that

λ1 ≤
2

Aκϵ
(A|u1| + C)2 ≤ 4

Aκϵ
(A2|u1|2 + C2) ≤ C(1 + sup

M
|∇u|2).

By plugging back to the original test function U = −Au+G(Λ), we will obtain a C2 estimate

for any c ∈ P̃d with range in S and c1, c2 constant. This finishes the proof.

4.2.2 The C1 Estimate

Here, same as Section 4.1.2, we use a blow-up argument proved by Collins–Jacob–Yau [18]

to obtain the C1 estimate. Since everything follows verbatim, so we do not state it here.

4.2.3 Higher Order Estimates

Here, the proofs are similar to the proofs in Section 4.1.3, so we just state the results here

without writing down the proofs. The equation is elliptic and the solution set is convex, we

can exploit the convexity of the solution set to obtain C2,α estimates by a blow-up argument.

By shrinking the coordinate charts if necessary, we may assume that the manifold M can be

covered by finitely many coordinate charts Ūa ⊂ Va such that Xu =
√
−1∂∂ua on Va for a

smooth function uα satisfying ∥ua∥C2(Ūa) ≤ K, where we use the standard Euclidean metric

on C4 and K is a uniform constant independent of a. For convenience, we focus on a fixed

coordinate chart Va, and we drop the subscript a. The function u on V satisfies

Hc(z, ∂∂̄u) = Hc

(
z,Λ(z)

)
= 1, for z ∈ V,

where Λj
i (z) = ωjk̄(z)uik̄(z) with eigenvalues in the Υ1-cone of λ1λ2λ3λ4−c2σ2(λ)−c1σ1(λ)−
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c0(z) = 0. Moreover, by fixing z̃ ∈ U , we define the following operator which does not depend

on z ∈ V ,

H̃c,z̃(∂∂̄u) := Hc(z̃, ω
jk̄(z̃)uik̄).

We have the following.

Lemma 4.15. Let U ⊂ C4 be a connected open set and fix z̃ ∈ U . Suppose u : U ⊂ C4 → R is

a C3 function such that ∥∂∂̄u∥L∞(U) < ∞ and the eigenvalues λ
(
ωjk̄(z̃)uik̄(z̃)

)
of ωjk̄(z̃)uik̄(z̃)

in the Υ1-cone of λ1λ2λ3λ4−c2σ2(λ)−c1σ1(λ)−c0(z̃) = 0. If for all z ∈ U , H̃c,z̃(∂∂̄u)(z) = 1,

then there exists a constant α ∈ (0, 1) such that for any R > 0 with B2R ⊂ U , the function

u satisfies

∥∂∂̄u∥Cα(BR) ≤ C ·R−α.

Here, C = C
(
c, S, ∥∂∂̄u∥L∞(U)

)
.

Then, with the above Lemma 4.15, we can prove a Liouville-type result.

Proposition 4.5. Let z̃ ∈ C4. Suppose u : C4 → R is a C3 function such that ∥∂∂̄u∥L∞(C3) <

∞ and the eigenvalues λ
(
ωjk̄(z̃)uik̄(z̃)

)
of ωjk̄(z̃)uik̄(z̃) in the Υ1-cone of λ1λ2λ3λ4−c2σ2(λ)−

c1σ1(λ) − c0(z̃) = 0. If for all z ∈ C4, H̃c,z̃(∂∂̄u)(z) = 1, then u is a quadratic polynomial.

Lemma 4.16. For r > 0, suppose u : B2r ⊂ C4 → R is a smooth function satisfying

Hc(z, ∂∂̄u) = 1. Then, for every α ∈ (0, 1), we have the estimate

∥∂∂̄u∥Cα(Br/2) ≤ C(α, c, S, ∥∂∂̄u∥L∞(B2r)).

By arguing locally, with Lemma 4.16 we have the following.

Corollary 4.2. Suppose S is a compact subset of the stratification {(c2, c1, c0) : c2 > 0, c1 >
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−2c
3/2
2 , and c0 > −3c2x

2
1−3c1x1} of C̃4 and X is a C-subsolution to d : M4 → C̃4 with range

in S and d1, d2 constant, where x1 is the largest real root of x3 − 3c2x− c1. For any c ∈ P̃d

with range in S and c1, c2 constant, if u : M → R is a smooth function solving the equation

c : M4 → C̃4, then for every α ∈ (0, 1), we have

∥∂∂̄u∥Cα(M) ≤ C(M,X, S, d, ω, α, ∥c0∥C2 , ∥∂∂̄u∥L∞(M)).
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Chapter 5

Existence Results

In this chapter, we study the solvability of the constant maps d : M3 → C̃3 and d : M4 → C̃4

provided that a C-subsolution is given. We will study them individually in this dissertation

and hope we will find a unified approach to handle all dimensions in the future. The ideas

in this chapter come from the author’s previous works [51, 52].

We prove the following result in this chapter.

Theorem 5.1. Suppose there exists a C-subsolution to constant map d : M3 → {(0, c0) : c0 >

0} ⊂ C̃3 or constant map d : M4 → {(c2, c1, c0) : c2 > 0, c1 > −2c
3/2
2 , and c0 > −3c2x

2
1 −

3c1x1} ⊂ C̃4, where x1 is the largest real root of x3 − 3c2x− c1. Then the general inverse σk

equation d : M3 → C̃3 or d : M4 → C̃4 is solvable.

Theorem 5.1 confirms the following analytic conjecture by Collins–Jacob–Yau in [18] when

the complex dimension equals three or four. In [18], with a slightly stronger C-subsolution

assumption, Collins–Jacob–Yau were able to obtain the solvability. Here, in this chapter, we

show that we can obtain the solvability from a usual C-subsolution.

Conjecture 5.1 (deformed Hermitian–Yang–Mills equation, Collins–Jacob–Yau [18]). If there
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exists a C-subsolution to the following equation,

ℑ
(
ω +

√
−1χ

)n
= tan

(
θ
)
· ℜ
(
ω +

√
−1χ

)n
with θ ∈

(
(n − 2)π/2, nπ/2

)
, then the dHYM equation is solvable. Here, ℑ and ℜ are the

imaginary and real parts, respectively, and θ is a topological constant determined by the

cohomology classes [ω] and [χ].

5.1 When Complex Dimension Equals Three

In this section, we always assume that there exists a C-subsolution. By changing represen-

tative, we say X is this C-subsolution. We are interested in the solvability of the following

equation d : M3 → {(c1, c0) : c1 > 0 and c0 > −2c
3/2
1 } ⊂ C̃3 with d1, d0 constant. That is,

X3 − 3d1ω
2 ∧X − d0ω

3 = 0. (5.1)

By Section 4.1, we observe that if a C-subsolution to d : M → C̃3 exists, then for any c ∈ P̃d

with range in S a compact subset of {(c1, c0) : c1 > 0 and c0 > −2c
3/2
1 }, we have a priori

estimates. We try to find a continuity path in the space P̃d connecting the original equation

d : M3 → C̃3 to another solvable equation. When d0 and d1 are both non-negative with

d1 +d0 > 0, this is solvable due to Collins–Székelyhidi [20]. Hence, we only focus on the case

that d1 > 0 and d0 < 0. We will prove that this is solvable provided that a C-subsolution

exists. In conclusion, for any constant map d : M3 → C̃3, it is solvable provided that a

C-subsolution exists. We consider the following continuity path,

X3 − 3d1(t)ω
2 ∧X − d0(t)ω

3 = 0, (5.2)

where t ∈ [0, 1] and d0(t) and d1(t) are smooth functions in t which satisfy all the following
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Topological constraint: Ω0 − 3d1(t)Ω2 − d0(t)Ω3 = 0.

Boundary constraints: d1(1) = d1; d0(1) = d0; d1(0) > 0; d0(0) = 0.

Positivstellensatz constraint: d(t) ∈ C̃3.

Υ-dominance constraint: d(t) ∈ P̃d.

Here, we denote Ωi :=
∫
M
ωi ∧X3−i.

Lemma 5.1. If (Ω2,Ω3) ∈ Ω3,d, then the following pair will satisfy all the 3-dimensional

four constraints:

d1(t) :=
Ω0 − td0Ω3

3Ω2

; d0(t) := td0.

Here, Ωi =
∫
M
ωi ∧X3−i and

Ω3,d :=
{

Ω3 < inf
t∈[0,1)

−3Ω2
d1 − (−d0(t)/2)2/3

d0 − d0(t)

}
.

Proof. First, the topological constraint is automatically satisfied. Second, we can check that

they satisfy the boundary constraints

d1(1) =
Ω0 − d0Ω3

3Ω2

= d1; d1(0) =
Ω0

3Ω2

> 0; d0(1) = d0; d0(0) = 0.

Third, for the positivstellensatz constraint, when t = 0 or t = 1, the positivstellensatz

constraint holds. We rewrite d1(t) as

d1(t) =
Ω0 − td0Ω3

3Ω2

= d1 +
d0Ω3

3Ω2

(1 − t).

For t ∈ (0, 1), if (Ω2,Ω3) ∈ Ω3,d, then

d1(t) = d1 +
d0Ω3

3Ω2

(1 − t) > d1 +
(
−td0

2

)2/3
− d1 =

(
−td0

2

)2/3
=
(
−d0(t)

2

)2/3
.
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This implies that d0(t) > −2d1(t)
3/2. Last, for the Υ-dominance constraint, by Proposi-

tion 3.3, we have P̃d = {(c1, c0) : d1 ≥ c1 > 0 and c0 > −2c
3/2
1 }. We can verify that

d1(t) =
Ω0 − td0Ω3

3Ω2

≤ Ω0 − d0Ω3

3Ω2

= d1.

This finishes the proof.

Theorem 5.2. If there exists a C-subsolution to equation (5.1), then the degree three general

inverse σk equation (5.1) is solvable.

Proof. If a C-subsolution exists, say X, then pointwise we have X2 > d1ω
2, this implies that

X3 > d1ω
2 ∧X =⇒ Ω0 > d1Ω2.

By rewriting the topological constraint, we get

−d0
Ω3

Ω2

= 3d1 −
Ω0

Ω2

< 2d1. (5.3)

On the other hand, consider the following quantity d1−(−td0/2)2/3

1−t
. For t ∈ (0, 1), we have

d1 − (− td0
2

)2/3

1 − t
> d1

1 − t2/3

1 − t
≥ 2d1

3
. (5.4)

The last inequality is due to the fact that the function (1 − t2/3)/(1 − t) is decreasing when

t ∈ (0, 1) and by L’Hôpital’s rule. Combining inequalities (5.3) and (5.4), we see that if there

exists a C-subsolution, then we always have (Ω2,Ω3) ∈ Ω3,d.

We state one of the author’s work in [51].

Corollary 5.1 (deformed Hermitian–Yang–Mills equation, L. [51]). When the complex di-

mension equals three, Conjecture 5.1 is confirmed.
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Proof. When n = 3, the deformed Hermitian–Yang–Mills equation will be

ℑ
(
ω +

√
−1χ

)3
= tan(θ) · ℜ

(
ω +

√
−1χ

)3
.

By doing a substitution X := χ− tan(θ)ω, the dHYM equation becomes

X3 − 3 sec2(θ)ω2 ∧X − 2 tan(θ) sec2(θ)ω3 = 0. (5.5)

For θ ∈ (π
2
, 3π

2
), we always have 2 tan(θ) sec2(θ) > −2

(
sec2(θ)

)3/2
. By Theorem 5.2, Conjec-

ture 5.1 is confirmed. This finishes the proof.

5.2 When Complex Dimension Equals Four

In this section, we always assume that there exists a C-subsolution. By changing represen-

tative, we say X is this C-subsolution. We are interested in the solvability of the following

equation d : M4 → {(c2, c1, c0) : c2 > 0, c1 > −2c
3/2
2 , and c0 > −3c2x

2
1 − 3c1x1} ⊂ C̃4 with

d2, d1, d0 constant, where x1 is the largest real root of x3 − 3c2x− c1 = 0. That is,

X4 − 6d2ω
2 ∧X2 − 4d1ω

3 ∧X − d0ω
4 = 0. (5.6)

By Section 4.2, we observe that if a C-subsolution to d : M → C̃4 exists, then for any

c ∈ P̃d with range in S a compact subset of {(c2, c1, c0) : c2 > 0, c1 > −2c
3/2
2 , and c0 >

−3c2x
2
1 − 3c1x1}, we have a priori estimates. We try to find a continuity path in the space

P̃d connecting the original equation d : M4 → C̃4 to another solvable equation. When d0, d1

and d2 are all non-negative with d2 + d1 + d0 > 0, this is solvable due to Collins–Székelyhidi

[20]. Hence, we consider the other cases, we will prove that they are all solvable provided
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that a C-subsolution exists. We consider the following continuity path,

X4 − 6d2(t)ω
2 ∧X2 − 4d1(t)ω

3 ∧X − d0(t)ω
4 = 0, (5.7)

where t ∈ [0, 1] and d0(t), d1(t), and d2(t) are smooth functions satisfy all the following

Topological constraint: Ω0 − 6d2(t)Ω2 − 4d1(t)Ω3 − d0(t)Ω4 = 0.

Boundary constraints: d2(1) = d2; d1(1) = d1; d0(1) = d0; d2(0) > 0; d1(0) ≥ 0.

Positivstellensatz constraint: d(t) ∈ {(c2, c1, c0) : c2 > 0, c1 > −2c
3/2
2 , and c0 > −3c2x

2
1 −

3c1x1} ⊂ C̃4, where x1 is the largest real root of x3 = 3c2x+c1.

Υ-dominance constraint: d(t) ∈ P̃d.

Here, we denote Ωi :=
∫
M
ωi ∧X4−i. (Ω0,Ω1,Ω2,Ω3,Ω4) will be a fixed value determined by

the cohomology classes ω and X. If we have a priori estimates for compact subset of C̃4 or

{(c2, c1, c0) : c2 > 0, c1 > −2c
3/2
2 , and c0 > −3c2x

2
1−3c1x1}∪{(0, 0, c0) : c0 > 0}, then we can

find a better path and do a uniform estimates. Here, since we only have a priori estimates for

compact subset of {(c2, c1, c0) : c2 > 0, c1 > −2c
3/2
2 , and c0 > −3c2x

2
1 − 3c1x1}, so we always

required that the path will be in {(c2, c1, c0) : c2 > 0, c1 > −2c
3/2
2 , and c0 > −3c2x

2
1−3c1x1}.

Lemma 5.2. If (Ω2,Ω3,Ω4) ∈ Ω4,d
ℓ , then there are two cases to consider: If d1 ≥ 0 and

d0 < 0, then the following triple will satisfy all the 4-dimensional four constraints:

d2,ℓ(t) := t2/3d2 + (1 − t2/3)ℓ; d1(t) := td1; d0,ℓ(t) :=
Ω0 − 6d2,ℓ(t)Ω2 − 4d1(t)Ω3

Ω4

.

Here, Ωi :=
∫
M
ωi ∧X4−i, d2/100 > ℓ > 0 sufficiently small, and

Ω4,d
ℓ :=

{
0 < inf

t∈[0,1)
6(d2 − d2,ℓ(t))Ω2 + 4(d1 − d1(t))Ω3

+
(
d0 + 3d2,ℓ(t)x

2
1,ℓ(t) + 3d1(t)x1,ℓ(t)

)
Ω4

}
,
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where x1,ℓ(t) is the largest real root of x3−3d2,ℓ(t)x−d1(t) = 0. If d1 < 0, then the following

triple will satisfy all the 4-dimensional four constraints:

d2,ℓ(t) :=
(
d
3/2
2 +

(1 − t)ℓd1
2

)2/3
; d1(t) := td1; d0,ℓ(t) :=

Ω0 − 6d2,ℓ(t)Ω2 − 4d1(t)Ω3

Ω4

.

Here, Ωi :=
∫
M
ωi ∧X4−i, ℓ ∈ [1,−2d

3/2
2 /d1), and

Ω4,d
ℓ :=

{
0 < inf

t∈[0,1)
6(d2 − d2,ℓ(t))Ω2 + 4(d1 − d1(t))Ω3

+
(
d0 + 3d2,ℓ(t)x

2
1,ℓ(t) + 3d1(t)x1,ℓ(t)

)
Ω4

}
,

where x1,ℓ(t) is the largest real root of x3 − 3d2,ℓ(t)x− d1(t) = 0.

Proof. For the case d1 ≥ 0 and d0 < 0, first, the topological constraint is automatically

satisfied. Second, for the boundary constraints, it should be straightforward. Third, for

the positivstellensatz constraint, when t = 1, the positivstellensatz constraint holds. For

t ∈ [0, 1), we have d2,ℓ(t) > 0, d1(t) + 2d
3/2
2,ℓ (t) ≥ 2ℓ3/2 > 0, and we can verify that the

following quantity is always positive:

d0,ℓ(t) + 3d2,ℓ(t)x
2
1,ℓ(t) + 3d1(t)x1,ℓ(t)

=
Ω0 − 6d2,ℓ(t)Ω2 − 4d1(t)Ω3

Ω4

+ 3d2,ℓ(t)x
2
1,ℓ(t) + 3d1(t)x1,ℓ(t)

=
6(d2 − d2,ℓ(t))Ω2 + 4d1(1 − t)Ω3

Ω4

+ d0 + 3d2,ℓ(t)x
2
1,ℓ(t) + 3td1x1,ℓ(t) > 0

due to the hypothesis that (Ω2,Ω3,Ω4) ∈ Ω4,d
ℓ . Last, for the Υ-dominance constraint, by

Proposition 3.3, we have P̃d = {(c2, c1, c0) ∈ C̃4 : x2
2− c2 = d2− c2 ≥ 0 and x3

1− 3c2x1− c1 ≥

0}. Here, x2 is the largest real root of x2 − d2 = 0 and x1 is the largest real root of
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x3 − 3d2x− d1 = 0. We can verify that d2 ≥ d2,ℓ(t) = t2/3d2 + (1 − t2/3)ℓ and

d

dt

(
x3
1 − 3d2,ℓ(t)x1 − d1(t)

)
= −2t−1/3(d2 − ℓ)x1 − d1 < 0 for t ∈ (0, 1].

This implies that for t ∈ [0, 1], x3
1 − 3d2,ℓ(t)x1 − d1(t) ≥ x3

1 − 3d2,ℓ(1)x1 − d1(1) = 0.

For the case d1 < 0, first, the topological constraint is automatically satisfied. Second, for

the boundary constraints, we get d2,ℓ(1) = d2, d1(1) = d1, d1(0) = 0, d,ℓ0(1) = d0, and

d2,ℓ(0) =
(
d
3/2
2 +

ℓd1
2

)2/3
> 0.

Third, for the positivstellensatz constraint, when t = 1, the positivstellensatz constraint

holds. For t ∈ [0, 1), we have d2,ℓ(t) > 0, d1(t) + 2d
3/2
2,ℓ (t) = 2d

3/2
2 + ℓd1 + td1(1 − ℓ) > 0, and

we can verify that the following quantity is always positive:

d0,ℓ(t) + 3d2,ℓ(t)x
2
1(t) + 3d1(t)x1(t)

=
Ω0 − 6d2,ℓ(t)Ω2 − 4d1(t)Ω3

Ω4

+ 3d2,ℓ(t)x
2
1(t) + 3d1(t)x1(t)

=
6(d2 − d2,ℓ(t))Ω2 + 4d1(1 − t)Ω3

Ω4

+ d0 + 3d2,ℓ(t)x
2
1(t) + 3td1x1(t) > 0

due to the hypothesis that (Ω2,Ω3,Ω4) ∈ Ω4,d
ℓ . Last, for the Υ-dominance constraint, by

Proposition 3.3, we have P̃d = {(c2, c1, c0) ∈ C̃4 : x2
2− c2 = d2− c2 ≥ 0 and x3

1− 3c2x1− c1 ≥

0}. Here, x2 is the largest real root of x2 − d2 = 0 and x1 is the largest real root of

x3 − 3d2x− d1 = 0. We can verify that d2 ≥ d2,ℓ(t) = (d
3/2
2 + (1 − t)ℓd1/2)2/3 and

d

dt
d2,ℓ(t) =

−ℓd1
3

(
d
3/2
2 +

ℓd1
2

)−1/3

> 0. (5.8)
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Inequality (5.8) gives

d

dt

(
x3
1 − 3d2,ℓ(t)x1 − d1(t)

)
= −3d′2,ℓ(t)x1 − d1 ≤ −3d′2,ℓ(t)x2 − d1

≤ −3d′2,ℓ(t)d
1/2
2,ℓ (t) − d1 = −2

d

dt

(
d
3/2
2,ℓ (t)

)
− d1 = ℓd1 − d1 ≤ 0.

This implies that for t ∈ [0, 1], x3
1 − 3d2,ℓ(t)x1 − d1(t) ≥ x3

1 − 3d2,ℓ(1)x1 − d1(1) = 0. This

finishes the proof.

Theorem 5.3. If there exists a C-subsolution to equation (5.6), then the degree four general

inverse σk equation (5.6) is solvable.

Proof. If a C-subsolution exists, say X, then pointwise we have X3 > 3d2ω
2 ∧ X + d1ω

3

and X2 > d2ω
2, these imply that Ω0 > 3d2Ω2 + d1Ω3, Ω0 > d2Ω2, and Ω2 > d2Ω4. By the

topological constraint Ω0 = 6d2Ω2 + 4d1Ω3 + d0Ω4, we always get

3d2Ω2 + 3d1Ω3 + d0Ω4 > 0; (5.9)

5d2Ω2 + 4d1Ω3 + d0Ω4 > 0. (5.10)

The goal here is to check whether the following quantity

6(d2 − d2,ℓ(t))Ω2 + 4(d1 − d1(t))Ω3 +
(
d0 + 3d2,ℓ(t)x

2
1,ℓ(t) + 3d1(t)x1,ℓ(t)

)
Ω4 (5.11)

is positive for t ∈ [0, 1] for some ℓ. We consider two cases: d1 ≥ 0 and d1 < 0.

• For the case d1 ≥ 0 and d0 < 0. By inequality (5.9), quantity (5.11) becomes

6(d2 − d2,ℓ(t))Ω2 + 4(d1 − d1(t))Ω3 +
(
d0 + 3d2,ℓ(t)x

2
1,ℓ(t) + 3d1(t)x1,ℓ(t)

)
Ω4

>
(
2d2(1 + 2t− 3t2/3) − 6ℓ(1 − t2/3)

)
Ω2

+
(d0

3
(4t− 1) + 3d2,ℓ(t)x

2
1,ℓ(t) + 3d1(t)x1,ℓ(t)

)
Ω4. (5.12)
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If we can show that quantity (5.12) is positive on [0, 1] for some ℓ sufficiently close to 0, then

quantity (5.11) will also be positive, thus we are done. On [0, 1/4], we have

(
2d2(1 + 2t− 3t2/3) − 6ℓ(1 − t2/3)

)
Ω2 +

(d0
3

(4t− 1) + 3d2,ℓ(t)x
2
1,ℓ(t) + 3d1(t)x1,ℓ(t)

)
Ω4

≥
(
2d2(1.5 − 3(1/4)2/3) − 6ℓ(1 − (1/4)2/3)

)
Ω2 ≥

(
0.6d2 − 4ℓ

)
Ω2 > 0 (5.13)

provided that d2/100 > ℓ > 0. On [1/4, 1], we compute the derivative of the coefficient of Ω4

of quantity (5.12), we first consider the derivative of x1,ℓ(t) with respect to t. Since x1,ℓ(t)

satisfies x3
1,ℓ(t) − 3d2,ℓ(t)x1,ℓ(t) − d1(t) = 0, using implicit differentiation, we get

3(x2
1,ℓ(t) − d2,ℓ(t))x

′
1,ℓ(t) = 3d′2,ℓ(t)x1,ℓ(t) + d′1(t) = 2t−1/3(d2 − ℓ)x1,ℓ(t) + d1.

By Proposition 2.12, we have

x1,ℓ(t) =


2
»

d2,ℓ(t) cos
[1

3
arccos

( d1(t)

2d
3/2
2,ℓ (t)

)]
, when 4d32,ℓ(t) ≥ d21(t);

2
»
d2,ℓ(t) cosh

[1

3
arccosh

( d1(t)

2d
3/2
2,ℓ (t)

)]
, when d21(t) ≥ 4d32,ℓ(t).

In addition, we have

d

dt

( d1(t)

2d
3/2
2,ℓ (t)

)
=

d

dt

( td1

2
(
t2/3d2 + (1 − t2/3)ℓ

)3/2) =
d1ℓ

2
(
t2/3d2 + (1 − t2/3)ℓ

)5/2 > 0.

Hence, when t ∈ [1/4, 1], we obtain

d1

2d
3/2
2

≥ d1(1)

2d
3/2
2,ℓ (1)

≥ d1(t)

2d
3/2
2,ℓ (t)

≥ d1(1/4)

2d
3/2
2,ℓ (1/4)

≥ 0.

This implies that x1,ℓ(t) and

x′
1,ℓ(t) =

2t−1/3(d2 − ℓ)x1,ℓ(t) + d1
3(x2

1,ℓ(t) − d2,ℓ(t))
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both have a uniform lower bound and upper bound on [1/4, 1]. The first derivative of the

coefficient of Ω4 of quantity (5.12) will be

4d0
3

+ 3d′2,ℓ(t)x
2
1,ℓ(t) + 6d2,ℓ(t)x1,ℓ(t)x

′
1,ℓ(t) + 3d′1(t)x1,ℓ(t) + 3d1(t)x

′
1,ℓ(t)

=
4d0
3

+ 2t−1/3(d2 − ℓ)x2
1,ℓ(t) + 3d1x1,ℓ(t) + 3

(
2d2,ℓ(t)x1,ℓ(t) + td1

)
x′
1,ℓ(t) (5.14)

and it has a uniform upper and lower bound for ℓ ∈ (0, d2/100) and t ∈ [1/4, 1]. The first

derivative of the coefficient of Ω2 of quantity (5.12) will be

d

dt

(
2d2(1 + 2t− 3t2/3) − 6ℓ(1 − t2/3)

)
= 4d2(1 − t−1/3) + 4ℓt−1/3 (5.15)

and it has a uniform upper and lower bound on [1/4, 1]. Let {ℓi} be a sequence such that

ℓi → 0 as i → ∞. We define the following sequence of functions on [0, 1]:

Di(t) :=
(
2d2(1 + 2t− 3t2/3) − 6ℓi(1 − t2/3)

)
Ω2

+
(d0

3
(4t− 1) + 3d2,ℓi(t)x

2
1,ℓi

(t) + 3d1(t)x1,ℓi(t)
)

Ω4.

Since derivatives (5.14) and (5.15) are uniformly bounded on [1/4, 1] when ℓ ∈ (0, d2/100), so

this sequence of functions {Di} will be an equicontinuous sequence that converges uniformly

to the following function on [1/4, 1]:

D∞(t) := 2d2(1 + 2t− 3t2/3)Ω2 +
(d0

3
(4t− 1) + 3t4/3(d2x

2
1 + d1x1)

)
Ω4

= 2d2(1 + 2t− 3t2/3)Ω2

+
(4t− 1

3
(d0 + 3d2x

2
1 + 3d1x1) + (1 − 4t + 3t4/3)(d2x

2
1 + d1x1)

)
Ω4.

We can check that 1 + 2t− 3t2/3 and 1 − 4t + 3t4/3 are decreasing on [1/4, 1], thus

D∞(t) = 2d2(1 + 2t− 3t2/3)Ω2
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+
(4t− 1

3
(d0 + 3d2x

2
1 + 3d1x1) + (1 − 4t + 3t4/3)(d2x

2
1 + d1x1)

)
Ω4 > 0

on [1/4, 1]. So, there exists ℓN > 0 sufficiently small such that

DN(t) =
(
2d2(1 + 2t− 3t2/3) − 6ℓN(1 − t2/3)

)
Ω2

+
(d0

3
(4t− 1) + 3d2,ℓN (t)x2

1,ℓN
(t) + 3d1(t)x1,ℓN (t)

)
Ω4 > 0 (5.16)

on [1/4, 1]. By inequalities (5.13) and (5.16), we see that DN > 0 on [0, 1]. This implies that

quantity (5.12) is positive, hence quantity (5.11) is also positive on [0, 1].

• For the case 0 > d1 > −2d
3/2
2 , we consider two subcases: d0 ≤ 0 and d0 > 0.

⋆ For the subcase d0 ≤ 0, by inequality (5.9), quantity (5.11) becomes

6(d2 − d2,ℓ(t))Ω2 + 4(d1 − d1(t))Ω3 +
(
d0 + 3d2,ℓ(t)x

2
1,ℓ(t) + 3d1(t)x1,ℓ(t)

)
Ω4

≥ 2(d2 + 2td2 − 3d2,ℓ(t))Ω2 +
(4t− 1

3
d0 + 3d2,ℓ(t)x

2
1,ℓ(t) + 3d1(t)x1,ℓ(t)

)
Ω4. (5.17)

So, instead of checking whether quantity (5.11) is positive, we check whether quantity (5.17)

is positive. By taking the derivative of the coefficient of Ω2 of quantity (5.17), we get

d

dt
(d2 + 2td2 − 3d2,ℓ(t)) = 2d2 + ℓd1

(
d
3/2
2 +

(1 − t)ℓd1
2

)−1/3

. (5.18)

Above quantity (5.18) will be negative when t < 1 +
2d

3/2
2

ℓd1
+

ℓ2d21
4d32

. When ℓ is sufficiently close

to −2d
3/2
2 /d1, quantity will be negative when t ≤ 1/4. On the other hand, since x1,ℓ(t) is

the largest real root of x3 − 3d2,ℓ(t)x− d1(t) = 0 and 0 ≥ d1(t) > −2d
3/2
2,ℓ (t), this is the case

casus irreducilis, so we have

x1,ℓ(t) = 2d
1/2
2,ℓ (t) cos

[1

3
arccos

( d1(t)

2d
3/2
2,ℓ (t)

)]
= 2
(
d
3/2
2 +

(1 − t)ℓd1
2

)1/3
cos
[1

3
arccos

( td1

2d
3/2
2 + (1 − t)ℓd1

)]
. (5.19)
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Here, we specify the branch so that arccos
(
•
)
∈ [0, π]. Thus, by (5.19), we have

3d2,ℓ(t)x
2
1,ℓ(t) + 3d1(t)x1,ℓ(t)

= 3x4
1,ℓ(t) − 6d2,ℓ(t)x

2
1,ℓ(t)

= 24d22,ℓ(t) cos2
[1

3
arccos

(
d1(t)/2d

3/2
2,ℓ (t)

)]
cos
[2

3
arccos

(
d1(t)/2d

3/2
2,ℓ (t)

)]
. (5.20)

In addition, we can verify that for ℓ ∈ [1,−2d
3/2
2 /d1), we get

d

dt

( td1

2d
3/2
2 + (1 − t)ℓd1

)
=

d1
(
2d

3/2
2 + ℓd1

)(
2d

3/2
2 + (1 − t)ℓd1

)2 < 0.

So on [0, 1] and for ℓ ∈ [1,−2d
3/2
2 /d1), we always have the following uniform bounds

0 ≥ td1

2d
3/2
2 + (1 − t)ℓd1

≥ d1

2d
3/2
2

> −1.

This implies that arccos
(
d1(t)/2d

3/2
2,ℓ (t)

)
/3 ∈ [π/6, π/3) and

3

8
≥ cos2

[1

3
arccos

(
d1(t)/2d

3/2
2,ℓ (t)

)]
cos
[2

3
arccos

(
d1(t)/2d

3/2
2,ℓ (t)

)]
> −1

8
. (5.21)

Hence, on [0, 1/4], by inequalities (5.18), (5.20), and (5.21), quantity (5.17) becomes

2(d2 + 2td2 − 3d2,ℓ(t))Ω2 +
(4t− 1

3
d0 + 3d2,ℓ(t)x

2
1,ℓ(t) + 3d1(t)x1,ℓ(t)

)
Ω4

≥ 3(d2 − 2d2,ℓ(1/4))Ω2 − 3d22,ℓ(t)Ω4 ≥ 3
(
d2 − 2

(
d
3/2
2 +

3ℓd1
8

)2/3)
Ω2 − 3d22,ℓ(1/4)Ω4

≥ 0.6d2Ω2 − 0.48d22Ω4 > 0.12d22Ω4 > 0 (5.22)

provided that ℓ is sufficiently close to −2d
3/2
2 /d1, so 2−4/3d2 ≤ d2,ℓ(1/4) ≤ 0.4d2. For the

subinterval [1/4, 1], we consider the derivative of the coefficient of Ω4 of quantity (5.17) with
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respect to t, by quality (5.20), we obtain

d

dt

(4t− 1

3
d0 + 3d2,ℓ(t)x

2
1(t) + 3d1(t)x1(t)

)
=

4

3
d0 + 24

d

dt

(
d22,ℓ(t) cos2

[1

3
arccos

(
d1(t)/2d

3/2
2,ℓ (t)

)]
cos
[2

3
arccos

(
d1(t)/2d

3/2
2,ℓ (t)

)])
=

4

3
d0 + 16d

1/2
2,ℓ (t) cos(θd1,d2,ℓ(t))

[(
d
3/2
2,ℓ (t) cos(3θd1,d2,ℓ(t))

)′
+
(
d
3/2
2,ℓ (t)

)′
cos(θd1,d2,ℓ(t))

]
=

4

3
d0 + 8d1d

1/2
2,ℓ (t) cos(θd1,d2,ℓ(t))

[
1 − ℓ cos(θd1,d2,ℓ(t))

]
. (5.23)

Here, θd1,d2,ℓ(t) := 1
3

arccos
(
d1(t)/2d

3/2
2,ℓ (t)

)
∈ (π/6, π/3). This is uniformly bounded on [0, 1].

Let {ℓi} be a sequence such that ℓi → −2d
3/2
2 /d1 as i → ∞. We define the following sequence

of functions on [0, 1]:

Di(t) := 2(d2 + 2td2 − 3d2,ℓi(t))Ω2 +
(d0

3
(4t− 1) + 3d2,ℓi(t)x

2
1,ℓi

(t) + 3d1(t)x1,ℓi(t)
)

Ω4.

Since derivatives (5.18) and (5.23) are uniformly bounded on [1/4, 1] when ℓ ∈ [1,−2d
3/2
2 /d1),

so this sequence of functions {Di} will be an equicontinuous sequence that converges uni-

formly to the following function on [1/4, 1]:

D∞(t) := 2d2(1 + 2t− 3t2/3)Ω2

+
(4t− 1

3
(d0 + 3d2x

2
1 + 3d1x1) + (1 − 4t + 3t4/3)(d2x

2
1 + d1x1)

)
Ω4.

Since 1 + 2t− 3t2/3 and 1 − 4t + 3t4/3 are decreasing on [1/4, 1] and d2x
2
1 + d1x1 > −d0 ≥ 0,

D∞(t) > 0 on [1/4, 1]. So, there exists ℓN sufficiently close to −2d
3/2
2 /d1 such that

DN(t) = 2(d2 + 2td2 − 3d2,ℓN (t))Ω2

+
(d0

3
(4t− 1) + 3d2,ℓN (t)x2

1,ℓN
(t) + 3d1(t)x1,ℓN (t)

)
Ω4 > 0 (5.24)

on [1/4, 1]. By inequalities (5.22) and (5.24), we see that DN > 0 on [0, 1]. This implies that

quantity (5.17) is positive on [0, 1], hence quantity (5.11) is also positive on [0, 1].
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⋆ For the subcase d0 > 0, we first consider the subinterval [0, 1/4]. On [0, 1/4], we need

to use both inequality (5.9) and inequality (5.10). We multiply inequality (5.9) by 12t and

inequality (5.10) by 4 − 16t, then quantity (5.11) becomes

6(d2 − d2,ℓ(t))Ω2 + 4(d1 − d1(t))Ω3 +
(
d0 + 3d2,ℓ(t)x

2
1,ℓ(t) + 3d1(t)x1,ℓ(t)

)
Ω4

≥ (d2 + 8td2 − 6d2,ℓ(t))Ω2 +
(
3d2,ℓ(t)x

2
1,ℓ(t) + 3d1(t)x1,ℓ(t)

)
Ω4

= (d2 + 8td2 − 6d2,ℓ(t))Ω2

+ 24d22,ℓ(t) cos2
[1

3
arccos

(
d1(t)/2d

3/2
2,ℓ (t)

)]
cos
[2

3
arccos

(
d1(t)/2d

3/2
2,ℓ (t)

)]
Ω4

> (d2 + 8td2 − 6d2,ℓ(t))Ω2 − 3d22,ℓ(t)Ω4. (5.25)

The derivative of the coefficient of Ω2 of quantity (5.25) will be

d

dt
(d2 + 8td2 − 6d2,ℓ(t)) = 8d2 + 2ℓd1

(
d
3/2
2 +

(1 − t)ℓd1
2

)−1/3

(5.26)

and attains its minimum at t = 1+
2d

3/2
2

ℓd1
+

ℓ2d21
23d32

with minimum value 9d2 +
16d

5/2
2

ℓd1
− ℓ2d21

8d22
. When

ℓ is sufficiently close to −2d
3/2
2 /d1, the minimum is attained close to 1/8 and the minimum

will be positive. This implies that when ℓ is sufficiently close to −2d
3/2
2 /d1, d2+8td2−6d2,ℓ(t)

will be positive on [0, 1/4]. Thus, by Ω2 > d2Ω4 and (5.26), quantity (5.25) becomes

(d2 + 8td2 − 6d2,ℓ(t))Ω2 − 3d22,ℓ(t)Ω4 ≥
(
d22 + 8td22 − 6d2d2,ℓ(t) − 3d22,ℓ(t)

)
Ω4. (5.27)

The derivative of the coefficient of Ω4 of quantity (5.27) will be 8d22−6d2d
′
2,ℓ(t)−6d2,ℓ(t)d

′
2,ℓ(t)

and is negative on [0, 1/4] when ℓ is sufficiently close to −2d
3/2
2 /d1. This implies that d22 +

8td22 − 6d2d2,ℓ(t) − 3d22,ℓ(t) will be decreasing. Hence, inequality (5.27) becomes

(
d22 + 8td22 − 6d2d2,ℓ(t) − 3d22,ℓ(t)

)
Ω4

≥ 3
(
d22 − 2d2d2,ℓ(1/4) − d22,ℓ(1/4)

)
Ω4
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= 3
(
d22 − 2d2

(
d
3/2
2 +

3ℓd1
8

)2/3
−
(
d
3/2
2 +

3ℓd1
8

)4/3)
Ω4 > 0 (5.28)

provided that 2−4/3d2 ≤ d2,ℓ(1/4) ≤ 0.4d2 when ℓ is sufficiently close to −2d
3/2
2 /d1. So

quantity (5.27) is positive on [0, 1/4], which implies that quantity (5.11) is positive on [0, 1/4].

For [1/4, 1], we use inequality (5.9), quantity (5.11) becomes

6(d2 − d2,ℓ(t))Ω2 + 4(d1 − d1(t))Ω3 +
(
d0 + 3d2,ℓ(t)x

2
1,ℓ(t) + 3d1(t)x1,ℓ(t)

)
Ω4

≥ 2(d2 + 2td2 − 3d2,ℓ(t))Ω2 +
(4t− 1

3
d0 + 3d2,ℓ(t)x

2
1,ℓ(t) + 3d1(t)x1,ℓ(t)

)
Ω4.

Let {ℓi} be a sequence such that ℓi → −2d
3/2
2 /d1 as i → ∞. We define the following sequence

of functions on [0, 1]:

Di(t) := 2(d2 + 2td2 − 3d2,ℓi(t))Ω2 +
(d0

3
(4t− 1) + 3d2,ℓi(t)x

2
1,ℓi

(t) + 3d1(t)x1,ℓi(t)
)

Ω4.

Since derivatives (5.18) and (5.23) are uniformly bounded on [1/4, 1] when ℓ ∈ [1,−2d
3/2
2 /d1),

so this sequence of functions {Di} will be an equicontinuous sequence that converges uni-

formly to the following function on [1/4, 1]:

D∞(t) := 2d2(1 + 2t− 3t2/3)Ω2

+
(4t− 1

3
(d0 + 3d2x

2
1 + 3d1x1) + (1 − 4t + 3t4/3)(d2x

2
1 + d1x1)

)
Ω4

≥ 2d2(1 + 2t− 3t2/3)Ω2 +
(
(1 − 4t + 3t4/3)(d2x

2
1 + d1x1)

)
Ω4

+
4t− 1

3
(d0 + 3d2x

2
1 + 3d1x1)Ω4

≥
(
d22(1 + 8t− 6t2/3 − 3t4/3) +

4t− 1

3
(d0 + 3d2x

2
1 + 3d1x1)

)
Ω4 > 0.

Notice that the function 1 + 8t − 6t2/3 − 3t4/3 is decreasing on [0, 1]. So, there exists ℓN

135



c2

c1

(d2, d1)

Figure 5.1: The continuity path in Lemma 5.2 when d1 < 0.

sufficiently close to −2d
3/2
2 /d1 such that

DN(t) = 2(d2 + 2td2 − 3d2,ℓN (t))Ω2

+
(d0

3
(4t− 1) + 3d2,ℓN (t)x2

1,ℓN
(t) + 3d1(t)x1,ℓN (t)

)
Ω4 > 0 (5.29)

on [1/4, 1]. By inequalities (5.28) and (5.29), we see that quantity (5.11) is positive on [0, 1].

In conclusion, if d1 ≥ 0 and d0 < 0, then there exists ℓ sufficiently close to 0 such that

(Ω2,Ω3,Ω4) ∈ Ω4,d
ℓ . For the solvability, when t = 0, we have d2,ℓ(0) = ℓ > 0 and d0,ℓ(0) =

(Ω0 − 6ℓΩ2)/Ω4 ≥ 0 provided that ℓ is sufficiently close to 0. This is solvable due to Collins–

Székelyhidi [20], hence the original equation (5.6) is solvable due to the method of continuity.

If d1 < 0, then there exists ℓ sufficiently close to −2d
3/2
2 /d1 such that (Ω2,Ω3,Ω4) ∈ Ω4,d

ℓ . In

addition, when t = 0, we have d2,ℓ(0) > 0 and d0,ℓ(0) = (Ω0 − 6d2,ℓ(0)Ω2)/Ω4 > 0 provided

that ℓ is sufficiently close to −2d
3/2
2 /d1. This finishes the proof.

Figure 5.1 is an illustration of the continuity path in Lemma 5.2. Theorem 5.3 shows that

we can meet all the 4-dimensional four constraints by letting the end point close to the

origin. This continuity path was also considered in the author’s work [51] when proving
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Conjecture 5.1 by Collins–Jacob–Yau. We state the author’s work here.

Corollary 5.2 (deformed Hermitian–Yang–Mills equation, L. [51]). When the complex di-

mension equals four, Conjecture 5.1 is confirmed.

Proof. A clever way is by Lemma 2.13, the diagonal restriction of the deformed Hermitian–

Yang–Mills equation is strictly right-Noetherian when the phase is supercritical. Hence, by

above Theorem 5.2, we know that the dHYM equation is solvable when complex dimension

equals four and there exists a C-subsolution. Or we can just check it directly, when n = 4,

the dHYM equation will be

cot(θ) · ℑ
(
ω +

√
−1χ

)4
= ℜ

(
ω +

√
−1χ

)4
.

By doing a substitution X := χ + cot(θ)ω, the dHYM equation becomes

X4 − 6 csc2(θ)ω2 ∧X2 + 8 cot(θ) csc2(θ)ω3 ∧X + csc2(θ)(4 − 3 csc2(θ))ω4 = 0. (5.30)

For θ ∈ (π, 2π), we always have c2 = csc2(θ) > 0, c1 = −2 cot(θ) csc2(θ) > −2c
3/2
2 =

−2(csc2(θ))3/2 = 2 csc3(θ), and

c0 + 3c2x
2
1 + 3c1x1

= − csc2(θ)(4 − 3 csc2(θ)) + 24 csc4(θ) cos2
(θ + 4π

3

)
cos
(2θ + 8π

3

)
= −4 csc4(θ)

(
sin2(θ) − 3

[
cos
(2θ + 2π

3

)
+

1

2

]2)
= −4 csc4(θ)

(
sin(θ) +

√
3 cos

(2θ + 2π

3

)
+

√
3

2

)(
sin(θ) −

√
3 cos

(2θ + 2π

3

)
−

√
3

2

)
= −64 csc4(θ)

(
sin
(θ + π

3

)
−

√
3

2

)3(
sin
(θ + π

3

)
+

√
3

2

)3
> 0

when θ ∈ (π, 2π). Here, x1 = −2 csc(θ) cos((θ+4π)/3) is the largest root of x3−3 csc2(θ)x+

2 cot(θ) csc2(θ). By Theorem 5.3, Conjecture 5.1 is confirmed. This finishes the proof.
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[47] M. Lejmi and G. Székelyhidi. The J-flow and stability. Advances in Mathematics,
274:404–431, 2015.

[48] N. C. Leung, S.-T. Yau, and E. Zaslow. From special Lagrangian to Hermitian–Yang–
Mills via Fourier–Mukai transform. Advances in Theoretical and Mathematical Physics,
4(6):1319–1341, 2000.

[49] H. Lewy. On differential geometry in the large. I. Minkowski’s problem. Transactions
of the American Mathematical Society, 43(2):258–270, 1938.

[50] C.-M. Lin. Deformed Hermitian–Yang–Mills equation on compact Hermitian manifolds.
To appear in Mathematical Research Letters, 2020.

[51] C.-M. Lin. The deformed Hermitian–Yang–Mills equation, the Positivstellensatz, and
the solvability. arXiv preprint arXiv:2201.01438, 2022.

[52] C.-M. Lin. On the convexity of general inverse σk equations. Journal of Functional
Analysis, page 110038, 2022.

[53] S. Lu. On the Dirichlet problem for Lagrangian phase equation with critical and super-
critical phase. Discrete and Continuous Dynamical Systems. Series A, 43(7):2561–2575,
2023.

[54] M. Marino, R. Minasian, G. Moore, and A. Strominger. Nonlinear instantons from
supersymmetric p-branes. Journal of High Energy Physics, 2000(01):005, 2000.

[55] H. Minkowski. Allgemeine Lehrsätze über die convexen Polyeder. Nachrichten von
der Gesellschaft der Wissenschaften zu Göttingen, Mathematisch-Physikalische Klasse,
1897:198–220, 1897.

141



[56] L. Nirenberg. The Weyl and Minkowski problems in differential geometry in the large.
Communications on Pure and Applied Mathematics, 6(3):337–394, 1953.

[57] D. H. Phong, S. Picard, and X. Zhang. The Fu–Yau equation with negative slope
parameter. Inventiones Mathematicae, 209(2):541–576, 2017.

[58] D. H. Phong, S. Picard, and X. Zhang. The Anomaly flow and the Fu–Yau equation.
Annals of PDE, 4(2):13, 2018.

[59] D. H. Phong, S. Picard, and X. Zhang. On estimates for the Fu–Yau generalization of a
Strominger system. Journal für die Reine und Angewandte Mathematik, 2019(751):243–
274, 2019.

[60] D. H. Phong, S. Picard, and X. Zhang. Fu–Yau Hessian equations. Journal of Differ-
ential Geometry, 118(1):147–187, 2021.

[61] V. P. Pingali. The deformed Hermitian–Yang–Mills equation on three-folds. Analysis
and PDE, 15(4):921–935, 2022.

[62] A. V. Pogorelov. The Minkowski multidimensional problem. Technical report, Wiley
Online Library, 1978.

[63] E. Schlitzer and J. Stoppa. Deformed Hermitian Yang–Mills connections, extended
gauge group and scalar curvature. Journal of the London Mathematical Society,
104(2):770–802, 2021.

[64] Y.-T. Siu. Lectures on Hermitian–Einstein metrics for stable bundles and Kähler-
Einstein metrics: delivered at the German Mathematical Society Seminar in Düsseldorf
in June, 1986, volume 8. Birkhäuser, 2012.
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