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Abstract

Text-to-image artificial intelligence (AI) programs are popular

public-facing tools that generate novel images based on user

prompts. Given that they are trained from Internet data, they

may reflect societal biases, as has been shown for text-to-

text large language model programs. We sought to

investigate whether 3 common text-to-image AI systems

recapitulated stereotypes held about surgeons and other

health care professionals. All platforms queried were able to

reproduce common aspects of the profession including

attire, equipment, and background settings, but there were

differences between programs most notably regarding visible

race and gender diversity. Thus, historical stereotypes of

surgeons may be reinforced by the public's use of text-to-

image AI systems, particularly those without procedures to

regulate generated output. As AI systems become more

ubiquitous, understanding the implications of their use in

health care and for health care-adjacent purposes is critical

to advocate for and preserve the core values and goals of our

profession.
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A classic riddle states: a father and son are in a car
crash where the father dies, and the son is
rushed to the hospital. The surgeon states, “I

cannot operate on him—that boy is my son!” Research
shows that most fail to realize that the surgeon is in
fact the boy's mother, thus revealing the prevailing
unconscious bias that surgery is a man's profession.1 We
sought to identify whether societal biases regarding
surgeons are recapitulated in common text‐to‐image
large language model programs, which are a type of
artificial intelligence (AI) that predicts the probabilities of
a sequence of words, based on billions of training data
points from the Internet.2

Methods
Prompts to generate a “portrait of a…” with options of
“surgeon,” “surgical resident,” “nurse,” and “medical
school professor” were serially given once to 3 different
text‐to‐image AI platforms (DALL‐E,3 Adobe Firefly,4

and Stable Diffusion5) on October 31, 2023 in a single
session using default settings (Figures 1-4). The images
were analyzed separately by 2 surgeons (H.A.E., R.P.)
blinded to the prompts for the 3 most salient similarities
and dissimilarities in each set of images.

Results
Health care attire was consistent across platforms, with
scrubs uniformly appearing for surgeons, surgical resi-
dents, and nurses, and white coats for medical school
professors. Masks and scrub caps were common for
surgeons and surgical residents. Stethoscopes appeared in
many but not all images across professions and platforms.
Backgrounds often exhibited health care equipment or
generic hallways and rooms, with more complexity seen in
Adobe Firefly and Stable Diffusion. The greatest variety
in angles and poses was found in DALL‐E images, with a
“power pose” of arms crossed or on the hips for portraits
of surgeons and surgical residents. Smiles were universal
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Figure 1. Portrait of a surgeon. Image output from each artificial intelligence program (DALL-E, Adobe Firefly, and Stable Diffusion) after a

prompt to generate a “portrait of a surgeon.” Default settings were used for each program, and image outputs were not adjusted.

Figure 2. Portrait of a surgical resident. Image output from each artificial intelligence program (DALL-E, Adobe Firefly, and Stable Diffusion)

after a prompt to generate a “portrait of a surgical resident.” Default settings were used for each program, and image outputs were not

adjusted.

Figure 3. Portrait of a Nurse. Image output from each artificial intelligence program (DALL-E, Adobe Firefly, and Stable Diffusion) after a

prompt to generate a “portrait of a nurse.” Default settings were used for each program, and image outputs were not adjusted.
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for Adobe Firefly images, but only present for nurses in
DALL‐E, and not present or subtle for Stable Diffusion.

Regarding gender and ethnicity, images generated
mirrored the policies of their platform. Since July 2022,
DALL‐E specifically incorporates a technique to present
diverse images of people unless race or gender are
specified.3 While visible racial differences were reflected
in its output, all the surgeons were male, while all the
nurses were female. Women also made up a quarter of its
depictions of surgical residents and medical school
professors. Adobe Firefly trains its data on curated
datasets such as Adobe Stock images, which itself is
developed to demonstrate diversity.4 The images gener-
ated across all prompts were variations of 4 similar
phenotypes of race and gender, and were equally
representative of women and men. In Stable Diffusion,
which is built off a general crawl of the internet and does
not have a similar published policy or process regarding
diversity of its output,5 variations of 4 individuals were
displayed—every prompt except that of the nurse was
depicted as men, and largely all were White.

Discussion
Generative AI creates original content based on its
training data, which can vary from carefully curated
datasets to unfiltered data throughout the Internet. The
recent development of text‐to‐image programs have
incredible potential to craft unique, realistic images that
reliably capture professional identities, but they can still
reflect the stereotypes inherent in their training data.
While policy safeguards and supervised training of the
programs can be helpful in producing a diverse set of
images depicting people from these programs, we still
found that many AI text‐to‐image platforms reflect
surgery and nursing as male and female professions
respectively. As AI systems are increasingly integrated

into health care and public life, we must identify and
correct for biases reflected by these platforms to ensure
alignment with core values and goals of our profession.
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