
UC San Diego
UC San Diego Electronic Theses and Dissertations

Title
Towards Trustworthy Natural Language Explanations for Recommender Systems

Permalink
https://escholarship.org/uc/item/5hd7n7kz

Author
Xie, Zhouhang

Publication Date
2023
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/5hd7n7kz
https://escholarship.org
http://www.cdlib.org/


UNIVERSITY OF CALIFORNIA SAN DIEGO

Towards Trustworthy Natural Language Explanations for Recommender Systems

A thesis submitted in partial satisfaction of the
requirements for the degree Master of Science

in

Computer Science

by

Zhouhang Xie

Committee in charge:

Professor Julian McAuley, Chair
Professor Zhiting Hu
Professor Jingbo Shang

2023



Copyright

Zhouhang Xie, 2023

All rights reserved.



The Thesis of Zhouhang Xie is approved, and it is acceptable in quality and form

for publication on microfilm and electronically.

University of California San Diego

2023

iii



TABLE OF CONTENTS

Thesis Approval Page . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

Table of Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

Abstract of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

Chapter 1 On Faithfulness and Coherence of Language Explanations for Recommen-
dation Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Problem Definition and Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.1 Problem Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2 Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.3 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Evaluating Faithfulness and Semantic Coherence . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.1 Faithfulness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.2 Semantic Coherence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Empirical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5 Discussion and Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.6 Implications and Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.6.1 Related Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.8 Acknowledgement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

Chapter 2 Factual and Informative Review Generation for Explainable Recommenda-
tion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 PRAG: Setup and Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3.1 Problem Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.2 Model Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.4 Personalized Retriever . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4.1 Embedding Reviews . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4.2 Review Aggregation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4.3 Personalized Attention . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.4 Review Embedding Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.5 Rating Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.5 Explanation Generation as Keyword-guided Question Answering . . . . . . . . . . . . 19

iv



2.5.1 Retrieving Reviews . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.5.2 Informative Keyword Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.5.3 Explanation Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.6 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.6.1 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.6.2 Baselines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.6.3 Automatic Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.7 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.7.1 Quantitative Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.7.2 Recommendation Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.7.3 Human Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.8 Summary and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.9 Acknowledgement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

v



LIST OF FIGURES

Figure 1.1. PETER, a state-of-the-art model assigns lower perplexity to factually inco-
herent reviews. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

Figure 1.2. Up: adversarial invariance ratio. Down: robustness. . . . . . . . . . . . . . . . . . . . 3

Figure 2.1. The proposed framework PRAG. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Figure 2.2. Overview for the retriever architecture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

Figure 2.3. PRAG use retrieved historical reviews as source text to generate explana-
tions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

vi



LIST OF TABLES

Table 1.1. Evaluation results on the datasets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

Table 2.1. Automatic evaluation results on test sets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

Table 2.2. RMSE scores for recommendation performance. . . . . . . . . . . . . . . . . . . . . . . 27

Table 2.3. Human evaluation results of PRAG versus baseline models. . . . . . . . . . . . . . 28

Table 2.4. Retrieved reviews (cropped, from top-5 results). . . . . . . . . . . . . . . . . . . . . . . 29

Table 2.5. Average agreement-at-5 of mirroring retrievers. . . . . . . . . . . . . . . . . . . . . . . . 29

vii



ACKNOWLEDGEMENTS

First and foremost, I would like to thank my advisor, Prof. Julian McAuley, for his

guidance and support over the past two years. Thank you for all the discussions and suggestions.

Thank you for being there and anchoring my research when life hits me from the most unexpected

angle. I would also like to thank my committee members, Prof. Zhiting Hu and Prof. Jingbo

Shang, for serving on my committee and offering their valuable time and precious comments.

To Prof. Sameer Singh, for introducing me to the world of Natural Language Processing.

To Dr. Bodhisattwa Prasad Majumder, I wish you the best in Seattle. To Zhankui, thank you for

all the insightful discussions. To other members at Lab McAuley, I feel incredibly grateful to be

able to meet you all. To Emily, Nadyn, Wendy, and other CSE department members and ISPO

members for their kindness through that unsettling summer.

Chapter 1, in full, is a reprint of the material presented at the Southern California

Natural Language Processing Symposium, 2022 (“On Faithfulness and Coherence of Language

Explanations for Recommendation Systems”, Zhouhang Xie, Julian McAuley, and Bodhisattwa

Prasad Majumder). The thesis author was the primary investigator and author of this paper.

Chapter 2, in full, is a reprint of the material as it appears in Proceedings of the AAAI

Conference on Artificial Intelligence, 2023 (“Factual and Informative Review Generation for

Explainable Recommendation”, Zhouhang Xie, Sameer Singh, Julian McAuley, and Bodhisattwa

Prasad Majumder). The thesis author was the primary investigator and author of this paper.

viii



ABSTRACT OF THE THESIS

Towards Trustworthy Natural Language Explanations for Recommender Systems

by

Zhouhang Xie

Master of Science in Computer Science

University of California San Diego, 2023

Professor Julian McAuley, Chair

Product reviews are a form of user feedback that provide richer information than tradi-

tional signals in recommender systems, such as star ratings and implicit feedback. Meanwhile,

a review is also a justification for the user’s rating of a product. Previous works show that

recommendation models can predict user ratings more accurately by jointly learning to generate

reviews. The generated reviews can also serve as recommendation explanations, making the

recommender system more interpretable. However, existing works evaluate these generated

explanations using traditional natural language generation metrics only, overlooking trustworthi-

ness, an important aspect of model explanations. In this thesis, we focus on two properties of

trustworthy recommendation explanations: faithfulness, how truthfully do explanations reflect

ix



the decision process of the model, and factuality, whether the generated content accurately

reflects the characteristics of the corresponding product. Specifically, this thesis includes two di-

rections: (1) we propose a set of methods for evaluating the faithfulness and semantic coherency

of recommendation explanations, and (2) we develop a personalized retrieval-augmented model

that can generate factual and informative reviews to explain its recommendation predictions.

x



Chapter 1

On Faithfulness and Coherence of Lan-
guage Explanations for Recommendation
Systems

Reviews contain rich information about product characteristics and user interests and

thus are commonly used to boost recommender system performance. Specifically, previous work

show that jointly learning to perform review generation improves rating prediction performance.

Meanwhile, these model-produced reviews serve as recommendation explanations, providing

the user with insights on predicted ratings. However, while existing models could generate

fluent, human-like reviews, it is unclear to what degree the reviews fully uncover the rationale

behind the jointly predicted rating. In this work, we perform a series of evaluations that probes

state-of-the-art models and their review generation component. We show that the generated

explanations are brittle and need further evaluation before being taken as literal rationales for the

estimated ratings.

1.1 Introduction

Product reviews capture rich information about user preferences and thus improve rec-

ommender system performance McAuley et al. (2012); McAuley and Leskovec (2013a); Zheng

et al. (2017); Tay et al. (2018); Chen et al. (2018); Pugoy and Kao (2020, 2021). Meanwhile,

advancements in text generation enable generating realistic synthetic reviews conditioning on

1



PETER

The hotel is directly opposite 
Budapest's famous chain bridge 

ppl: 42.8 

User ID: 6348, 

Item ID: 1769,


Rating: 5,

Predicted Rating: 4.8

The hotel is directly opposite 
Budapest's famous rooftop bar

The hotel is located in my 
bathtub

ppl: 31.4 

ppl: 38.7 

Figure 1.1. PETER, a state-of-the-art model assigns lower perplexity to factually incoherent
reviews.

user and item identifiers, as well as additional features such as historical reviews Li and Tuzhilin

(2019), product metadata Ni and McAuley (2018); Dong et al. (2017), knowledge graph embed-

ding Li et al. (2021a), and sometimes the rating itself Chen et al. (2021). Recently, there has

been increasing interest in coupling rating estimation and review generation, treating generated

reviews as explanations for model recommendations Ni et al. (2017); Sun et al. (2020); Li et al.

(2020b, 2021b); Hada et al. (2021).

In the current literature, the quality of the generated explanations are usually measured

by perplexity and overlapping-based metrics such as Distinct-N Li et al. (2016), Rouge score Lin

(2004), and BLEU score Papineni et al. (2002) with respect to the ground truth reviews. However,

while these evaluations measure fluency and word-overlapping, they do not warrant the the

generated reviews’ quality as explanations.

Specifically, overlapping metrics overlook two core aspect of natural language explana-

tions (NLEs): (1) faithfulness, how truthfully do the generated explanations reflect the decision

process for the models rating prediction, and (2) semantic coherence, how well the model capture

the users’ true interest towards the product. To highlight the potential issue associated with

2



habour and business and the citadel monument 

ppl: 76.6 the citadel is a disgrace to the city

ppl: 1105.5 
Negate 

Sentiment 
with BART

•  The breakfast buffet was complete with bread

•  Impressive {entrance → breakfast} buffet

•  The room and {service → breakfast buffet} was professional

Ranking Gold 
Explanation 

vs  
Candidates

Figure 1.2. Up: adversarial invariance ratio. Down: robustness.

current evaluation, consider the review text for a restaurant ”I love this hotel because it has

great service” with a rating of 5, where the explanation generated is ”I love this hotel because

it has great cookies” with the correct predicted rating. The generated explanation deviates

from the ground truth sentence by only one word, yet completely changes the rationale for the

rating. However, the currently widely used automatic metrics will still assign a high score to

the generated review. Further, there is no guarantee that even cookie is truly accountable for the

predicted rating.

To address these discrepancies, we argue that NLEs for recommendation systems should

be evaluated as explanations, similar to NLEs in NLP tasks. In this work, we probe review-as-

explanation models in explainable recommendation literature. Our results show a concerning

trend that current models struggle to produce reviews that are semantically coherent with the

ground truth reviews, and are inconsistent with the explanation they produce. We encourage

researchers and practitioners take beyond-overlapping evaluations into account when training

review generation models for explanations. Better evaluations could lead to deeper under-

standing of capabilities of these generated rationales, and foster more trustworthy explainable

recommendation systems.

1.2 Problem Definition and Models

This section is organized as follows: we first cover the task of joint review-rating

generation, then introduce the models used in our experiments.

3



1.2.1 Problem Setup

Given a user u and an item i, the task of joint review-rating generation aims at predicting

an associated rating r̂ as well as a natural language explanation ê 1. During training, the model

jointly minimizes the negative log likelihood (NLL) of ground truth reviews in the corpus, as

well as the mean squared error (MSE) of their associated rating.

1.2.2 Models

We compare four recent models in the literature that covers a variety of commonly used

architectures in natural language generation: Att2Seq Dong et al. (2017), NRT Li et al. (2017),

PEPLER Li et al. (2022), and PETER Li et al. (2021b). Among the models, Att2Seq and NRT

are based on Long Short-Term Memory (LSTM) Hochreiter and Schmidhuber (1997), while

PEPLER combines a pre-trained GPT-2 model Radford et al. (2019) with prompt tuning. Finally,

PETER adopts non-auto-regressive transformer architecture.

Meanwhile, since Li et al. noted incorporating specific content words significantly

improves generation quality, we follow the original paper and condition the model on a content

word, denoted by PETERcond . Note that following the previous implementation, the aspect word

in the dataset is extracted from ground truth review, giving PETERcond an unfair advantage. We

thus use PETERcond as an upper-bound baseline.

1.2.3 Datasets

We conduct our experiments on Yelp2 (Y.), TripAdvisor3 (T.), and Movies and TV

category from Amazon dataset He and McAuley (2016) (M.). These are standard dataset

commonly used to benchmark joint review-rating estimation models Li et al. (2020b).

1which is commonly the associated review
2https://www.yelp.com/dataset/challenge
3https://www.tripadvisor.com
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1.3 Evaluating Faithfulness and Semantic Coherence

We generate 10,000 explanations for each model on each dataset, and perform a set of

evaluations as described in this section.

1.3.1 Faithfulness

When reviews are treated as natural langauage explanations, joint review-rating prediction

models could be categorized into self-rationalizing models. Jacovi and Goldberg argues that the

quality of NLE 4 should be evaluated by both their plausibility, how convincing the explanations

are to humans, and faithfulness, how truthful they reflect the models’ decision process. We focus

on model faithfulness in this section.

By definition, a faithful explanation will truthfully represent the decision process of a

model. However, directly measuring faithfulness is infeasible due to the black-box nature of

deep neural networks. We instead design a set of proxy tasks that test unfaithful behavior of joint

review-rating estimation models.

Adversarial In-variance Ratio (AIR).

Since the explanation generation by the model is representative of the model’s belief of

the reasons behind the rating prediction, we argue that such belief must be robust to sentiment

perturbations. In other words, assume a model generates a sequence êu,i as an explanation,

the sentiment-negated counter explanation ¬êu,i should not receive a higher likelihood (lower

perplexity) than the original review. Illustration of selected sub-experiments are as shown in

Figure 1.2.

Concretely, we take 4 or 5-star (positive sentiment) ratings from the test set and rewrite

their sentiment to negative using a pretrained BART model5, and let the target model rank the

ground truth and rewritten review with perplexity. We mark the models’ decision as flipped if

4NLR in Jacovi and Goldberg’s work
5dapang/yelp pos2neg lm bart large from huggingface.

5
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it assigns lower perplexity to the rewritten review with the negated sentiment. In this case, the

model’s explanation is thus unfaithful. Note that this means a random baseline would achieve 50

percent in AIR.

Mean Reciprocal Rank against Alternative Explanations (MRR-AE).

As pointed out in Jacovi and Goldberg, a model is unfaithful if it provides a different

interpretation for the same decision by the same model. That is, the model should be able to

differentiate its generated review from other candidate explanations. Following this intuition, we

argue that the model should have the ability to pick out its generated review from other reviews,

such as random reviews drawn from the dataset or adversarially constructed ones, as shown in

Figure 1.2.

To measure this, we sample 100 reviews randomly from the test dataset for each gold

review, and replace the aspect in the sampled sentences with the aspect covered by the ground

truth. We then let the target model rank the 100 sentences along with the gold review with

perplexity score and measure its performance with mean reciprocal rank (MRR). The random

baseline for MRR-AE is thus around 5 percent.

Text-label Agreement Error (TLAE).

As faithful explanations, the generated reviews should strongly correlate with predicted

ratings. To measure this, we train a BERT Vaswani et al. (2017) based auxiliary rating regressor

based on only user reviews on the training set of the models being evaluated. At test time, we

measure the Mean Squared Error of the auxiliary predictor on generated reviews and regressor-

predicted ratings.

1.3.2 Semantic Coherence

Traditional evaluation metrics use in the literature focuses on word-overlapping, and

thus would be insensitive to mismatched content words. To address this issue, we argue that

generated explanations should be evaluated by its semantic coherence. Concretely, we adopt

6



Table 1.1. Evaluation results on the datasets.

Faithfulness Semantic Coherence Rec.

Metric AIR↑ MRR-AE↑ TLAE↓ Entail↑ BERTS.↑ BARTS.↓ RMSE↓

Model M. T. Y. M. T. Y. M. T. Y. M. T. Y. M. T. Y. M. T. Y. M. T. Y.

Att2Seq 14.6 43.5 47.9 23.5 19.2 23.5 n/a n/a n/a 6.6 2.7 5.6 0.08 0.16 0.10 5.95 5.97 5.97 n/a n/a n/a

NRT 55.8 43.0 55.8 15.1 18.2 22.6 1.39 0.84 1.18 3.2 1.5 1.4 -0.21 -0.15 -0.19 6.54 6.72 6.6 0.95 0.79 1.01

PETER 60.3 47.3 49.4 18.1 22.0 26.3 1.39 0.84 1.18 8.2 3.5 7.9 0.11 0.17 0.12 5.95 5.96 5.88 0.95 0.81 1.01

PEPLER 70.0 63.3 21.0 16.6 16.3 7.3 1.39 0.84 1.18 4.4 3.4 4.6 0.13 0.19 0.23 5.95 5.93 6.99 1.25 1.71 1.69

PETERcond 19.1 52.0 55.7 27.9 20.2 27.9 1.39 0.76 1.18 27.7 24.2 24.3 0.18 0.30 0.25 5.47 5.93 5.17 0.95 1.81 1.02

two recent, state-of-the-art semantic evaluation metrics: BERTScore Zhang et al. (2020) and

BARTScore Yuan et al. (2021)6. Further, we use a pre-trained entailment model to check whether

the generated content entails the ground truth review. We report the percentage of entailment

(Entail), where a good model should have high ratio.

1.4 Empirical Results

Faithfulness.

Our main evaluation results are as shown in table 1.1. While model-generated explanation

generally matches the predicted rating (TLAE), most models have near random performance

against sentiment perturbations (AIR). Meanwhile, although PEPLER is the most robust to

sentiment perturbation, it is not as competitive as other models in terms of recommendation

performance (RMSE). This illustrates the potential risk of powerful language models giving a

false sense of explainability simply due to their strong language modeling ability. In other words,

the explanations are plausible but not faithful under Wiegreffe et al. (2021)’s framework.

Semantic Coherence.

From coherence evaluations, we could see the model generally struggle to capture the

exact aspect that the user cares about, resulting in a low entailment ratio (Entail) compared

to PETERcond . This can be corroborated by BERTScore and BARTscore, highlighting the

importance of conducting semantic evaluations for explanation generation.

6BERTScore is cosine similarity-based (larger means better) and BARTScore is NLL based (smaller means
better).
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1.5 Discussion and Analysis

Non-robust correlation between generated review and estimated rating.

Based on TLAE, we could observe that the generated review is indeed correlated to the

predicted rating. However, the models being evaluated all demonstrate near-random AIR scores,

showing such correlations are brittle, and the language model’s belief is entangled with other

rating irrelevant factors.

Weak correlation between generated item aspect and the item.

From the MRR-AE score, we could see that models generally perform poorly in ranking

the generated review against synthetic alternative explanations, where the description of a random

item is used in place of the generated one. This behavior shows the model fails to establish

robust connections between generated reviews and the corresponding items.

How much can reviews explain rating?

While reviews boost recommender system performance, they cannot fully explain the cor-

responding rating. In particular, human-written explanations are inherently limited in discovery

tasks, where a machine learning model needs to demonstrate beyond-human performance Tan

(2022). As a result, human-written explanations are not the complete reason for inferring the

label. Consequently, maximizing the likelihood of explanations does not guarantee the best task

performance Carton et al. (2022), which could be corroborated by findings from the recommender

system community Sachdeva and McAuley (2020) and PEPLER model from our evaluation.

1.6 Implications and Recommendations

Calibrate user expectations.

End users often trust that algorithm explanations are faithful Jin et al. (2022)7 and hope

they could receive reliable explanations Lakkaraju et al. (2022), we recommend practitioners

inform the users about the probablistic nature of generated reviews as explanations. For example,

7Jin et al. study was based on medical image
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if a system generates an explanation related to ‘bbq pork ribs’, it would be more of an indication

of user’s interest in smokehouse cuisines rather than the dish itself.

Develop hybrid systems.

While PETERcond acts as an “unfair” baseline in our experiment section, the model would

be a great tool in a larger pipeline, where users actively provide feedback. Similarly, recent

works starts to explore natural language as an interface in pipeline systems for non-language

based explanations Slack et al. (2022). We encourage the community to consider conditional and

pipeline systems in addition to end-to-end models.

Better evaluations.

We note that although evaluations generally depend on the use-cases of the model, and

a powerful model does not necessarily need to satisfy faithfulness, plausibility, and semantic

coherence simultaneously, it is advisable to perform beyond-overlapping evaluations before

assuming the literal validity of generated recommendation NLRs.

1.6.1 Related Works

Faithfulness of Natural Language Explanations.

Jacovi and Goldberg argues that the quality of NLE from this class of models should

be evaluated by their faithfulness, how truthful (and thus consistent) do they reflect the models’

decision process. Under this setup, our work’s evaluation differs from existing evaluations in the

literature in that we clearly distinguishes faithfulness from general language quality. Wiegreffe

et al. approach this problem by measuring the connection between labels and explanations, yet

their evaluation do not take the semantics of the generated explanation itself into account.

Analyzing Model Decision in NLP.

Another related line of work is analysis of model decision boundaries. Common strategies

usually involves adversarially probing the model, such as using counterfactual data Wu et al.

(2021), constrast sets Gardner et al. (2020) and semantically preserving modifications of sentence
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characteristics Ribeiro et al. (2018, 2020); Longpre et al. (2021). Our work deviates from prior

works as we establish connections of adversarial evaluation directly with model faithfulness.

1.7 Conclusions

Joint review-rating prediction models could generate high-quality reviews while produc-

ing accurate rating estimations. However, it is unclear whether the generated reviews could be

leveraged as precise recommendation rationales. We conduct a set of evaluation that benchmark

faithfulness and semantic coherence of state-of-the-art models. We show more careful evaluations

are needed before generated reviews could be taken as fully accountable explanations.
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Chapter 2

Factual and Informative Review Genera-
tion for Explainable Recommendation

Recent models can generate fluent and grammatical synthetic reviews while accurately

predicting user ratings. The generated reviews, expressing users’ estimated opinions towards

related products, are often viewed as natural language ‘rationales’ for the jointly predicted rating.

However, previous studies found that existing models often generate repetitive, universally

applicable, and generic explanations, resulting in uninformative rationales. Further, our analysis

shows that previous models’ generated content often contain factual hallucinations. These issues

call for novel solutions that could generate both informative and factually grounded explanations.

Inspired by recent success in using retrieved content in addition to parametric knowledge

for generation, we propose to augment the generator with a personalized retriever, where the

retriever’s output serves as external knowledge for enhancing the generator. Experiments on Yelp,

TripAdvisor, and Amazon Movie Reviews dataset show our model could generate explanations

that more reliably entail existing reviews, are more diverse, and are rated more informative by

human evaluators.

2.1 Introduction

Recently, there has been increasing interest in treating review generation as a proxy

for explainable recommendation, where generated reviews serve as rationales for the models’
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recommendationsLi et al. (2016, 2021b); Ni et al. (2017); Ni and McAuley (2018). However,

existing models commonly generate repetitive and generic content, resulting in uninformative

explanations Geng et al. (2022). Further, when evaluating the factuality of generated reviews

using pre-trained entailment model, our analysis shows that existing models are also susceptible

to factual hallucination, a long-existing challenge in many natural language generation (NLG)

tasks Pagnoni et al. (2021); Maynez et al. (2020). Specifically, the models often generate

statements that are not supported by information about the corresponding product in the training

set. Both nonfactual and uninformative explanations are undesirable, as end users would look for

recommendation rationales that truthfully reflect the characteristics of the product without being

overly generic. Thus, these problems limit the usability of natural language explanations (NLE)

produced by existing explainable recommendation models.

In order to address the issue that models commonly generate univiersally correct explana-

tions, previous works experimented with diversifying generated reviews using distantly retrieved

images as additional signals Geng et al. (2022). However, recommender system datasets do not

always have associated images, and Geng et al. proposed to retrieve images from the web using

available textual data. While this method indeed significantly diversifies the generated natural

language explanations (NLE), there is no guarantee that the retrieved content will truthfully

represent the quality of the corresponding product. Thus, the generator needs to condition on

a given feature or aspect the user cares about at inference time, commonly extracted from the

ground-truth review. This limits the usability of models as such user input might not be available

at inference time. Another line of work attempted to incorporate a pre-trained language model

for better generation quality Li et al. (2021b). However, the same study shows that pre-trained

language models such as GPT-2 struggle to produce diverse reviews while maintaining competi-

tive recommendation accuracy. Thus, generating informative and factual reviews without having

access to information in ground truth reviews remains an open problem.

Recent advances in knowledge-grounded NLG show that retrieving unstructured text

as supplements for the model’s parametric knowledge significantly improves factuality and
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diversity of generated content Lewis et al. (2020); Guu et al. (2020). Inspired by such success,

in this work, we propose to leverage existing reviews as additional context for generating

recommendation explanations. Specifically, we propose Personalized Retriever Augmented

Generator1 (PRAG), a model loosely based on the retriever-reader framework for explainable

recommendation. PRAG consists of a personalized retriever that can accurately give a rating

estimation and generate a latent query for review prediction given the input user and item. To

encourage factual explanations, we formulate the task of NLE generation as question-answering,

where a reader model produces the explanation grounded on retrieved content. Meanwhile, to

ensure the informativeness of the explanations, we estimate a set of personalized high-tf-idf

keywords using the latent query, and use these keywords to guide the answer of the reader model.

In this way, the reader model produces the final explanation by abstracting input text snippets

and keywords, which yields superior quality compared to previous work in both automatic and

human evaluation. Our contributions are as follows:

• To our best knowledge, we are the first work that evaluates and highlights the importance

of factuality in natural language explanation for recommender systems.

• We develop a novel personalized retriever-reader model for generating factual and infor-

mative recommendation explanations.

• We personalize question-answering for generating recommendation explanations.
1https://github.com/zhouhanxie/PRAG
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2.2 Related Work

Explainable recommendation aims at providing users insight for a recommender systems’

decision. Following earlier works that provide topic words and product features as explana-

tions McAuley and Leskovec (2013b); Zhang et al. (2014), recent works are increasingly focusing

on generating reviews as explanations Ni et al. (2017); Ni and McAuley (2018); Hada et al.

(2021); Dong et al. (2017). However, these works are not focused on the factuality of the

generated content. Meanwhile, existing works require training a language model from scratch,

while previous attempts at leveraging pre-trained language models either require decoding-time

search Hada et al. (2021), or are not as performant as other recommendation models Li et al.

(2022).

It is to be noted that there are commonly used existing metrics such as Distinct-N Liu

et al. (2022) and unique sentence ratio (USR) Li et al. (2020b) that focus on diversity of generated

explanations. However, a common measure used to increase diversity is to generate a sentence

based on words and phrases from the ground-truth review, such as in Geng et al. and Ni and

McAuley. Our work differs from previous works in that we consider specifically the case where

no information from the ground truth review is given, which is common in recommender systems.

Outside of recommender systems, there is a general trend for using natural language as

explanations for various tasks, such as text classification Hancock et al. (2018); Zhou et al. (2020),

image captioning Majumder et al. (2021b); Marasović et al. (2020) and question answering Dalvi

et al. (2021); Tafjord and Clark (2021). However, expert annotated explanations are usually

unavailable in recommender system datasets, and reviews are usually noisy by nature and require

further processing Bražinskas et al. (2020, 2021). This leaves learning to generate explanations

from noisy supervision an open challenge, which we seek to address in this work.

Another related existing problem in natural language generation tasks is safe and generic

outputs. For example, this problem is well studied in dialogue generation, where previous work

shows that exposure bias and maximum likelihood objective lead the model to produce universally

14



applicable responses Zhou et al. (2021). In another parallel line of work on evaluating natural

language explanations, Wiegreffe et al. pointed out that universally correct explanations are

undesirable, calling for diverse and informative explanations. However, these works commonly

focus on traditional NLP tasks and well-formulated datasets.

2.3 PRAG: Setup and Overview

We first introduce the joint review-rating prediction task, then cover our model’s general

architecture.

2.3.1 Problem Setup

Consider a set of users U and items I, where each user u ∈ U and item i ∈ I in the

training set is associated with a real numbered rating ru,i ∈ T and a review eu,i ∈ E that serves

as explanations for the users rating decision. The task of joint rating-explanation estimation

learns a function rec : u, i → r̂u,i, êu,i, where êu,i is a textual explanation that informs the user of

the reasoning behind r̂u,i. Note that broadly speaking, explanations can be in various forms, such

as topic words and feature importance, here, we use eu,i to denote natural language explanation

specifically.

2.3.2 Model Overview

The architecture of PRAG is depicted in Figure 2.1. Given the input user u and item i,

we first obtain semantic embeddings for all related existing reviews. Here, “related reviews”

are reviews written by the user or written about the item. Then, given the historical reviews,

a personalized retriever model produces a latent query Qu,i that is close to the ground truth

explanation given the input user and item. A rating prediction module then uses such a latent

query to produce a rating estimation.

To generate an explanation, we exploit the rich semantic information in Qu,i. Specifically,

we (1) retrieve a set of existing reviews G based on Qu,i, where G ⊆ E, and (2) generate a set
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Figure 2.2. Overview for the retriever architecture.

of high tf-idf scored keywords that the user would care about based on Qu,i and G. Finally, a

keyword-guided question answering model produces the final explanation based on the keywords,

retrieved reviews, and the question. We now provide descriptions for each component.

2.4 Personalized Retriever

The architecture of our retriever model is as shown in Figure 2.2. The review, item, and

user embedding go through a stack of transformer blocks and are then pooled to generate the

estimated review embedding personalized for each user.

2.4.1 Embedding Reviews

Pre-trained language model representations contain rich semantic information about

sentences and supports arithmetic operations such as addition and dot product. Following
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previous success in pre-computing embeddings for efficient retrieval, such as in RAG Lewis et al.

(2020), we obtain sentence embeddings for all reviews using a pre-trained sentence encoder Φ

that outputs d dimensional sentence representations. In practice, we adopt the MPNET Song

et al. (2020) model from huggingface transformers Wolf et al. (2020) for balanced efficiency

and embedding quality. We note any state-of-the-art general-purpose sentence encoding model

can be used for PRAG, and provide additional analysis with T5 Raffel et al. (2020) sentence

encoders in our experiment section.

2.4.2 Review Aggregation

Our base personalized retriever model is based on BERT architecture Devlin et al. (2019).

Specifically, we treat each historical review in the training corpus as a token. When predicting the

review a user would give to an item, the input to the model is a set of historical reviews written

by the user and written for the item. Since these tokens do not represent consecutive words in

a sentence as in the original BERT model, we do not use any position embedding. However,

historical reviews play different roles when they are related to the item versus being related to

the user, thus we choose to maintain learnable embedding c ∈ Rd to represent these two distinct

scenarios, which are added to the original review embedding instead of position embeddings.

Finally, we maintain a learnable embedding vu ∈ Rd and vi ∈ Rd for each user and item

to model user preferences, following common practice in recommender systems. For the input

user and item, we look up the corresponding embedding and add these embeddings to each of

the input review embedding. The final input review embedding to the model is thus:

vu + vi + c.

Such a final embedding is then passed through a stack of 2-layer transformers to process

the cross-review relationship in the input.
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2.4.3 Personalized Attention

Not every review in the input is important. Thus, it is crucial to select reviews that are

helpful to the recommendation model. To achieve this, we develop a personalized attention

module for weighing review representations from the base transformer model. Specifically, we

obtain an attention score with respect to each piece of input reviews using a standard linear

layer with a Rectified Linear Unit (ReLU) activation function using the concatenation of the

review embedding, user embedding, and item embedding. Following previous works’ insight that

recommendation models benefit from un-smoothed attention scores’ ability to discard irrelevant

items Zhou et al. (2018), we conduct weighted pooling directly using the normalized attention

scores.

2.4.4 Review Embedding Prediction

Finally, the weighted sum of review embeddings is passed through a multi-layer-perception

(MLP) layer to produce the final latent query Qu,i ∈Rd . During training, we minimize the L2 dis-

tance between the produced query and the embedding of the corresponding ground truth review,

Lretrieve, following previous success in using vectorized reviews to regularize recommender

models Hada et al. (2021). Such embedding thus represents the predicted semantics of the input

user and item, which could then be used to retrieve relevant reviews that are semantically similar

to the predicted review from the existing review corpus.

2.4.5 Rating Prediction

To perform rating prediction, we combine HFT McAuley and Leskovec (2013b), a

strong matrix-factorization based explainable recommendation model with a modified wide-and-

deep Cheng et al. (2016) architecture. Specifically, the original HFT model makes predictions by

modifying the following equation:

rec(u, i) = γu × γi +βu +βi +µ,
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where µ is set to the global mean value of all ratings, and βu,βi are the learned bias. The model

further ties either γu or γu to topic models, and learns product or user-specific topics by jointly

minimizing the rating regression loss and the negative likelihood of the corresponding review.

We extend the HFT model by using latent query Qu,i. Specifically, we adopt the estimated

latent review as a new source of semantic information in place of topic models. For example,

when associating item features to semantic information, we use a simple multi-layer-perception

(MLP) to map Qu,i to γi (or γu). Meanwhile, previous work has shown that using a shallow linear

(wide) layer for memorizing simple patterns could increase the performance of recommendation

models Cheng et al. (2016). Following this intuition, we add an additional linear (wide) layer to

the original model

rec(u, i) = MLP(Q)× γi +wide(Q)+βu +βi +µ.

We learn to predict rating using the standard squared loss Lrating. The final joint loss for

training the personalized retriever is then

Lretrieve +Lrating.

2.5 Explanation Generation as Keyword-guided Question
Answering

To generate an explanation, we source information from retrieved reviews and treat the

task of explanation generation as question answering. Specifically, the reader model should be

able to answer why a higher (or lower) rating adjustment score γui is being produced, as this is

the only inter-user-item factor in rating prediction. To achieve this, we first train an embedding

estimator that generates informative keywords using the mean embedding of latent query Qu,i

as well as its corresponding set of retrieved reviews. After this, we probe a question-answering

model trained to factually reflect content from the input with natural language prompts while
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incorporating the generated keywords. The schema of the explanation generation pipeline is as

shown in Figure 2.3.

To facilitate factual behavior for both the embedding estimator and the question-answering

model, we design an aggregated task where the ground-truth is guaranteed to have a strong

correlation to model input at training time. Concretely, we train a model to recover informative

keywords in a review from the latent vector encoded from that specific review. Now we discuss

each of the components in detail.

2.5.1 Retrieving Reviews

Given that the latent query is optimized to be similar to the ground truth review, a natural

scheme for review retrieval is to rank existing reviews’ semantic embedding with respect to

Qu,i using similarity metrics. However, in practice, we found the model often produces overly-

generic retrieval results, i.e., the reviews for multiple users tend to be similar, as observed in

previous work Geng et al. (2022). To address this issue, we propose to retrieve existing reviews

using characteristics that are specific to the user. In other words, we want to de-emphasize

explanations that a model will produce for every user based on the item. We do so by examining

the explanation for other users, estimating the latent explanation that are produced for all users,

and marginalizing out such a universal explanation.

Concretely, we sample a batch of users at inference time, and obtain each sampled user’s

corresponding latent query Qun,i. Then, we estimate the explanation that would be produced for

every user using the mean embedding of the batch of predicted queries. Finally, we subtract such

mean embedding from the original Qu,i, effectively marginalizing out the user-agnostic aspect

of the latent query. Since this changes the magnitude of Qu,i, we rank existing reviews using

cosine distance instead of L2 distance, and select top reviews as the retrieved content. Note that

if Qu,i is tied to γi, we marginalize out the universal explanation for a batch of items instead, as

we need to de-emphasize the explanation being produced for every item. We provide qualitative

and quantitative analysis of such marginalization in Section 2.7.3.
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Question (based on positive rating): 

What was great?


Reviews retrieved based on : 
‣ The city views from the beautiful rooftop pool 

were incredible

‣ What probably makes this hotel really stand 

out is the rooftop pool…

‣ The pool is just fabulous


Keywords: 
incredible, beautiful, view, floor


Generated Explanation: 
Rooftop pool- you get an amazing view of the city 

with unspoiled views

Q

Figure 2.3. PRAG use retrieved historical reviews as source text to generate explanations.

2.5.2 Informative Keyword Generation

Retrieved reviews are by nature noisy, and multiple aspects in the reviews could simulta-

neously contribute to the model’s rating decision. However, to generate realistic reviews, the

generator must select a few aspects to focus on, as natural reviews typically focus on a few central

topic words. To ensure the informativeness of the generated review, we design an embedding

estimator that generates high tf-idf scored keywords given the personalized latent query. We then

use the keywords in the explanation generation phase for improved informativeness.

To achieve this, we adopt a pre-trained GPT-2 model2, and formulate the optimization

objective as the task of embedding-to-keyword prediction. Specifically, given a latent embedding

Φ(e) encoded from an original review e in the training set, we train the embedding estimator on

recovering the 5-highest tf-idf scored words from the original review. In practice, we use the

concatenated target keywords as desired model output and fine-tune the language model using

the standard MLE objective. At inference time, we could then condition the embedding estimator

2https://huggingface.co/distilgpt2
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on the corresponding latent query since the query is optimized to be in the semantic space of the

sentence encoder Φ.

2.5.3 Explanation Generation

For explanation generation, we adopt an abstractive question-answering model that

generates an answer given a question and relevant information3, and exploit the in-context

learning ability of large-scale, pre-trained language models Brown et al. (2020). Specifically,

we ask the model to answer the question “what was great?” or “what was not good?”,

depending on the sign of the predicted rating adjustment score. Meanwhile, we note that the

choice of prompt does not significantly influence the generation quality, and provide experiment

with alternative prompts in the appendix.

To guide the model to cover the aspect that the user cares about, we want to encourage

the model’s output to contain at least one of the keywords produced by the embedding estimator.

To achieve this, we first apply constrained decoding Hokamp and Liu (2017) using the original,

unguided question answering model, forcing the output to include at least one of the input

keywords. However, this could result in ungrammatical text. To address this issue, we manually

rephrase 100 outputs for each dataset, which is easily achievable. This results in a high-quality

dataset where each input text is paired with a set of keywords, with a ground-truth answer that

contains at least one of the keywords. We then fine-tune the original question answering model

on this dataset for a maximum of 10 epochs, following previous work on few-shot question

answering Ram et al. (2021). The fine-tuned model could then be applied for efficient explanation

generation without any decoding-time constraints.

3https://github.com/allenai/unifiedqa
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2.6 Experiments

2.6.1 Datasets

We conduct our experiments on three publicly available dataset and splits from various

domains Li et al. (2020b): Yelp4 (restaurant reviews), TripAdvisor5 (hotel) and Amazon Movies

and TV He and McAuley (2016). Note that the data splits guarantee that products in the test set

always appear in the training set.

Table 2.1. Automatic evaluation results on test sets.

Entail D-1 D-2 ENTR USR MAUVE

Method Movie Trip Yelp Movie Trip Yelp Movie Trip Yelp Movie Trip Yelp Movie Trip Yelp Movie Trip Yelp

Att2Seq 25.6 12.2 35.9 39.9 34.6 43.1 75.9 75.4 78.1 9.56 8.11 8.44 41.7 21.0 39.9 3.0 1.4 3.9
NRT 36.1 10.0 31.4 44.0 32.4 41.0 77.8 72.8 76.6 7.5 7.5 8.3 36.1 46.3 44.4 3.0 3.0 4.2
PETER 29.0 17.5 44.5 27.7 26.8 29.5 58.6 60.7 60.4 10.5 10.1 10.7 60.7 57.2 58.2 3.7 2.3 2.2
PEPLER 17.9 11.0 16.0 23.2 23 25.5 51.5 52.2 52.5 11.1 10.0 11.0 52.6 41.7 49.1 1.1 0.4 0.4

OPTIMUS 25.1 22.8 11.5 31.9 32.8 33.2 77.3 77 79.3 10.3 8.5 10.7 98.5 92.1 96.1 3.5 3.3 4.5
SUM 49 29.5 30.8 22.1 18.7 20 67.1 61 63.7 11.2 10.4 11.5 95.3 94.7 94.8 5.8 4.7 5.4
PETER+ 40.0 32.6 59.4 43.9 42.6 47.0 78.4 81.9 83.1 9.48 8.53 9.85 60.6 31.5 52.8 12.9 5.3 10.4
PRAG 88.8 80.1 86.2 45.6 39.9 47.1 84.3 82.2 84.7 12.0 12.0 11.9 71.8 76.5 70.4 23.1 42.8 20.3

2.6.2 Baselines

We compare four commonly used models in the literature: Att2Seq Dong et al. (2017),

NRT Li et al. (2017), PETER Li et al. (2021b), and PEPLER Li et al. (2022). Among the models,

Att2Seq and NRT are LSTM-based models, while PETER is a transformer-based model. We

additionally incorporate a variant of PETER that conditions on a topic word from ground-truth

review at inference time, denoted by PETER+. Finally, PEPLER adopts a pre-trained GPT-2

model with prompt tuning for explanation generation. We provide more details for each of the

models in the appendix.

Further, we show that when augmented with our personalized retriever, opinion aggrega-

tion approaches such as summarization models could seamlessly integrate into the retriever-reader

4https://www.yelp.com/dataset/challenge
5https://www.tripadvisor.com
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framework. We demonstrate this by proposing two novel baselines, where summarization models

are used to aggregate retrieved reviews.

PRAG-Optimus (OPTIMUS)

Adopts a state-of-the-art pre-trained VAE-based language model based on BERT and

GPT Li et al. (2020a). Recent studies find VAE-based language models could be used for

unsupervised opinion summarization Iso et al. (2021). However, Iso et al.’s approach requires

searching over large amounts of potential sequences at inference time, particularly when there

are multiple inputs. Thus, we use the original Optimus model without inference-time searching

as our baseline. Specifically, we fine-tune a pre-trained Optimus model on each dataset for 1

epoch on language modeling, per recommendation by the original authors, and condition the

GPT-based generator on the mean embedding of retrieved reviews at inference time.

PRAG-SUM (SUM)

Following previous success in training summarizers by learning to recover the target

review from a set of distantly retrieved similar reviews Amplayo and Lapata (2020), we train our

summarizer in a leave-one-out fashion over sets of similar reviews. Specifically, for each review

in the training set, we retrieve a set of most similar reviews using cosine distance in sentence

encoder Φ’s semantic space. These retrieved reviews then serve as the input for the model. Then,

the summarization module is trained to recover the original review that is used for retrieval from

the retrieved reviews. For training, we use the same pre-trained T5 model as PRAG as our base

model for a fair comparison and train the model using maximum likelihood estimation (MLE)

objective. We provide more details for data processing and training of SUM in the appendix.

2.6.3 Automatic Evaluation

For automatic evaluation, we generate 10,000 samples from each baseline model, and

measure the performance in terms of factuality, informativeness, and generation quality. We

provide additional recommendation performance analysis on all eligible models on the whole
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test set.

Factuality.

Factuality constraints that the models’ generated explanations are factually correct.

Intuitively, the statement in a generated explanation is correct if it could be supported by any

existing reviews in the training data. Otherwise, the model is exhibiting hallucinations Maynez

et al. (2020). As reported by the same work, entailment models could better measure the factual

consistency between reference text and generated content. We follow their findings and evaluate

the entailment relationship between generated reviews with reviews of the same product in the

training set. Specifically, for each generated explanation, we check whether the explanation

entails any reviews from the training set for the same product using a pre-trained entailment

model 6. We note that a generated explanation is factual if it entails any piece of existing

reviews for the product, and report the entailment ratio. Specifically, we report the percentage of

entailment as Entail.

Informativeness.

We measure the informativeness of generated explanations using token, sentence, and

corpus level evaluations. Concretely, We evaluate the models using Distinct-1 and Distinct-

2 (D-1, D-2) scores Li et al. (2016), Unique Sentence Ratio (USR) as proposed by Li et al.

(2020b) and ENTR Jhamtani et al. (2018) following previous work on diversifying generated

content Majumder et al. (2021a).

Generation quality.

To measure the generated explanation quality, we opt to measure how human-like the

generated explanations are. Specifically, we adopt MAUVE Pillutla et al. (2021), a distribution-

based evaluation metric that measures how close the generated contents are to the ground truth

corpus.

6https://huggingface.co/prajjwal1/roberta-large-mnli
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Recommendation performance.

We evaluate the recommendation performance using Rooted Mean Squared Error (RMSE)

score following previous works done using the same dataset.

2.7 Results

2.7.1 Quantitative Evaluation

We report PRAG’s performance compared to baseline models as in Table 2.1. PRAG con-

sistently outperforms the baseline models in terms of both diversity and informativeness, and

can generate high-quality sentences compared to human-written reviews.

Retrieval component improves generation quality.

As shown in Table 2.1, conditioning on additional information improves both model

diversity and factuality. Specifically, OPTIMUS, SUM, and PRAG consistently outperform other

models that only maintain vector representation for each user and item. The generated content

has both higher sentence-wise diversity (from D-1 and D-2 scores) and higher corpus-level

diversity (from ENTR and USR scores), as well as being closer to human written reviews (from

MAUVE scores). This shows that the personalized retrieval component could improve generation

quality.

Training data affects generator factuality.

While retrieved historical reviews encourage more factual output in general, this does not

guarantee strong factuality. In particular, the T5-based summarizer and OPTIMUS model have

limited improvement in terms of factuality compared to other baseline models. This highlights

the major cause of hallucination is directly training generators on noisy data. Specifically,

Maynez et al. reported that ground-truth sequences in the training data that contain hallucinated

content would trigger the model to be less factual at inference time in summarization. In parallel,

Longpre et al. reported that noisy retrieved content would cause the generator to hallucinate for

question answering.
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Table 2.2. RMSE scores for recommendation performance.

Movie TripAdivor Yelp

NRT 0.79 0.95 1.01
PETER 0.80 0.95 1.01
PEPLER 1.71 1.25 1.69
PRAGu 0.80 0.95 1.01
PRAGT 5 0.80 0.96 1.00
PRAG 0.79 0.95 1.01

We note that a similar case applies to review generation as well. In particular, there is no

guarantee that the ground truth review will entail any of other reviews for the same product in

the training set. While this behavior is natural for human Maynez et al. (2020), the model ended

up learning to hallucinate during optimization as a result. By leveraging a reader model trained

to faithfully present content in the input text, PRAG sidesteps this issue, and thus has the best

factuality performance across models.

2.7.2 Recommendation Performance

To verify PRAG’s ability for recommendation, we report RMSE scores on the three

datasets as shown in Table 2.2. Since SUM and OPTIMUS are based on the same retriever model

as PRAG, we report PRAG’s performance only in this section. Further, Att2Seq cannot produce

rating estimations, and thus we omit the model in the table. We validate that the performance of

baseline models is consistent with previous works on the same dataset Geng et al. (2022). As

shown in Table 2.2, PRAG achieved state-of-the-art rating estimation performance.

2.7.3 Human Evaluation

We perform human evaluation using 150 test samples with several of the strongest

baselines. Specifically, we compare PRAG’s performance against NRT, PETER and SUM.

We omit Att2Seq and PEPLER since the models are not as performant as other models in

recommendation performance, and leave PETER+ out since ground-truth aspects are not always

available. Finally, we pick the summarizer as a stronger retriever-augmented baseline (compared
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Table 2.3. Human evaluation results of PRAG versus baseline models.

Fluency Informativeness

PRAG vs. Movie Trip Yelp Movie Trip Yelp

NRT 37 16 13 28 1 3
PETER 20 26 15 -2 12 27
SUM 8 5 3 0 -6 5

to OPTIMUS) based on automatic evaluation results. We compare the generated reviews in terms

of (1) fluency compared to other models (2) informativeness to the user. We report the results

in Table 2.3. Similar to automatic evaluation results, the retriever could reliably boost generation

performance: PRAG is consistently ranked as the most fluent model by human evaluators,

while SUM has almost on-par performance due to having access to the personalized retriever.

Meanwhile, PRAG and SUM almost invariably win in terms of informativeness compared to

previous works.

Analysis and Discussion

Analysis of marginalization and retrieval reliability.

To validate whether marginalizing the predicted embedding before performing retrieval

truly uncovers user or item characteristics instead of resulting in random vectors, we perform a

simple test by comparing the retrieval result between a pair of mirroring retrievers. Specifically,

we hypothesize that given a user and an item, a retriever that ties Qu,i to γu and a retriever that

ties Qu,i to γi should achieve agreement after marginalization. That is, the two retrievers should

be able to retrieve similar reviews. To verify this, we report the average exact-match between

two retrievers using agreement at 5. As shown in Table 2.5, the retrievers consistently achieved

significantly higher agreement compared to a random baseline across three datasets. Further, we

report examples of retrieved reviews with and without marginalization. As shown in Table 2.4,

after marginalization, there is a clear trend that reviews related to aesthetic aspects are being

retrieved, as opposed to a set of generic reviews without marginalization.
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Table 2.4. Retrieved reviews (cropped, from top-5 results).

Retrieved Reviews
the decor of the hotel is greatly refined.
... the building and decoration are very
nice and very tastefully decorated. a
four seasons in every respect it is an
architecturally interesting and esthetically pleasing
property in a great location. the rooms are
stunning.

Table 2.5. Average agreement-at-5 of mirroring retrievers.

Movie TripAdivor Yelp

Retriever 2.87 2.44 2.50
Random 0.54 0.61 0.27

Analysis of sentence embedding model.

We hypothesize that any strong sentence embedding model could be used for PRAG.

To validate such a hypothesis, we train PRAG model on all three datasets using a pre-trained

T5-based sentence encoder. We report the performance as in Table 2.2. As shown, there is no

significant performance variation across different types of sentence embeddings.

Effect of tying user or item Factors to latent query.

Similar to the HFT McAuley and Leskovec (2013b) model, the rating estimation compo-

nent in PRAG could either tie the user or item factor to Qu,i. We conduct experiments using both

types of architectures, and also report our results in Table 2.2. Similar to findings reported for

the HFT model McAuley and Leskovec (2013b), the performance is generally dataset-dependent,

and the design could be viewed as a hyper-parameter.

2.8 Summary and Outlook

In this work, we propose PRAG, a retriever-reader model that can generate factual

and diverse explanations for recommendation. Experiments on three real-world datasets show
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PRAG can generate both factually grounded and informative explanations. We also investigate

the cause of hallucinated content in review generation, and demonstrate the benefit of training

text generation models on hallucination-free tasks and datasets. Meanwhile, although we adopted

a question-answering model for explanation generation, PRAG’s retrieval component could

provide support for personalizing a wider range of knowledge-based tasks, such as personalized

conversational recommendation, summarization, and product description generation.

2.9 Acknowledgement

This chapter, in full, is a reprint of the material as it appears in Proceedings of the AAAI

Conference on Artificial Intelligence, 2023 (“Factual and Informative Review Generation for

Explainable Recommendation”, Zhouhang Xie, Sameer Singh, Julian McAuley, and Bodhisattwa

Prasad Majumder). The thesis author was the primary investigator and author of this paper.

30



Bibliography

Reinald Kim Amplayo and Mirella Lapata. 2020. Unsupervised opinion summarization with
noising and denoising. In ACL, pages 1934–1945, Online. Association for Computational
Linguistics.
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