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Multimodal event driven N-of-1 analysis of individual lifestyle and health
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Population-based models are prevalent in different aspects of our lives. Decision-making in

clinical health relies heavily upon the insights generated from population-based models such

as recommended blood pressure and blood glucose values. These models and insights are

easy to understand, but they do not necessarily capture the variance at an individual level.

These are also likely to suffer from bias due to the participants’ selection strategy (selection

bias) or statistical limitations of the models used. Therefore, population-based models are

not precise enough to make predictions at an individual level and highlight the need for

personalized models for individual decision-making. N-of-1 analysis and modeling strategies

are gaining popularity for addressing this problem. This modeling paradigm views every

individual as a unique system and reduces variance at an individual level.

Multimodal data generated by individuals and systems can be utilized to enable such anal-

ysis. Different wearable and IoT devices and smartphone applications capture data about

individual lifestyles and health as daily life events and associated data streams. These event

streams and data streams create a lifelog for the user that captures their habits and behav-

iors in the form of frequent event patterns.

In this work, we propose an interactive event analysis system that leverages the multimodal

events and data streams from varied sources and enables analysts to perform N-of-1 analysis

for individuals. The system is based on an event patterns language [65] to represent temporal
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event relationships and extends the language to allow the creation of aggregate features from

event patterns. The proposed system has three major components that allow the analysts

to perform N-of-1 analysis:

1. Event creation modules define new complex events from multimodal data using pre-

defined event combination operators and motif discovery from data streams. Different

event visualizations enable the analysts to explore the event space and identify event

combinations for further analysis.

2. A hypothesis testing module allows the analyst to encode domain knowledge and per-

sonal beliefs in the form of a directed acyclic graph where every edge in the graph

captures a causal relationship between the parameters (represented by the nodes).

These relationships can then be tested using an implementation of the do-operator

and estimate the effect of an intervention on the observed outcome.

3. A data-driven frequent event sequence detection module allows the analysts to discover

frequent sequences of events and the time delays between the events leading up to an

outcome event of interest. These frequent sequences describe the commonly observed

events associated with the outcome and may represent a causal link between the events,

which may be tested empirically or experimentally.
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Chapter 1

Introduction

Knowing yourself is the beginning of

all wisdom

Aristotle

The theoretical and scientific study of any phenomenon, system or situation revolves around

a model, which is an abstract representation of the entity of interest and mimics its relevant

aspects. For example, a geological map, a road map and a population density map represent

different aspects of geographical entities such as cities, states and countries. Researchers in

different scientific fields attempt to create models of agent behavior in different domains.

There are models of cell behavior in different ecosystems, behavior of rational agents in

different economic situations, etc. In this work, we are primarily discussing mathematical

models, i.e. models that use the language of mathematics to describe different entities.

Models in different scientific disciplines can originate from the scientific knowledge and the-

ories of the concerned domain (knowledge-driven models) or from a collection of empirical

data about the entity in different situations (data-driven models). The former category of

models derive from the existing knowledge and different assumptions in the concerned do-
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main. Majority of such models clearly articulate the causal links between different properties

and entities and are judged based on their capability to predict the system behavior. If a sit-

uation is observed where the model fails to describe the outcome, the underlying assumptions

need to be questioned and modified until we arrive at a better model. However, knowledge-

driven models rely on strict assumptions and ideal conditions that need not hold true in all

situations. Therefore, these models may not be appropriate for highly complex systems such

as human behavior and social sciences, where the behavior of the system depends on a large

number of factors.

On the other hand, data-driven models attempt to replicate the behavior of the system by

leveraging the data generated by the system. Advances in measurement and data collection

approaches have led to a data revolution and are one of the main reasons for the rising pop-

ularity of data-driven modeling. Data-driven methods are particularly suited for domains

where a large amount of data is being generated, Large scale collection of data from different

systems have helped the evolution of artificial intelligence and machine learning methods

and these developments have in turn improved the way experts in different domains tackle

commonly observed problems. However, large scale data-driven models are difficult to in-

terpret and are treated as “black-box” models of the underlying data generating system.

This can lead to unexpected and often undesired outcomes due to unidentified biases in the

collected data or the modelling strategy. Therefore, it is essential to take into account both

data-driven and theory-driven approaches when designing solutions in different scientific do-

mains. Most of the scientific community have realised this opportunity and made significant

advances in combining the two approaches to address prevalent research challenges.

In this work, we propose a system to that enables data-driven modeling of a individual’s be-

havior and health using a high level event pattern language. At the same time, the platform

also allows the analyst or a domain expert to utilize their theoretical understanding of the

domain to guide the modeling process. The models derived from the methodology are easily

interpretable and enhance our understanding of the individual. However, it should be noted
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that the proposed approach can be generalized to model any system that generates multi

modal timestamped data.

1.1 Single subject modeling

The widespread adoption of commercially available sensors in form of wearable devices, IoT

devices and smartphones have led to a drastic increase in the amount of personal lifestyle

and well-being data generated by individuals. Numerous applications have been developed

that utilize the multi-modal data streams to understand specific aspects of user behavior.

However, different human activities are intricately linked with each other and studying them

in isolation is only going to provide a limited understanding of the underlying processes.

The first step in addressing this issue is to create a unified log of user activities and data

streams.

1.1.1 Personal Data Collection

Lifelogs

Aggregating and recognizing events in our daily lives is a popular problem in the multi-

media community. This problem has been termed“Lifelogging”, which is explained as ”a

phenomenon whereby people can digitally record their own daily lives in varying amounts of

detail, for a variety of purposes”[49]. Lifelogging is the first step towards recognizing various

daily activities and how they define user’s behavior. Lifelogging applications collect a variety

of data streams about an individual, which has the potential to offer unique insights into

human behavior. There are many visual lifelogging applications and projects which aim to
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understand the user’s life and activities by using the images taken by a wearable camera

(E.g., GoPro) over a long period and the data collected could be used to identify events and

daily activities happening in user’s life for varied purposes[192][33][29][191].

The daily activity recognition could be further enhanced by merging the visual log with other

multi-sensory data that can be collected using smartphones, wearable devices, and different

IoT systems [9]. Some applications attempt to accomplish this task without using the visual

logs to make the logging process more unobtrusive[135].

A complete lifelog of individual activities represents a personal chronicle of their lives, or a

Personicle[135]. It requires a cross modal understanding of daily life events for efficient and

precise recognition of human activities.

Quantified Self

Rapidly rising popularity of commercially available sensors and data-driven modeling ap-

proaches have influence many individuals to collect lifestyle, well-being and health data

about themselves. This has to led to a movement called quantified self, comprising largely

of self-motivated individuals who are sensitive towards their health and collect data about

their daily lives and health outcomes.

Objective Self

Objective Self [63] takes the concept of quantified self beyond just collecting data and an-

alyzing individual data. It aims to create an objective representation of an individual’s

day-today lives using the multimodal lifelogs. This representation of an individual can be

used to understand and predict their behavior in different contexts, and can also be used

for different applications such as food recommendation or medical diagnoses. Identifying the

daily life activities (in the form of Personicle) is only the first step towards this goal. We need
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to enrich the personicle with relevant event properties (such as, location, other participants

in the event, effects of the event) which may not be readily apparent from personicle alone.

1.1.2 N-of-1 studies and Personal Science

Many scientific disciplines such as psychology employ single subject studies also known as

N-of-1 studies to understand individual behavior and identify best interventions for every

individual independently. N-of-1 methods can be used to study highly idiosyncratic phe-

nomena in a clinical setting. These studies involve randomized allocation of treatment to

same individual on multiple occasions.

Personal Science[198], on the other hand, refers to a theoretical frameworks to facilitate

analysis of self-tracked quantified self data. The problems being addressed in personal sci-

ence are typically not addressed in medicine and are highly individualized in nature. The

analyses are typically done by individuals themselves and tend to be not as rigorous as

typical N-of-1 analyses.

1.2 Contributions

This dissertation addresses the problem of N-of-1 analysis using continuous multi-modal data

and event streams. We present a domain independent event analysis framework capable of

utilizing temporal data from disparate multi-modal sources. The system enables an analyst

to utilize their knowledge of the domain and combine it with longitudinal multi-modal data

to develop models capable of explaining system behavior. The major contributions of the

system are:

1. Events as an abstract representation of real-world activities in the system. This allows
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us to associate data from different sources to enrich events and add further dimensions

to the events derived from single sources.

2. Event combination and creation operators that allow analysts to utilize their under-

standing of the domain to create new complex events that capture detailed activities

in the system that are otherwise unlikely to be recognized from a single data source.

3. Designing a framework around a high-level event pattern language that enables the

analysts to explore the longitudinal data. They can accomplish this by looking for

associations and correlations in form of temporal event patterns, and discover unknown

patterns using a novel semi-interval temporal pattern detection algorithm.

4. A proposed interactive approach for refining event patterns indexed in a tree-based

event model. The analyst can interact with the tree model and filter anomalous events

or event episodes that lead to spurious patterns.

5. Designed and developed a causal analysis framework based on the discussed event pat-

tern language. The framework allows the analyst to encode their beliefs and knowledge

of the domain in form of a Directed Acyclic Graph (DAG) and derive the required pa-

rameters from the event database using the event patterns and aggregate operations.

This forms describes the analyst’s hypothesis and can then be tested using Pearl’s

Causal Graphical Modeling framework[143].

1.3 Thesis outline

Chapter 2 discusses the various existing longitudinal data analysis and modeling paradigms

employed in different scientific domains. We discuss each paradigm’s assumptions, advan-

tages, and disadvantages and how they can be combined in a single conceptual framework

to create personalized individual models. Chapter 3 explores the related works in sequential
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and temporal event pattern modeling and their applications in various domains. Chapter 4

describes the event mining concepts and definitions. We utilize an event pattern language

[65] to model event relationships and extend the patterns with groups and aggregate opera-

tions. We discuss different event mining operations and system architecture for exploratory

event mining analysis. Chapter 5 describes a causal analysis framework that allows analysts

to test their beliefs about causal relationships between events. The known causal relation-

ships can be encoded in the form of a DAG that also includes the relationship being tested.

The variables in the hypothesis are described in the form of event mining expressions and

can be computed using the events in the database. We can apply Causal Graphical Modeling

principles on the data set and the causal structure to replicate the do-operator[145]. Chapter

6 describes a novel tree-based event episode indexing methodology that captures frequent

temporal semi-interval event patterns as different branches of the tree. The tree model is

used to find frequent semi-interval patterns, and the proposed algorithm is evaluated using

a simulated data set with controllable error rates. Chapter 7 discusses the applications of

different aspects of the proposed platform for studying problems in personal health and for

deriving an explainable rule-based personal model. We demonstrate how we can use the

event creation operators to extract events described in health and biomedical literature that

have a causal impact on the user’s health. We utilize the proposed causal analysis approach

to understand a user’s sleeping behavior in different situations and identify the effect of var-

ious environmental and behavioral factors on sleep quality metrics. We also investigate the

impact of varying endurance training metrics derived from cycling events on performance.

Lastly, we also demonstrate the use of event pattern language to find a user’s taste prefer-

ences for food items in different environmental and behavioral contexts. We leverage a novel

taste space definition and estimation method, which is discussed further in the appendix.

Chapter 8 concludes this dissertation and discusses the possible improvements and future

works that allow the N-of-1 modeling paradigm to be used for generalized personal modeling.
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Chapter 2

Understanding individuals:

Longitudinal modeling paradigms

Observing and collecting data about a system’s behavior is essential for understanding and

predicting its behavior. We need to either observe the system under varying conditions or

have prior knowledge about the system’s behavior to make any predictions. Longitudinal

modeling has been employed for studying the degree and direction of changes in dynamic

systems in multiple scientific domains. Therefore, it is crucial to understand different longi-

tudinal modeling paradigms and identify those valid for the research question under consid-

eration.

Longitudinal studies are commonly observational and employ continuous or repeated mea-

surements about the individual (system) over a long period. These types of studies are

prevalent in medicine, psychology, and behavioral analysis and are particularly useful for

evaluating the relationship between risk factors and the development of disease and the out-

comes of treatment over different lengths of time. Similarly, because data is collected for

given individuals within a predefined group, appropriate statistical methods may be em-

ployed to analyze change over time for the group as whole or particular individuals. Thus
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longitudinal studies are very well suited for studying long-term phenomena and the effect of

time on variables.

There are different types of longitudinal studies, each designed for a specific research goal.

For example, 1) Panel Studies, where data is collected from the same random sample of

individuals periodically, can be helpful to track the progression of individuals in the study

and identify the changing sensitivity of individuals to particular stimuli, and 2) Retrospective

studies where participants recall their past behavior and data at the time of data collection.

Many longitudinal studies have led to seminal developments and discoveries in different

scientific domains. Framingham Heart Study [102, 12] is one of the most well-known lon-

gitudinal studies and has led to a large number of discoveries about risk factors such as

aging, smoking, diabetes, and hypertension for different cardiovascular diseases[115, 42, 17].

Similarly, the Grant Study from the Harvard Medical School [182] studied the physical and

emotional development of individuals over eight decades and found significant correlations

between lifestyle and personal factors (such as alcoholism, nature of personal and parental

relationships, and intelligence) with life outcomes (such as financial success and “life satis-

faction”).

Despite their many successes in identifying relationships between variables, these studies

have faced much criticism, especially related to selection bias[104] as the cohorts in these

experiments are limited, and the insights gained from such experiments may not be easily

generalized to populations with different genetic, social and cultural traits. Long-term longi-

tudinal studies have traditionally been costly as repeated data measures over a large sample

would require significant infrastructure and human costs. Historically, the cost factor has

forced the researchers to limit longitudinal studies to a small cohort that introduces various

biases in the study. However, advances in sensor technology, the Internet of Things, smart

devices, and internet connectivity have led to an explosion of personal data generated by

individuals. These devices capture continuous data streams about different user behaviors

in a passive manner. The passive data collection and sensing modalities can create a more
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accurate and comprehensive record of a user’s day-to-day life. This presents a unique oppor-

tunity for researchers to conduct large-scale longitudinal studies as significant portions of the

data collection infrastructure are already in place. The cohorts for the new age longitudinal

studies can be scaled to large populations with minimal one-time investments. Therefore,

data management and computational platforms are needed to ingest and process continu-

ously generated sensor data for large populations. Ensuring data security and user privacy is

one of the most critical challenges in such systems. These platforms should also incorporate

different modeling and analysis techniques to help the analysts understand the multimodal

longitudinal data. We attempt to address this problem in this chapter by reviewing the

existing longitudinal modeling paradigms and their applications and limitations in differ-

ent domains. We propose a novel theoretical longitudinal data analysis pipeline that takes

advantage of the strengths of different approaches and produces personalized n-of-1 models

that leverage existing scientific understanding.

2.1 Longitudinal modeling paradigms

There are three major modeling strategies used for longitudinal studies. 1) Variable-centered

analysis, 2) Person-centered analysis, and 3) Person-specific analysis [56]. These three ap-

proaches differ in many aspects, ranging from data collection methods and frequency, sample

size, and computational methods. However, all these differences stem from the assumptions

about the population and the individuals.

We will examine the differences between the three methods regarding data requirements,

assumptions about the data and the models, and the utility of the models derived from the

experiments. We utilized two simple metrics to understand these differences Parsimony and

Specificity.

Parsimony refers to the complexity of a model and can be defined as the number of pa-
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rameters needed to describe the model. The parsimony of a model is generally inversely

related to its interpretability, i.e., parsimonious models (models with fewer parameters) are

generally easier to understand for human experts. For example, parameters or weights for

different features in a linear regression model are more interpretable than the parameters of

a neural network model with multiple hidden layers.

Specificity refers to the precision of the model in describing the subjects in the study. This

metric is directly related to the robustness of the relationships captured by the model and

if the generated insights are valid for a general population. Typically, the two metrics are

inversely related, and the three longitudinal modeling approaches lie on different regions on

the axes of parsimony and specificity (shown in fig. 2.1).

We will examine the modeling strategies along these two axes while keeping in mind that none

of the approaches is the best approach. Different modeling strategies have their strengths and

weaknesses, and the ideal longitudinal model would utilize the approach (or a combination

of approaches) that best suits the research problem at hand.

2.1.1 Variable-centered analysis

Variable centered analysis is the predominant modeling approach in different scientific

domains. It helps understand the relationships between variables of interest in a population

and is appropriate for testing the hypotheses or research questions concerning the effects of

one variable on another. This paradigm views variables as the primary agents and objects

of change, while individuals are the medium in which the variables interact [85]. The data

are typically collected from multiple subjects over one or more occasions, and the number

of samples required for analysis depends on the degree of correlation and the variance in

the data collected. The sample size can vary from as low as 30 to tens of thousands, and

common correlations are identified across the sample to summarize the population with a
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Figure 2.1: Parsimony vs Specificity for longitudinal modeling paradigms

single set of parameters.

We can illustrate the utility and the theoretical differences between the three approaches

through an example of a researcher studying sleep and job performance. A vital question

for this researcher would be, what are the emergent dimensions of sleep quality, and how are

the different dimensions of sleep quality associated with job performance? These questions

are focused on variables and relationships between them and suggest a variable-centered ap-

proach. The researcher could start by collecting data from multiple participants and using

factor analysis to identify the latent dimensions of sleep quality. Similarly, they could utilize

regression analysis to describe the sleep quality-job performance relationship for the sample

and, by extension, the population.

The main differences between the three approaches stem from the assumptions concerning

the relationship between the population and individuals. This approach assumes that the

population is homogeneous concerning the causal relationships in the members of the pop-

ulation, i.e., all members in the population have identical underlying causal mechanisms,
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and the differences between the samples are due to differences in the values of treatment,

covariates or random noise. However, this assumption is not necessarily valid, especially

when we are studying a population of humans.

Numerous studies have successfully leveraged variable-centered analysis to identify generic

relationships between variables. However, this approach fails to capture relationships (and

variations in general relationships) valid only for specific sub-populations in the sample.

Since the entire population is summarized with a single set of parameters (for example,

regression coefficients), variations in the underlying generative causal processes in different

population segments are not adequately modeled. Therefore, the derived model is inade-

quate for explaining data from subpopulations with different traits with high accuracy. The

resultant model is easy to understand (high parsimony) but has poor accuracy in different

segments of the population (low specificity).

2.1.2 Person-centered analysis

Person centered analysis helps us understand the different categories of trajectories

present in the collected longitudinal sample. The goal of this analysis is to identify the

optimal number of sub-populations within the sample such that the associated finite set of

parameters yield an accurate summary of the population[84, 107]. Therefore, this approach

helps investigate hypotheses aimed at 1) categorizing individuals into sub-populations based

on observed variables and 2) understanding the relationships of these sub-populations with

treatment, covariates, or the outcomes [56]. In contrast to variable-centered analysis, this

approach views variables not as agents and outcomes but as properties of individuals and

the environment. These properties may have varying causal relationships for different types

of individuals (sub-populations), and the goal is to identify these subpopulations and their

progression concerning the variables of interest.

The data collection protocols for this type of analysis are similar to those used for variable-
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centered analysis; data are collected from multiple subjects across one or more occasions.

However, smaller sample sizes that may be appropriate for variable-centered analysis can

potentially lead to convergence issues for smaller sub-groups[184].

Continuing with our previous example of studying the relationship between sleep quality

and job performance, the researcher might be interested in understanding the relationship

between the two metrics for different professions (day shift vs. night shift, white collar

vs. blue collar, etc.). Is the effect of sleep latency (one of sleep quality dimensions) on

performance different in different sub-populations? These research questions suggest the

existence of identifiable sub-populations and hence indicate that the researcher should use

a person-centered approach. The researcher could collect data from multiple participants

over multiple occasions and identify sub-populations based on a measured parameter (e.g.,

profession) or finding representative clusters from collected data (e.g., movement/sleeping

behavior patterns). They could then utilize an appropriate modeling algorithm for the re-

search problem (whether the goal is to understand the progression of sub-population or

high-level understanding between variables within the sub-population).

This approach relaxes the assumption about the homogeneity of data, as we are acknowledg-

ing the existence of fundamentally different individuals within the population and attempt to

describe these sub-populations using a separate set of parameters. Therefore, the resulting

model has better explainability (or specificity) over the population than the previous ap-

proach. However, this also means that the model is relatively more complicated and scores

lower on the parsimony scale, and may not be as easy to interpret in the context of the

domain (depending on the methods used).

2.1.3 Person-specific analysis

Person-specific analysis is usually employed to understand and investigate phenomena

that are idiosyncratic to specific individuals. Person-specific analyses are best suited to hy-
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potheses focused on individuals, and analyses that aggregate across samples to make infer-

ences about variables or sub-populations are insufficient to address these research questions.

It can also model phenomena that change too frequently or irregularly between individuals

and cannot be captured using the previous approaches. These approaches provide the re-

searcher with multiple models that describe each of the subjects in the sample. Inferences

are meant to be specifically for the person and not the population. Person-specific analysis

adopts a holistic interactionist perspective[181, 74], which [178] describe as “an individual’s

prior behaviors, genetic makeup, and contextual risk or protective factors operate as an in-

tegrated whole; taken in isolation, they may lose their meaning and consequence for that

individual’s behavioral course.” Therefore, this approach views individuals as an integrative

and complex system and the statistical methods need to embody the same assumptions.

Data for such analyses are typically collected from a small number of participants (as small

as one) over a large number of occasions. The effect of the number of occasions on the statis-

tical analysis is similar to that of the number of participants in variable and person-centered

analyses.

A researcher or a professional in a clinical setting may want to find the emergent dimensions

of sleep quality for a specific individual. What is the relationship of these sleep quality

metrics with the individual’s job performance metrics? Since the hypotheses are specific to

an individual, person-specific analysis should be used to test the hypotheses. The researcher

could collect data from the single participant over many time points (collected once a day

spanning multiple weeks). They can identify the emergent dimensions of sleep quality using

factor analysis and correlate each of these dimensions with job performance. They can also

attempt to control confounding variables by capturing other environmental and behavioral

attributes for the subject.

Since the person-specific analysis views an individual as a distinct system encompassing their

behavioral and environmental history, it does not make any assumptions about the global

relationships between the variables in the population or the sub-population. Therefore, it
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relaxes the population homogeneity (variable-centered analysis) and sub-population homo-

geneity assumptions (person-centered analysis). On the other hand, due to lack of assumed

generality, this analysis typically requires significantly more measurements than the variable

or person-centered analysis.

The models derived from person-specific analysis tend to have better specificity than the

other two approaches but also have the least parsimony, as each individual is described with

a separate set of parameters. Thus the existing person-specific analysis methods generate

models that best describe the individual but can be relatively difficult to interpret.

Variable-Centered Person-Centered Person-Specific

Goal Summarize the popu-
lation using a single
set of parameters

Identify similar groups
in the population.
Summarize each
group using a set of
parameters

Summarize each indi-
vidual using a set of
parameters

Data
Collection

Multiple individuals,
few occasions

Multiple individuals,
multiple occasions

Single individual,
many occasions

Strength • Identify generic
relationships valid for
the whole population

• Simple and easy to
interpret

• Identify different
subgroups having dif-
ferent causal mecha-
nisms within the sam-
ple

• Better specificity
compared to variable-
centered analysis

• Models to explain
behavior of every indi-
vidual in the study

• Better specificity
than the other two
analyses

Weakness • Not specific
enough for heteroge-
neous groups in popu-
lation

• Not specific enough
for individual-level
inferences

• Not as parsimonious
as variable-centered
analysis

• Least parsimo-
nious of the three ap-
proaches

Table 2.1: Comparison of the three longitudinal modeling approaches
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2.1.4 Equivalence of approaches

While we have highlighted the differences between the three approaches, there are certain

conditions under which these can provide identical results. Collectively, these conditions are

known as Ergodicity. Ergodicity refers to the idea that a stochastic or a dynamic process will

eventually reach all possible states in a uniform and random fashion. Equivalently, a large

enough random sample from the process is sufficient to specify the process in its entirety.

In the context of longitudinal studies, this implies that the sample is entirely homogeneous

(all individuals are exact replications and interchangeable) and stationary (constant mean,

variance).

However, this constraint is too restrictive for most real-world situations, especially when

trying to model human health and behavior. Individuals are different due to variations

in their genetic makeup, upbringing, and environment, making any human-generated data

non-homogeneous in the population. Additionally, most individual health and behavioral

mechanisms change over time. People undergo similar developments as they age, but they

also exhibit short-term changes in many aspects due to their specific genetic and lifestyle

traits. Both of these changes violate the stationarity assumption. Therefore, it is reasonable

to assume that the three approaches are unlikely to produce identical results, and due to

the nature of the analyses, the person-specific analysis is likely to produce the most accurate

models at an individual level even though the results may be difficult to interpret[118, 3].

Thus, if our goal is to find more generic relationships, we may want to use a variable or

person-centered analysis. However, a person-specific analysis should be used if specificity

is vital to the researcher (if the goal is to use the model for a personal recommendation,

specificity/accuracy is the most crucial factor).
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2.2 N-of-1 modeling

Clinical or biomedical research conducted on one subject or individual is often called a

single-subject, single-case or n-of-1 study [24, 171]. N-of-1 analyses consider an indi-

vidual as the sole unit of observation while studying the efficacy or side-effects of differ-

ent interventions. It builds on the underlying philosophy and statistical methods of the

person-specific analyses[90]. Multiple studies in health and psychology argue that only the

person-specific approaches provide accurate results for individuals when the data are not

ergodic[117, 178, 20]. Therefore, we need to utilize person-specific analysis to create person-

alized, explainable models with a high degree of specificity.

N-of-1 analysis has been utilized to varying degrees of success in different clinical trials and

behavioral and biomedical research[45, 75, 114] such as nutrition [80], psychology[81] and

oncology[37]. N-of-1 studies can be randomized experiments (N1RT) with well-defined meth-

ods to derive causal effects of treatments, or observational (N1OS) where we collect observa-

tional data without any randomization of treatment. Multiple causal inference frameworks

can be applied on such observational data to find possible cause-effect relationships that can

be further tested in an n-of-1 randomized trial [24].

N1OS share many traits with person-specific analysis. These provide more details with

greater accuracy about individual responses to treatments and have been used in clini-

cal practice to identify the best treatments and treatment protocol for individuals [114].

However, there are many barriers (both statistical and logistical) we need to overcome to

effectively utilize n-of-1 analysis [82] for modeling individual behavior and health. There are

multiple guidelines published by researchers in different scientific domains[4, 173, 189] as well

as by the United States Department of Health and Human services agency for Healthcare

Research that discuss these challenges and potential solutions in detail. We will discuss some

of those challenges briefly.
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• Auto-correlation: N-of-1 data is inherently in the form of a time series. Time series

data generated from stochastic processes tend to have repeated patterns, and the future

values generated by the process depend on the past values. This temporal relationship

between data is unique to longitudinal data sets, and statistical methods commonly

employed in randomized trials fail to account for it. This can introduce a bias in our

estimate of the treatment effect. Any inference method applied for n-of-1 analysis

needs to adjust for the auto-correlation when estimating the treatment effect.

• Carry-over effect: The impact of many interventions (especially in health and be-

havioral sciences) may have a lasting impact. Thus, it is very likely that the lingering

effects of a treatment or intervention may be observed for some time event after it

has been removed and influence the data being collected. Researchers conducting any

n-of-1 study need to consider this carry-over while analyzing the data and interpreting

the results. Multiple methods remove this effect either by analytical means or using

the design of the study.

• Slow effect onset: This refers to the situations when the effect of a treatment may

not be apparent immediately[31]. Slow-onset is not as well studied as other analytical

challenges in n-of-1 trials. The current best approaches to handle the slow onset effect

originate not from data but the understanding of the domain. Slow-onset and carry-

over effects highlight the necessity of modeling temporal relationships between events

in an n-of-1 trial.

• Data collection: Ecological Momentary Assessments (EMAs), surveys, and clinical

measurements have been the traditional data collection tools for research studies. How-

ever, these are not the best data collection tools for n-of-1 studies as the data needs

to be collected repeatedly, and these tools place the burden of data collection on the

user. Thus, user adherence is likely to be affected negatively. This issue can be largely

solved by multi-modal sensors and IoT devices and will be discussed next.
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Figure 2.2: A conceptual framework for N-of-1 modeling using multi-modal longitudinal
data. We can utilize the three longitudinal analysis approaches to create a N-of-1 modeling
framework capable of deriving personalized models that are interpretable.

Various statistical methods have been employed by researchers to perform n-of-1 analy-

sis, though there is no consensus among researchers as to what is the best approach. Re-

searchers from psychology and health have used t-tests (paired and unpaired), Cohen’s d,

cross-correlation analysis, regression analysis, and simulation modeling analysis.

Vieira et al. [186] explore the use of dynamic modeling for n-of-1 analysis. This method

allows researchers to use multivariate regression models for longitudinal analysis by includ-

ing lagged variables as features in the model. Daza et al. [24] explore the application of

Neyman-Rubin-Holland counterfactual framework on self-tracked n-of-1 observational data.

The approaches discussed in this section are most closely aligned with person-specific analy-

sis as the goal is to understand and describe a person’s behavior with the highest accuracy.

However, these studies typically require more data points than conventional multi-candidate

trials due to temporal associations in the data. Therefore, we need to augment the person-

specific models with variable or person-centered models. This will reduce the size of data

required for the model and help prune some idiosyncratic but spurious correlations that can

be explained by more generic relationships captured by the population-based models.
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2.3 Personal Longitudinal data collection

Multimodal longitudinal data captures different facets of an individual’s behavior over time.

Consumer-grade wearable devices and smartphones accurately capture lifestyle and health

data with minimal user participation required. Many biomedical and behavioral researchers

have successfully leveraged this data in their experiments and gained unique insights into

user behavior. Mobile health (mHealth) applications and platforms have significantly im-

pacted cardiology, diabetes, mental health, and even infectious diseases[200, 158] research,

diagnostics, and clinical practice. The WHO has published multiple reports and guidelines

about the impact of mHealth applications and how to best leverage them for public health

issues in different parts of the world.

The success of mHealth applications has primarily been due to the advances in sensor tech-

nology, connected smart devices such as wearable devices, smart scales, and smartphone

applications such as Rescuetime, MyFitnessPal, and SleepCycle. The widespread adoption

of these devices has led to an era of unprecedented human data generation. These devices

and applications allow individuals to keep track of their behavior and habits. They collect

continuous streams of data generated by human activities. GPS and locations services cap-

ture our location stream; accelerometers can capture our movement streams and patterns;

microphones and light sensors can collect continuous data about our surroundings in the

form of light and ambient noise. These human activities are represented by events that can

appear as repeated signals or motifs in the data stream. Classification and retrieval tech-

niques are commonly utilized to identify such events.

Kahneman et al. recognized 23 different categories of life events commonly observed in

individuals and described them in their work on the daily reconstruction method[71]. A

significant body of computational research addresses segmenting an individual’s day into life

events using multimodal signals and multimedia cues. Initial attempts to create a continu-

ous log of an individual’s life used visual and auditory information as the primary data[30].
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Latest research efforts in this direction also leverage other multimodal signals as well as user

input in the form of prompted EMAs[135] in an attempt to recognize the life events. The

goal of segmenting a user’s day is to attach semantic significance to each observed event and

keep a log of user activities. This enhances our understanding of user’s habits beyond just

a quantified log and obtains an objective understanding of their lives[64].

The data streams attempt to capture information about events in our daily lives; however,

every data stream can only capture a facet of human life. Westerman et al[197] and Xie et

al[205] identify six aspects of multimedia events. Each aspect answers one of the W5H (what,

where, when, who, why, and how) questions about the event. Structuring event-related in-

formation in this fashion allows us to reason on them and answer most queries related to

events and event patterns. The multi-faceted event model allows us to attach multiple se-

mantic values to the same event and lays the foundation of the event mining research. The

event patterns, when complete, represent an individual’s habits and are correlated with their

situation. The goal of n-of-1 multimedia event mining is to arrive at a set of event patterns

that describe the person’s behavior and provide a model of the individual that applications

can use in different domains such as health, finance, travel, etc.

2.4 Complex Events Processing

Complex Events Processing (CEP)[97] provides a mechanism for processing events and rec-

ognizing patterns in an event-driven system. Such platforms have utility in different domains

ranging from financial services, distributed enterprises to health care, where the cyber-

physical systems have a hierarchical structure. CEP platforms are capable of ingesting and

processing events originating at different layers of operation. For example, in a distributed

enterprise system, several network-level events (e.g., sending and receiving packets) consti-

tute an application (API) level event (e.g., API calls). Several API level events constitute
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Figure 2.3: Complex Event Processing platforms allow us to model complex, event-driven
systems that are divided into several hierarchical layers. These systems help identify event
patterns, associate triggers with specific patterns and events, and maintain the chain of
causality between events. These systems describe two types of causality between events, 1)
vertical causality where events in different layers are causally related, and 2) horizontal
causality where events in the same layer are causally related.
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a business layer event (e.g., placing an order). Similar layered structure can also be seen

in human and biological systems where layers can consist of chemical events representing

essential biological reactions to behavioral events representing an individual’s actions in the

world (fig. 2.3). The event patterns represent an abstraction of the known data generating

processes in the system, and additional statistical and data mining operators can be defined

to discover and verify new patterns to be added to the model.

These platforms require an event pattern language suitable for the application domain to

define event patterns and complex events as a function of simpler (lower hierarchy) events.

These patterns also describe causal relationships between the events defined in different lay-

ers of the system, also referred to as vertical causality[96]. For example, in an online

marketplace, placing an order is a user-level event that consists of several application-level

events such as checking the availability of the product, checking the shipping status for the

user’s location, communicating with the financial services’ server for payment, and notifying

the user of the placed order and shipment details. Thus, the user-level event (placing an

order) is described as a pattern of various application-level events, and if any of the con-

stituent events for the pattern are missing, the user-level event does not occur. This concept

also helps with event-aggregation and abstraction as it allows us to group recurring patterns

of events as a new and meaningful event.

On the other hand, causal relationships between events in the same operational layer rep-

resent horizontal causality. Horizontal causality enhances our understanding of a single

layer in the system and allows us to predict the system’s behavior. Horizontal causality

can also be represented using event patterns; however, these patterns may not necessarily

represent an event abstraction. Various statistical methods can be employed to find candi-

date event patterns that may represent horizontal causal relationships. Events that signify

related activities can happen at different times and appear in the event logs separated by

many unrelated events. This is especially the case when the lower layer events are being

generated due to a higher-layer event, but the vertical causal relationship is still unknown.
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Figure 2.4: Event patterns can be used to represent vertical and horizontal causality in
event-driven systems. Vertical causality patterns can also contribute to event abstraction and
translate low-level system events to high-level user interactions. Horizontal causality patterns
can enhance discovery of vertical patterns and make predictions about system behavior at
the same level. Triggers can be associated with occurrences of various events and patterns
that help coordinate actions with third party services.

Thus, finding horizontal causality between such events may also help us discover new event

abstractions.

The event patterns capturing vertical and horizontal causal relationships provide an easy-to-

understand model of the underlying processes. The patterns also help keep track of the chain

of causality among event occurrences by populating the causal aspect of an event with events

that match the corresponding patterns. The causal aspect thus enhances our understanding

of the system by describing allowing us to find the relevant causes for an outcome.

CEP platforms can also be helpful for external applications that depend on the context of

the system. Different triggers and operations can be tied to occurrences of both low and

high-level events and patterns. For instance, a third-party sleep management system may

generate a bed-time notification using lifestyle events patterns that capture horizontal rela-

tionships between work hours, meals, and sleep events. The required routine may be initiated

by a trigger associated with the pattern. Therefore, the CEP paradigm satisfies many of

the design requirements for the N-of-1 event mining systems and lays the computational
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foundations for such a framework.

2.5 Design requirements for N-of-1 event mining frame-

work

We have identified a set of requirements for an N-of-1 event mining framework for building

personalized models based on the commonly used computational paradigms, nature of data,

and the goals and use cases of such models.

2.5.1 Data fusion

Different modalities of data capture different aspects of the behavior of any system and

are especially valuable when studying the behavior of individuals and biological systems.

Therefore, any system that aims to model and understand individual behavior must ingest

multi-modal data from disparate sources. Events provide a uniformly structured abstraction

over such data, and hence a CEP platform is naturally able to reason with multi-modal data

provided we have robust and comprehensive event detection mechanisms in place.

2.5.2 Knowledge integration

As we discussed in this chapter, variable-centered models are not accurate enough for

individual-level inference. However, this does not mean that we cannot utilize the results

and insights from such models. These models usually capture relationships and dependen-

cies between variables that are true for the general population. Using these relationships for

person-specific analysis would improve the interpretability of the models and help remove
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spurious correlations that these causal relationships can explain. Therefore, any individual-

level modeling system would benefit from providing a mechanism for including knowledge

and insights from external sources.

2.5.3 Pattern discovery and spurious pattern filtering

Data-driven pattern discovery is necessary for discovering common behavioral or operational

patterns for any system. We can utilize well-known pattern discovery and unsupervised

clustering algorithms for identifying such patterns. However, many such patterns are likely

to represent spurious correlations, and therefore it is vital to have a mechanism in place to

identify and filter such patterns. This can be done by keeping an expert in the loop or using

external knowledge sources to verify the causal significance of such patterns.

2.5.4 Interpretability: Causally significant patterns from observa-

tional data

Interpretability is a very desirable trait in models representing dynamic systems. A model is a

representation of a system and should enhance our understanding of the same. Therefore, the

model derived from data must provide accurate predictions and capture causal relationships

present in the system. Thus, the N-of-1 event mining platform should be capable of verifying

the causal validity of derived patterns.

2.5.5 Reusable individual models

The derived models should be an abstract representation of the individual behavior and,

thus, be application independent. Therefore, any external services that can benefit from an
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understanding of the user’s behavior should be able to use the models. However, ensuring

user privacy is a critical factor here, and more research is needed to identify secure and

privacy-preserving protocols for such model sharing.
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Chapter 3

Literature Review

Event sequence data are found across a wide variety of fields and applications. Applications

in domains as diverse as distributed systems, advertising, online marketplaces, and healthcare

generate discrete data over time intervals and are arranged in sequence based on the entity

associated with the data. For example, most websites record user activity in the form of

events representing user interaction; network logs capture a timestamped sequence of events

that describe network activity at different layers. Similarly, electronic health records and

different wearable and IoT devices capture events about individuals’ health over time.

The ubiquity of events is due to the ease of capturing data and the generality and flexibility of

modeling with it. Events allow us to easily incorporate data from varied sources, modalities,

and semantics, thus allowing us to understand the behavior of any system from multiple

facets and address problems at different scales. However, the utility of this data can also be

challenged by significant heterogeneity in events, event properties, sequences, and the goal

of analyses. The events could be high-dimensional or low-dimensional, and the data could

be temporally sparse or dense. Similarly, the goal of events analyses is as diverse as their

real-world applications. Analysts could find the parameter variations in the same event type

or patterns of past events that impact future event occurrences. They might want to find
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event patterns that describe system behavior or anomalous patterns and their causes.

The diversity of data and challenges events and event sequence analysis have led to a broad

range of research efforts that aim to solve one or more aspects of the problem. We will

discuss different types of event sequence analysis problems and how different representations

address these problems. We will also discuss various visual analytics systems that utilize

event sequences and patterns for causal and associational analysis of temporal data.

3.1 Temporal Knowledge Structures

Different systems and underlying processes generate heterogeneous event streams captured

in different forms appropriate for the analysis. The events are typically stored in a unified

events database and represent a log of the system activity. These logs can be leveraged to

understand aspects of system behavior and identify critical situations. Researchers in various

domains have addressed this problem and have derived entities that structure the insights

and knowledge gained from analyzing the event sequences.

3.1.1 Events

Point events

Temporal Point Events represent instantaneous activity in a system and are represented as

a timestamp and an event label, (e, t). Some examples of such events are network logs of

timestamped API requests, fall detection using accelerometer signal, accident or collision

detected from surveillance camera videos or social media posts generated by users.
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Interval events

Interval events represent activities spanning over a continuous time interval and are rep-

resented by a beginning and end timestamp. Examples of such events are, running events

captured using wearable devices, social events marked on a calendar, etc. Computational sys-

tems represent these events as a tuple of start and end time and the event label, [e, (t+, t−)].

Semi interval events

Semi interval events are capable of representing both point and interval events in the same

representation scheme. Every instance in the events database represents either a point

event, [e, t], or one end of an interval event, [e+/e−, t]. Thus, semi-interval events allow us to

reason with point and interval events in the same framework and offer more flexibility when

describing temporal patterns, which will be discussed in the next sections.

We will utilize one of the above-described event representations when discussing event pat-

terns and sequential analyses algorithms and methodologies.

3.1.2 Temporal Patterns

Temporal patterns capture the relationship between events in the system. Earlier works

in defining patterns included operators that considered the relative order of events. Allen

et al.[11] laid the foundations of describing complex relationships between temporal inter-

vals using 13 operators describing different possible configurations of two intervals(fig. 3.1).

Freksa et al. [43] described similar relationships for interval end-points or semi-intervals. A

large volume of pattern mining research utilizes these relations to represent event relation-

ships.

Patterns are labeled as significant based on significance measures relevant to the analysis.
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Figure 3.1: Examples of Allen’s interval relationships between two interval events A and B.
First six relations can be inverted.

Most commonly used significance measures are Support, Confidence and Lift. Support is the

most commonly used significance measure for discovering frequent patterns.

Support for a pattern p in a sequence database S can be defined as the proportion of se-

quences where the pattern appears.

Support(p) =
{|s|s ∈ S ∧ p @ s|}

|S|

Confidence of a rule captures how often a rule is true. For a rule of the form X −→ Y , the

confidence can be defined as

Confidence(X −→ Y ) =
Support(X ∪ Y )

Support(∪)

However, these are typically used to capture frequent patterns or rules and a variety of

significance measures are needed to capture different types of patterns such as anomalous

patterns or surprising patterns[109][204].
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Sequential Patterns

Sequential patterns and pattern mining algorithms were first introduced by Agrawal and

Srikant [8] for discovering frequent subsequences as patterns from a sequence database. Util-

ity of these patterns can be illustrated using the transactions data generated from an online

marketplace, where each transaction consists of items purchased and the timestamp of the

purchase. Such patterns can describe customers buying a dining table and chairs in one

transaction, also purchase curtains in a subsequent transaction. Sequential Pattern Mining

mainly focuses on finding patterns across multiple transactions in sequential order. Similar

sequential patterns can also be found in other situations, such as web usage data describ-

ing a person’s browsing behavior and genome sequence data encoding the elements of DNA

sequence. We can now define some concepts related to sequences and sequential patterns.

Let I be a set of items or symbols I = {i1, i2, ...., im}.

An itemset X is a set of items such that X ⊆ I. The notation |X| = k denotes the cardinality

of X, ie the number of items in X. Length of an itemset (k), X, is defined by its cardinality.

A sequence is an ordered list of itemsets s =< I1, I2, ..., In > such that Ik ⊆ I,∀1 ≤ k ≤ n.

A sequence database (SDB) is a list of sequences SDB =< s1, s2, ..., sp >. A sequence

sa =< A1, A2, .., An > is a sub-sequence of sb =< B1, B2, ..., Bm > if and only if there exist

integers 1 ≤ i1 ≤ i2 ≤ i3 ≤ .... ≤ in ≤ m such that A1 ⊆ Bi1 , A2 ⊆ Bi2 , ....., An ⊆ Bin .

Sequential patterns mining aims to find interesting subsequences in a sequence database (as

defined by one of the pattern interestingness measures).

Fully dependent Patterns or d-Patterns

Fully dependent Patterns or d-Patterns [89, 88]refer to patterns that have low support but

high specificity. Such patterns could be predictive of rare events but cannot be discovered

using traditional mining algorithms as the patterns are infrequent. However, these patterns
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could also be of great value to researchers trying to understand a system’s behavior. Such

patterns may also predict undesirable situations like node failure in a distributed system

or a power grid service disruption. Setting a low support threshold may allow us to find

such patterns but will also result in a large number of spurious patterns which hold no

significance for the system. The rare event patterns may also be difficult to mine due to

noisy data collection or human errors. Therefore, to avoid these issues [89] use hypothesis

testing for dependency test instead of a minimum support threshold.

Periodic Patterns

Different systems and entities exhibit periodic behavioral patterns. Individual behavior

follows diurnal, weekly, monthly, and annual patterns; agricultural activities are closely

associated with seasonal patterns. Such periodic patterns reveal not only the repetitive

behavior of the system but may also be indicative of external or environmental influences

on the system. This also allows the analyst to find anomalous events or patterns due to

deviation from the expected periodic pattern and predict the system’s behavior.

However, many issues need to be considered for discovering periodic patterns [100]. Ma et al.

discuss these issues and propose an algorithm for discovering partial patterns (p-patterns) in

a temporal point events database. They divide the task into 2-steps 1) finding the possible

periods p for every event type using Chi-square tests, and 2) find all event patterns with

period p and minimum support w.

Mutually Dependent Pattern

Mutually dependent pattern or m-Patterns represent event patterns that are strongly corre-

lated. These differ from d-patterns as the dependence between events is symmetric in case

of m-patterns but can be uni-directional for d-patterns. Mining m-patterns using a mini-
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mum support threshold has the same drawbacks as d-patterns and thus need to be mined

separately.

We can define dependency between events E1 and E2 in a sequence of events S as:

PS(E1|E2) =
support(E1

⋃
E2)

support(E2)

Mutually dependent events can be defined[88, 99] as

Definition 3.1. Given a sequence S and the minimum dependence threshold minp and E

be the events from S. If any two events E1 ⊆ E and E2 ⊆ E are significantly mutually

dependent with respect to S iff PS(E1|E2) ≥ minp and PS(E2|E1) ≥ minp.

If any two events E1 ⊆ E and E2 ⊆ E are significantly mutually dependent with respect to

S then E is referred to as an m-pattern.

T-Patterns

In real-world systems, events can trigger subsequent events in near future and causal attribu-

tion can only be determined by mining pattern with an associated temporal constraint. T-

patterns attempt to describe behavior using temporally constrained binary patterns. These

patterns describe a sequence of events that occur within a specified time interval, for exam-

ple, E1
T1−→ E2

T2−→ E3. We can search for these patterns recursively and define larger and

more complex patterns as a combination of repeated pairwise patterns. Magnusson et al.

[101] describe an algorithm for mining these patterns and time intervals, and use these as

the basis for their event exploration software THEME.

T-patterns can represent sequential relationships between events constrained by a temporal

constraint however they are lacking when it comes to describing concurrent event relation-

ships such as “Driving while it’s Raining”.
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3.2 Event Sequence Modeling and Reasoning

Various approaches have been proposed for reasoning with event sequences and modeling

different situations using events. Most of the approaches adopt a symbolic representation of

events and use event patterns and temporal interval algebra to describe event relationships.

However, multiple approaches adopt a numeric approach to modeling event relationships,

especially for determining causal relationships between temporal event sequences. We will

discuss some of the approaches in this section and evaluate their strengths and weaknesses.

3.2.1 Event Pattern Mining

Frequent Pattern Mining

Pattern mining consists of discovering significant and unexpected patterns in a database.

The interest in these techniques originates from their ability to discover patterns hidden

in large databases that are easily interpretable by humans, thus making them useful for

understanding the data and decision-making. Agrawal and Srikanth [8] laid the foundations

of the field in their seminal paper describing Apriori algorithm designed to discover frequent

itemsets, i.e., items frequently appearing together, in a database of customer transactions.

For example, we can use the Apriori algorithms to find that the itemset {eggs, bread,milk}

frequently appears in the database of transactions for a grocery store.

Although pattern mining has numerous applications in different domains, several pattern

mining techniques such as frequent itemset mining[52, 146, 210] and association rule mining

[7] do not account for the sequential nature of data. Thus, we need to explore algorithms

that can discover frequent patterns in the data while also capturing the sequential order of

the items or events.
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Sequential Pattern Mining

Sequential Pattern Mining is the task of finding all the frequent sub-sequences in a sequence

database. A sequence s is said to be a frequent sequence or significant pattern if and only if

support(s) ≥ minsup for a threshold support minsup set by the user[38]. Sequential Pattern

Mining is essentially an enumeration problem where we want to generate all sequences with

support greater than minsup. The naive approach to solve this problem would be to find

the support of all possible sub-sequences in the database and output only those meeting the

support requirement. However, this approach is inefficient as a sequence containing k items

can have 2k − 1 distinct sub-sequences.

Numerous algorithms have been designed to efficiently explore the search space of sub-

sequences, they utilize two basic operations s-extensions and i-extensions. These operations

are used to k + 1-length sequences from a k-length sequence.

• s-extensions : A sequence sb is an s-extension of sa =< I1, I2, ..., Ih > with an item x,

if sb =< I1, I2, ..., Ih, {x} >.

• i-extensions : A sequence sb is an i-extension of sa =< I1, I2, ..., Ih > with an item x, if

sb =< I1, I2, ..., Ih
⋃
{x} >.

The search algorithms explore the patterns in a breadth first or a depth first manner while

pruning the sub-sequences with insufficient support due to the anti-monotonicity or down-

ward closure property of sequential patterns. This property states that if sa is a sub-sequence

of sb then support(sa) ≥ support(sb). Thus, if we see a sub-sequence that does not satisfy

the support requirement, we need not explore any sequences generated from it.

AprioriAll and GSP are the first sequential pattern mining algorithms proposed by Agrawal

and Srikanth [8, 177]. These algorithms adopt a breadth-first search approach for generating

new candidate patterns and a horizontal database representation for the sequence database

(fig. 3.2 a)).
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Figure 3.2: a) Horizontal Sequence database, b) Vertical Sequence database [38]

The GSP algorithm calculates the support for a sequence in a two step process:

1. For every candidate sequence sa of length k, GSP checks if all its sub-sequences of

length k − 1 are also frequent. Due to the downward-closure property of patterns, if

any of the sub-sequences have support less than minsup, then sa will have support less

than minsup. This step prunes a large number of infrequent patterns.

2. GSP will scan the database to calculate the support for sa. If sa is frequent then it is

added to the output.

Despite its success in finding frequent sequential patterns, GSP has several important limi-

tations:

• Repeatedly scans the database for calculating the support.

• May generate candidate patterns that do not exist in the database.

• Candidate patterns need to be stored in-memory for breadth-first exploration.
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Numerous improvements to these algorithms have been proposed that target one or more

of the above mentioned limitations. SPADE [211] utilizes a depth-first search approach to

avoid some of the shortcomings of GSP. It utilizes a vertical database instead of a horizontal

one, which allows us to directly find a pattern’s support as the number of distinct identifiers

in the IDList (fig. 3.2 b)). Additionally, we can find the IDList of a pattern sa, obtained

by extending (s-extension or i-extension) patterns sb with item x, by joining the IDList of

pattern sb with that of item x.

Different algorithms such as SPADE [211], Spam[15], CM-Spam, and CM-Spade [39]utilize

the above properties to generate frequent sequential patterns by scanning the database only

once. These also allow us to generate the patterns without keeping all the patterns in

memory and outperform the breadth-first search approach. Spam [15] utilizes a bit vector

representation of the IDLists, that allows for efficient storage and matching while joining

the IDLists as they tend to be very big in dense databases. It has been shown that the

algorithms using the bit vector representation are more than an order of magnitude faster

than the vertical pattern mining algorithms[15][13].

CM-Span and CM-Spade algorithms introduced the concept of co-occurrence pruning to re-

duce the number of infrequent candidate patterns generated[39]. They scan the database

to create a Co-Occurrence Map (CMAP) that stores all frequent 2-sequences. For every

candidate pattern sa, if the last two items of sa are not in the CMAP, we can safely ignore

sa without building its IDList.

Another well-known class of sequential pattern mining algorithms is the pattern-growth al-

gorithms. These algorithms adopt a depth-first approach but do not generate candidate

patterns that do not appear in the database. This is done by recursively scanning the

database to find larger patterns; however, this can lead to multiple costly scans. These

methods have adopted the concept of projected database to avoid multiple full database

scans. The projected database of a pattern is the set of sequences where the pattern appears

with all the items and itemsets appearing before the first occurrence of the pattern being
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removed [147]. PrefixSpan[147] is the most popular pattern-growth algorithm for sequential

pattern mining. The first step in the algorithm is to determine the set of single item patterns

that satisfy the support threshold, this set of patterns is then used to seed the depth-first

exploration of newer patterns and added to the output set. The algorithm then scans the

projected database of the most frequent pattern p in the output set and finds a larger pattern

of length |p| + 1 that starts with p and computes its projected database and support. The

algorithm thus recursively searches for larger patterns and adds frequent patterns to the

output set.

Many variations or extensions of sequential pattern mining have also been proposed for

related applications where sequential pattern mining may not be appropriate. One funda-

mental limitation of the above algorithms is that they are likely to return a large number of

patterns meeting the support threshold. Many approaches have been proposed to discover

a concise representation of sequential patterns. Closed sequential patterns are the set of

patterns not included in any other patterns with the same support. These can be defined

as:

CS = {sa|sa ∈ FS ∧ @sb ∈ FS|sa @ sb ∧ sup(sa) = sup(sb)}

where FS is the set of all sequential patterns. Discovering closed sequential patterns reduces

the size of the output set, and all interesting itemset and sequential relationships are still

preserved. Bide[194] and CloSpan[209] are some of the first proposed solutions for closed

sequential pattern mining and adopt a pattern-growth approach extending the PrefixSpan

algorithm.

Maximal Sequential Patterns are the set of sequential patterns not contained in any other

sequential patterns. These can be defined as:

MS = {sa|sa ∈ FS ∧ @sb|sa @ sb}

40



The number of maximal patterns is never more than the number of closed patterns (MS ⊆

CS ⊆ FS) and in practice can be one or two orders of magnitude less than all sequential

patterns. However, maximal sequential patterns are not lossless as they do not preserve the

support information for all the sub-maximal patterns. Several algorithms have been proposed

for maximal sequential pattern mining that include breadth-first(AprioriAdjust), depth-

first(VMSP [40]), pattern-growth(MaxSP[41]) and approximation approaches (DIMASP[46]).

Sequential pattern mining focuses solely on positive correlations between items and itemsets;

however, negative correlations are more interesting in some applications. This problem

is addressed by negative sequential patterns. A negative sequential pattern is a pattern

containing the negation or absence of at least one item. This task is more challenging as

including the absence of items drastically increases the search space. Negative-GSP [217]

and PNSP[57]extend the GSP algorithm for mining negative patterns.

Periodic Pattern Mining

Periodic pattern mining refers to discovering patterns that appear frequently and regular

periodic intervals. The periodicity of the pattern is measured by the time elapsed between

two consecutive occurrences of the patterns, also called the period length. Periodic patterns

can be further divided into Fully or Partially periodic patterns and Perfect or imperfect

patterns[2]. In fully periodic patterns, all the symbols in the patterns sequence are periodic

with the same period, while in partially periodic patterns, only a subset of symbols is periodic.

Ma et al. [100] proposed an algorithm for finding all partially periodic patterns by first

discovering frequent periods observed in sequences and then finding frequent associations or

sequences for each period. Ozden et al. [136] define perfect periodic patterns as a pattern

X that appears after every p in the sequence S. They proposed an algorithm to find cyclic

association rules that appear in every cycle for the entire sequence.
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Temporal Pattern Mining

Temporal Pattern mining has been employed in varied fields such as medical informatics [98],

spatiotemporal data[130], and multimedia streams. Most of the temporal pattern mining re-

search utilizes point or interval or both representations of temporal events. Allen’s temporal

logic is commonly used to describe complex relationships between event intervals [11]. Differ-

ent event intervals are related by one of the temporal relations, and different algorithms have

been designed to mine patterns among these events. Villafane et al. [187] proposed a graph

mining method to discover temporal patterns. However, their approach was constrained to

only two Allen relationships: ‘contains’ and ‘during’. Kam and Fu [72] propose a hierarchical

representation and algorithm for discovering temporal patterns. However, hierarchical repre-

sentation suffers from two major drawbacks: 1) the same event relationship can be mapped

to different patterns, 2) the same pattern can represent different event relationships. Hopp-

ner et al. [55] propose an unambiguous representation of, called representation matrix, that

exhaustively lists all pairwise relationships between events in a pattern. TPrefixSpan [202]

employs a projected database similar to PrefixSpan algorithm to discover frequent temporal

patterns. However, extending the temporal patterns is more complicated than extending

sequential patterns and more computationally expensive.

Moerchen et al. [116] propose a temporal pattern mining framework utilizing semi-interval

representation. They represent patterns as a partial order of semi intervals and successfully

demonstrate the flexibility of semi-interval representation for describing patterns.

Allen and Freksa relations by themselves do not capture any information about the temporal

gap and duration of the events, which could easily distinguish two or more patterns with

the same symbolic representation. Namaki et al. [129] propose GTAR (Graph Temporal

Association Rules) to extend association rules and include the temporal intervals between

events in the discovered rules.

Hybrid temporal pattern mining refers to discovering patterns in both point and interval-
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based sequences. MILPRIT*[25, 26] is a constraint-based hybrid temporal pattern mining

method that allows users to specify pattern constraints as a regular expression. It represents

patterns as a triple (K,D, T ), where K represents the actors and entities references in the

pattern, D represents the actions or events with associated timestamps, and T represents

the temporal relationships between events as defined by Allen’s relational algebra. Wu et

al. [203] argue that discovering hybrid temporal patterns cannot be reduced to interval or

point event patterns, and discovering temporal patterns cannot be reduced to discovering

sequential patterns in either point or interval representation. They propose an approach

called HTPM for mining hybrid temporal patterns from event sequences, consisting of both

point-based and interval-based events. It iteratively generates all k-patterns from all pairs

of (k− 1)-patterns. It stores all frequent sequences for quick processing; however, this leads

to considerable memory consumption.

Jalali and Jain [65] describe a temporal event mining framework and event pattern language

that allows researchers to specify event patterns with temporal operators describing the se-

quential and concurrent relationships between interval and semi-interval events. Different

types of patterns between the same pair of events can be captured by the differences in the

time delay between them, which helps distinguish these patterns from each other instead of

using Allen’s or Freksa’s relations. Including temporal gaps and intervals in the relationships

addresses the concerns raised by Wu et al. [203]. We will utilize the event pattern language

proposed by [65] in our work and design an event mining framework around it.

3.2.2 Situation Calculus

Situation calculus is a logic formalism utilized to reason about actions and changes. Mc-

Carthy [106] first proposed situation calculus, and has undergone many variations since then.

In this section we will focus on the situation calculus as proposed by [152]. Fundamental

elements of the situational calculus are:
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• Actions that can be performed in the world. For example, move(x,y) describes an

action for a robot to move to position x, y. Actions also have some special domain

independent predicates associated with them such as Poss(a, σ), that tell us if an

action(a) is possible in a given state(σ).

• Situations are described by a sequence of actions, and can be changed by any future

actions in the world. For example, in the robot world example, do(move(x, y), σ0) rep-

resents the situation after the action move(x, y) has been performed. If in this situation

PickUp(Ball) is performed, then the situation becomes do(PickUp(ball), do(move(x, y), σ0)).

• Fluents describe the state of the world. Fluents are represented as logical predicates

whose truth values are state dependent. For example, HasBall(σ0) is true if the robot

is holding a ball in situation σ0. The example shown here is a functional fluent because

its output is a truth value dependent on the state as HasBall(σ0) evaluates to False

but HasBall(do(PickUp(ball), do(move(x, y), σ0))) is True.

Researchers need to identify the required set of actions and fluents to model the agent

behavior and state of the world accurately. In the classic example of blocks world [134], the

possible actions for an agent are:

• pickup(x): Pick up block x, provided the agent’s hand is empty, the block is on the

table, and no other block is on top of it.

• putdown(x): Put down block x, provided the agent holds the block.

• stack(x, y): Stack block x on top of y, provided the agent is holding x, y is on the

table and no other block is on top of y.

• unstack(x, y): Pick up x from on top of y, provided the agent’s hand is empty, and no

other block is on top of x.
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Some the relational fluents required for this situation are:

• HandsEmpty: True if the agent’s hands are empty in a situation.

• Holding(x): True if the agent is holding the block x.

• clear(x): True if the block x has no other block on top.

• onTop(x, y): True if the block x is on top of y.

• onTable(x): True if the block x is directly on the table.

3.2.3 Point process event sequence models

Different parametric methods have also been utilized to represent event sequences and model

a system’s behavior. Poisson processes are commonly employed to model point events in

network applications to model random point processes. However, Poisson processes assume

that the number of occurrences (or events) in disjoint intervals are independent of each

other, also known as the memorylessness property. This is not necessarily true for situations

where current and future events also depend on past events (e.g., sleep for individuals, traffic

congestion, movement patterns, and social media events such as posts and retweets).

Hawkes Processes [53] are suitable for such cases where we are trying to model a self-exciting

process[153]. The conditional intensity function λ(t|Ht) for the process can be defined as:

λ(t|Ht) = λ0(t) +
∑
i:t>Ti

φ(t− Ti)

where Ti < t are the timestamps of events up to the current time t, λ0(t) : R → R+ is the base

intensity function describing the events triggered by external sources and φ(t−Ti) : R → R+

is the memory kernel that modulates the effect that past events have on intensity at the

current time. Hawkes process and its variants have been used to address different event
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sequence problems such as clustering [208] and learning granger causality [207]. Zhang et

al.[214] utilize a neural point process to identify granger causality between asynchronous,

interdependent, multi-type event sequences. They argue that commonly used point-process

models have very strong parametric assumptions that may not generalize well.

3.3 Event Analysis Tasks

Event sequence analysis methods can be used to perform different operations on a sequence

database. Systems designed for helping analysts model situations using event-based data

utilize different visualizations to represent event patterns. Different visual event and pattern

representations are designed to address specific event analysis tasks. We will list some of

the analysis tasks and briefly discuss what computational techniques and visualizations are

commonly used to address the goals of the analysis.

3.3.1 Summarization

Event sequence summarization helps analysts uncover major progression patterns and fea-

tured groupings of sequence entities. The fundamental goal is to provide a quick overview

of the entire sequence database. Sequential pattern mining, progression analysis, and se-

quence clustering have been used in different works to generate summaries of event sequence

databases.

Explicit summarization refers to using visualizations to display all event sequences aggre-

gated into one interface. Event timelines reveal temporal information among sequences such

as distribution of events in varying time granularities [151][193], and Sankey-based visual-

izations can reveal the progression of events over time [199]. However, the visual interface

for explicit summarization can become quite large and messy for large event sequences and
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Figure 3.3: Outflow [199] utilizes Sankey diagram based visualization for explicitly describing
event trajectories over time for the individuals in the Framingham study.

databases. Inexplicit summarization leverages data mining techniques for discovering infor-

mative patterns among event sequences. The analysis can be driven by user queries to extract

relevant event sequences. These techniques provide a rich and interpretable query language

that analysts can use to define sequence extraction logic[35][79]. Many applications utilize

sequential mining and frequent mining algorithms to summarize multivariate symbolic tem-

poral sequences[1][94][93]. Clustering is also very frequently used to find sequence-wide sim-

ilarities and sequence groupings. Temporal event sequence clustering typically uses sequence

characteristics such as event types and sequence attributes. Clustering of spatio-temporal

events have been explored in many works[58][154][190].
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3.3.2 Prediction

Prediction requires analyzing the observed event sequences to foresee the subsequent events

in the sequence and are typically used for making predictions and recommendations to help

users achieve specific goals. Event predictions can play a vital role in decision-making in

many domains. Deep learning applications have been utilized to predict the risk that a

patient may be diagnosed with a disease in the future [48][67]. Recurrent Neural Networks

are frequently used for prediction tasks; however, interpretability remains a primary challenge

for the deep learning approaches.

3.3.3 Anomaly detection

Anomaly detection for event sequences attempts to identify rare cases and occurrences that

deviate from most sequence progressions. Anomaly detection can be divided into two major

categories 1) Anomalous event detection, 2) Anomalous patterns detection.

Anomalous events can be identified in the context of sequence based on the expected event

progressions[21][36][121][133] and multimodal events can also utilize event parameters to

identify anomalous event occurrences. Anomalous frequent patterns are frequent patterns

that describe unexpected behavior or pattern of events [77][140][175]. These methods have

been employed to identify anomalous learning patterns in MOOCs and anomalous traffic

patterns.

3.3.4 Causality Analysis

Timestamped event sequences can carry a great deal of information about the underlying

causal mechanisms. Many methods have been developed to find the mutual causation of

events, including graphical modeling, Hawkes-process-based, and deep learning approaches.
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Graphical causal methods such as Peter & Clark (PC) and Functional Causal Models (FCM)

are well-known causal discovery methods[143][176]. TiMINO [149] and VAR-LiNGAM [59]

extend the FCM equations with time lags of causal relationships and PCMCI[161] and

tsFCI[34] utilize conditional independence testing in the time-lagged correlation analysis.

Various approaches have been developed around Hawkes processes (discussed in the previous

section). The self and mutual-excitation properties of the Hawkes process have prompted

studies that attempt to recover the causal structure between the events. Eichler et al. [32],

and Xu et al. [207] apply Granger causality to Hawkes processes using a least-squares esti-

mation of the impact function. Jin et al.[66] have also developed a visual causal discovery

framework around a Granger causality analysis algorithm based on Hawkes processes.

Recent causal discovery methods attempt to leverage deep neural networks to capture com-

plex event dependencies. Zhang et al. [214] utilize neural point processes based on RNN[112]

in place of Hawkes process for causal discovery. Nauta et al. [131] employ an attention-based

convolutional neural network to model causal relationships and delays in temporal data.

3.4 Event Analysis applications

Applications in different domains utilize event sequence data for understanding the user’s

behavior and needs. We will review some examples of such applications in domains like

health informatics, Social media, and E-commerce.

3.4.1 Health Applications

Electronic health records (EHR) and electronic medical records (EMR) are frequently used

for analyzing patient visits and disease progressions. These can be represented as event

sequences, and the details of the records can be stored as event parameters. Each event
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can represent a medical event such as a lab test, a diagnosis or treatment, and a sequence

would thus capture an individual’s medical history. The combination of ample medical events

sequence data and domain knowledge have enabled physicians and medical researchers to

derive new knowledge, compare the efficacy of different treatments, and identify personalized

treatment protocols. We will discuss the use of event sequence analysis for three major

medical and health informatics tasks.

1. Cohort Analysis is used to discover the relationships between specific disease risks

and the patient attributes that define the cohorts. The cohorts can be defined based

on specific medical events, patient attributes (eg. age, gender), and individual event

sequences’ patterns. Cohort summarization techniques are used by systems such as

CAVA[215] and Chronodes[62] to visually summarize the informative patterns within

a cohort and discover the common exposure factors for disease.

Cohort comparison is used to discover the differences between two cohorts of patients to

find exposure factors for disease. COQUITO[79], PARAMO[70] and CoCo[103] utilize

a combination of event sequence clustering and visual representation of patient cohorts

to determine if the constructed cohorts carry exposure events for the disease.

2. Prognosis Analysis predicts the probability of a patient being diagnosed with certain

diseases in the future using their medical history. Various applications utilize deep

learning methods for prognosis analysis, [78][83] utilize RNNs to predict the future

state of patients. RetainVis [83] enables analysts to modify the event sequences to

observe how the future risks are affected. CarePre [67] also predicts the risk of patients

being diagnosed with specific diseases and also identifies the most effective treatments

based on their medical history.

3. Outcome Analysis studies the results of different medical progressions or interventions

such as disease progression and treatment progression. Systems such as Outflow [199]

and Frequence[148] utilize explicit sequence summarization using a Sankey diagram to
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discover the outcomes of different procedures.

3.4.2 Social Media

Social Media platforms such as Twitter and Instagram also record user activities as event

sequences. Each sequence consists of temporally ordered events representing users’ interac-

tions with the platform, such as posting or commenting. These sequences can be utilized

to identify different types of user behaviors on such online forums. Two major types of

behaviors exhibited by users are Collective behaviors and Egocentric behaviors.

Collective behaviors are activities conducted by a temporary and unstructured group of peo-

ple. These include processes like information spread and human mobility. [185] describe

the graph-based structure utilized by Google+ to understand the reposting behavior and

capture the paths taken by different popular posts. Zhao et al. [216] propose a method to

understand the rumor-spreading process on Twitter using a timeline visualization. Spatio-

temporal event sequences from social media platforms like FourSquare have been used to

discover user mobility patterns in different locations and have been used to optimize adver-

tising strategies[86][148].

Egocentric behaviors are activities conducted or influenced by an individual. An egocentric

perspective allows us to find detailed behavioral patterns and changes in user behaviors in

response to significant public events and life events[163]. Saha et al. augment social media

events with multimodal lifestyle data in their works to understand user behavior in situated

communities such as college campuses and work places[165, 164, 162].

3.4.3 E-commerce

Similar to social media platforms, e-commerce websites also record a user’s interactions with

the platform as event sequences. Sequential events data have been leveraged to understand
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user requirements and behavior, leading to improved advertising efficiency and personalized

user experiences. Zgraggen et al. [213] propose a method for finding frequent patterns

of clickstream data using a regular expression-based query language and discover frequent

visiting traces. Different works explore sequential pattern mining coupled with innovative

interfaces such as funnel-based visualisation[93] and tree-based visualization[92] to facilitate

the discovery of prominent browsing patterns.
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Chapter 4

Event Mining: Concepts and System

Events are the computational representation of the real-world activities of a system. They

provide a dynamic temporal structure for the timestamped data instead of the static struc-

ture provided by daily, weekly or monthly calendars or time windows. Additionally, the

intervals derived from events are semantically meaningful and make it easier for analysts to

identify data relevant to their goals. Events can be recognized from different data sources

and thus provide an inherently interpretable and more robust abstraction over possibly noisy

data streams. Various temporal event processing and reasoning frameworks have been pro-

posed that utilize the event sequences to get a better understanding of the system state

or situation (fig. 4.2). Multimedia events have been the subject of study for many works

and have been utilized to aggregate heterogeneous data from different sources and associate

them with the corresponding events. Westermann and Jain [197] propose a multimedia event

model with six different data aspects of an event. Each event answers a specific category of

questions related to the event and thus leverages multi-modal data for cross-modal retrieval

and analysis. This structure also enables the researchers to seamlessly integrate the lat-

est developments in sensor technology and newer modalities in their computational pipeline

without disrupting the existing models and patterns.
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Figure 4.1: Events provide a natural abstraction over data streams and segment time in
intervals with semantic meaning. Event abstraction also allows us to fuse data from multiple
sources and enhance our understanding of real-world actions.

Using events for studying the behavior of a system or individuals is likely to result in models

and patterns that can easily be interpreted in the context of the domain. Thus, any insights

or recommendations generated from such systems would be in the form of easily actionable

events.

In this chapter, we describe the temporal events and concepts as defined by [65] in their work

on event mining for explanatory modeling. We extend the event pattern language proposed

in [65] with group and aggregate operations that can be used for descriptive modeling of data

and will be utilized in the later chapters of this dissertation. We also describe the high-level

architecture of the novel n-of-1 observational modeling platform proposed in this work.

4.1 Concepts and definitions

We will introduce some concepts and definitions about events and patterns utilized in the

rest of the paper. These lay the foundation for the event pattern language we use for pattern
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Figure 4.2: Events provide an abstraction for real world activities and event parameters
capture information from disparate multi modal data streams. These parameters can be
structured in six different aspects. Each of these aspects can be used to answer one of the
W5H questions about the event occurrence.

specification, pattern discovery and hypothesis specification.

4.1.1 Events and Event streams

Events are computational objects that represent real-world activity in a system. These

events can either be instantaneous (point event) or over some time (interval event). In some

cases, we might have semi-interval events where we only know when an interval event starts

or ends. We use the semi-interval event representation [10] to represent all three types of

events in our work.

Each event also has a set of associated properties that describe the event.

Definition 4.1 (Event). An event can be defined as:

ei = (E,P, [e+i , e
−
i ])
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where E represents the class of events (the activity represented by the event, ei), e+i represents

the timestamp of the beginning of the event, e−i is the timestamp of the end of event, and P

represents the set of properties associated with events of class E. For point events, e+i = e−i ,

and for semi-intervals we only know one the event end points.

Event streams are ordered collections of events that share some semantic significance.

For example, all running, cycling and swimming events can be grouped together to create

exercise event stream. We can define temporal order as follows :

e1 ≺ e2 ⇒ (e+1 < e+2 ) ∨ ((e+1 = e+2 ) ∧ (e−1 < e−2 ))

Definition 4.2 (Event Streams). An event stream is a set of temporally ordered and non-

overlapping events.

ESi = {e1, e2, e3, ..}

where (ei ≺ ej) ∧ (e−i < e+j ) ∧ (ei.T = ej.T )∀i < j.

4.1.2 Event operators

Event operators are used for creating new events or event streams from existing ones. There

are two main categories of event operations 1) combination, and 2) filter.

Event combination operators can be used to combine two or more time intervals (rep-

resenting events) to create a new event. These operators utilize a combination of interval

union, intersection, and complement operations to define the event combination logic. Figure

4.3 depict how two interval events can be combined using AND and OR operations. Addi-

tionally, the NOT operator can be used to find the inverse of event intervals and utilized as
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any other event.

Definition 4.3 (Event Combination). Event combination operators combine one or more

event streams to derive a new event stream. The event combinations can be specified as

a logical expression using event streams as operands, and AND(∧), OR(∨) and NOT(¬)

operators.

We will define the logical operators below.

1. AND(∧): Finds the intersection of intervals in the operand event streams. This

operator returns only the intersection of the events that overlap with each other.

ESout = ES1 ∧ ES2

ESout = {e1,i ∩ e2,j|∀e1,i ∈ ES1, e2,j ∈ ES2, e1,i ∩ e2,j 6= ∅}

2. OR(∨): Combines all the events from two event streams in the result. In case of

overlapping intervals, union of the intervals is returned.

ESout = ES1 ∨ ES2

ESout = {e1,i ∪ e2,j|∀e1,i ∈ ES1, e2,j ∈ ES2, e1,i ∩ e2,j 6= ∅}
⋃

{e1,i|∀e1,i ∈ ES1, e2,j ∈ ES2, e1,i ∩ e2,j = ∅}
⋃

{e2,j|∀e1,i ∈ ES1, e2,j ∈ ES2, e1,i ∩ e2,j = ∅}

3. NOT(¬): Returns the complement of all the intervals in the operand event stream.

This is a unary operator and is typically used in combination with one of the other

two operators.

ES1 = {(e+i , e−i )|∀ei ∈ ES1}

ES2 = ¬ES1 = {(e−i , e+i+1)|∀ei ∈ ES1}

Event filter operation can be used to select only events from an event stream that satisfy

a set of conditions. These conditions consist of constraints on different event parameters,

including event start and end time and event name.
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Figure 4.3: Event operators for creating new event streams from the existing ones.

Definition 4.4 (Event filter). Event filter operations apply a set of constraints, Φ, on event

parameters and result in a new event stream with events that satisfy the constraints.

ES2 = σ(ES1,Φ)

ES2 = {ei|∀ei ∈ ES1,Φ(ei) = True}

The constraints for event filter operations can be as simple as equating values or more fuzzy

matching using similarity scores between parameters. The constraint filter can help curate

the events data set for any analysis and redefining events based on similar parameter values.

Different event operations can be used in a single expression to define new complex event

streams as a function of existing events. For example, if we want to find intervals where a

person is running, their heart rate is in the aerobic zone (140-160 bpm), and they are not

in their home city (Irvine). As the problem suggests, we need running event stream (ESrun)

and heart rate event stream (EShr) for creating the new event stream.
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We can define the new event stream (ESAerobicRun) as:

ESAerobicRun = σ(ESrun,Φ := location! = “Irvine”)∧σ(EShr,Φ := event = “Aerobic”)

Thus, the event operations help us derive new and more complex events relevant to the

analysis and can be used in subsequent patterns and aggregation analyses.

4.1.3 Pattern

Patterns allow us to specify tuples of events that are related to each other via a temporal

constraint. The interval representation of the events allows us to utilize Allen’s interval

operations[10] for describing temporal relationships between different events.

Definition 4.5 (Patterns). A pattern is a relation between two event streams that is defined

by a temporal constraint C. Thus, a pattern P between event streams ES1 and ES2 defined

by temporal constrain C can be represented as:

P = {(e1,i, e2,j)∀e1,i ∈ ES1 ∧ e2,j ∈ ES2 ∧ (e1,iCe2,j)}

where (e1,iCe2,j) represents that the pair of events, e1,i and e2,j, satisfy the temporal constraint

C.

We utilize three event pattern operations (temporal constraints) described in [65] that cap-

ture possible interval relationships.

1. Concurrent operation: Identify pairs of events that overlap.

PConc. := ES1 ⊥ ES2
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Figure 4.4: Event pattern operators to capture different temporal relationships between the
events.

PConc. = [(e1,i, e2,j)∀i, j, e1,i ∩ e2,j 6= φ]

2. Sequential operation: Identify pairs of events that occur in the specified sequence.

PSeq. := ES1∆ES2

PSeq. = [(e1,i, e2,j)∀i, j, e+1,i < e+2,j]

3. Conditional Sequential operation: Identify pairs of events that occur in the specified

sequence and within the specified time interval.

PCond.Seq. := ES1∆[t1,t2]ES2

PCond.Seq. = [(e1,i, e2,j)∀i, j, e+1,i + t1 ≤ e+2,j < e+1,i + t2]

4.1.4 Groups and Aggregations

Groups are helpful when the nature of the relationship between events is not one-to-one.

This can also be viewed as an event having a carry-over effect, as discussed in section 2.2.

This is a prevalent situation in the context of health applications and biological systems. For

example, a person’s aggregated sleeping behavior in the past week would affect their current

mood, not just their most recent sleep. Groups allow us to capture the aggregated nature

60



of these relationships. Groups are created from a pattern and define a set of events of one

event stream related to a specific event of the second event stream.

Definition 4.6 (Group). Consider a pattern, P , such that

P = {(e1,i, e2,j)∀e1,i ∈ ES1 ∧ e2,j ∈ ES2 ∧ e1,iCe2,j}

where C is the temporal constraint relating two events.

We can define a group, G, as follows

G = P.groupBy(ES1)

G = {(e1,i, {e2,j∀j, (e1,i, e2,j) ∈ P})∀i, e1,i ∈ ES1}

Every element in the group relates an event from ES1 to a set of events from ES2. The

events from ES1 are called the indexing events, as these are used to index the events from

ES2. We can also use ES2 as indexing events, mapping all the associated events from ES1

to an events in ES2. Thus, groups can map any outcome event to all the events that are

causally related to it.

Definition 4.7 (Aggregates). An aggregate over a Group G can be defined by a function F ,

that takes as input a set of events E, and maps it to a vector V ∈ Rn. An aggregate, A, is

A = G.apply(F)

A = {(e1,i,F(E))∀(e1,i, E) ∈ G}

Thus, applying an aggregate results into one vector, V , associated with each indexing event

in the group.

We can apply any generic functions on the related set of events in a Group to calculate
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Figure 4.5: High level overview of the event mining analysis workflow. The analyst in the
loop identify the significant or non-spurious patterns from the set of discovered patterns.
They can combine the significant patterns and their knowledge of the domain to create a
hypothesis that can then be tested using the platform.

summary statistics relevant to our experiments. These functions include (but are not limited

to) finding the average/sum of an event parameter, the average time of day for associated

events, etc. This allows us to find the relevant factors from the related events in the past

and will be utilized to define causal hypotheses and design experiments.

4.2 Event Mining System: Functional requirements

The Event-based knowledge discovery and modeling paradigm we employ is interactive and

relies on a human-in-the-loop to ensure that spurious patterns and event relations are not

used in the model. We have used the operators described above to design an event mining

framework that can be used for n-of-1 modeling of individuals. We will discuss different

components of the system in the subsequent sections and describe the system architecture.
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Figure 4.6: Database schema used to combine data and event streams from different sources.

4.2.1 Data Fusion

The event mining platform is capable of ingesting data from different sources using a unified

event schema. The events are stored in a PostgreSQL table as it allows to keep structured

event fields (name, type, start and end time) as well as unstructured parameters in a JSON

field in a unified schema (fig. 4.6).

However, each data stream is stored in a separate table, though if multiple sources are

measuring the same data stream, they are stored in the same table and can later be chosen

or aggregated as required by the analysis.

4.2.2 Event Creation

Events form the fundamental unit of analysis and are the primary actors on the individual

in the event mining analysis. Events representing user activities such as sleep, exercise, and
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meals could originate directly from data sources such as sensors, smartphone applications,

and IoT devices. However, these life activity events may not be sufficient to capture low-level

activities or details such as variations in heart rate or intensity levels during any physical

activity. A prominent example of such events is different sleep stages that can be identified

using EEG signals but are lost if we only capture the sleep event. However, the subjective

outcome of sleep quality and restfulness depends on the sleep-stage events. Therefore, event

creation operations allow us to create new relevant events for the analysis and enhance the

existing events by associating new information.

The event mining system presented in this work has three primary operations (fig. 4.7) for

creating new events:

1. Threshold based segmentation: This operator utilizes a set of non-overlapping

thresholds to be applied over a data stream. Each threshold range has an associated

label that represents the event name. Continuous intervals with a duration greater

than a minimum duration (e.g., 5 seconds) are stored as a new event.

2. Motif-based segmentation: This operator relies on motif discovery algorithms such

as Symbolic Aggregate approXimation or SAX[91]. Motif discovery algorithms at-

tempt to find repeatedly observed patterns and variations in time series data. The

user can use the operator to find such patterns and identify patterns corresponding to

real-world events.

3. Event combination operators: As discussed in the previous section, event com-

bination operators can also be used to create new events. These operations can find

event occurrences that are a direct combination of existing events and can be used in

the models and patterns instead of the parent life events.

The newly created events also follow the same schema as other events and are stored in a

table that holds temporary results.
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Figure 4.7: Event creation operators in the event mining platform. a) Threshold based
segmentation. Matches the values of the time series to a label using non-overlapping ranges.
Continuous intervals defined as having the same label are stored as new events. b) SAX
based segmentation. Converts the numeric time series to symbolic series and finds frequent
sub strings as motifs. These sub strings represent possible new events.
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4.2.3 Pattern Creation

Events from a system may have a causal impact on other events, which changes the frequency

of event occurrence and their parameters. For example, weather-related events like rainfall

or storms are likely to affect exercise behavior. These effects are commonly observed as

changes in event occurrences or parameter value distributions. We can use temporal event

patterns, event creation, and filter operations to find such relationships. We utilize the

operators discussed in the previous section to define different patterns from event streams.

The patterns are stored in a PostgreSQL table, and the schema is described in fig. 4.6.

This relational representation of patterns allows us to easily implement aggregation and

group operators using SQL queries. We will use these operations when defining and testing

hypotheses that relate aggregated event parameters to certain outcomes.

4.3 System Architecture

This section describes the overall system architecture and implementation details for different

system components. Figure 4.8 shows a high-level view of the different components of the

system and their interactions with each other. We have implemented a subset of the event

pattern language in a web-based platform that allows an analyst to explore the events data

set interactively. The dashboard can be accessed at https://theeventminer.com and is

discussed in detail in Appendix B. There are six main components of the system:

1. Data fusion layer: This module is responsible for parsing the data from different

sources and storing it in the unified database. Currently, we have implemented the

parsers for popular lifestyle data platforms such as Apple HealthKit and Strava so

that the users can connect their accounts with the event mining platform using OAuth

verification. Analysts can also upload CSV (comma-separated values) files with headers

66

https://theeventminer.com


Figure 4.8: A high-level view of interactions between component systems of the event mining
platform.

matching the event and data stream schema.

2. Database: A PostgreSQL database instance is used as the permanent event and

data stream and pattern storage for the platform. PostgreSQL allows us to use the

structured format of an event’s time model for event and pattern operations while

storing varying event parameters using a JSON field. We can also store the source for

different events and data points, allowing us to use data streams and events based on

the expected accuracy of the sources.

3. Data Access layer: Event stream, data stream, and pattern classes are implemented

on top of the unified data store. This module interacts with the database and provides

access to the required events, data streams, and patterns. Event and pattern operations

access the data through these modules and write the results to the database. This

layer also interacts with the User Interface (UI) and displays a selection of events to

the analyst.

4. Event operations: Event operators create new event streams from existing events

and data streams. These operations utilize the event creation operations discussed

above and create an event stream object.
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5. Pattern operations: Pattern operations are used to create new patterns from existing

patterns and event streams. Pattern class from the data access layer is used to com-

municate with the database to read and write pattern occurrences and communicates

with the UI layer to display and visually compare different pattern frequencies.

6. User Interface (UI): The UI layer allows the analyst to interact with the events,

create new events and patterns, and examine and select patterns that are significant

for the analysis. An events analysis session begins with a data selection panel, where

the user can select the events, data streams, and the time range for the analysis. The

selected events are displayed on a timeline and a polar plot to examine the individual’s

event patterns relative to the circadian rhythm. The interface also provides panels for

event and pattern operations for creating new event streams and patterns. Different

panels of the dashboard are depicted in figure 4.9

The event mining platform described in this chapter allows an analyst to perform exploratory

analysis on the events set and initial analysis for finding causally significant event patterns.

We will utilize the pattern, group and aggregate formulation while defining and testing

hypothesis that encode the analyst’s beliefs about the system or individual.
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Figure 4.9: Different panels for exploratory analysis in the event mining dashboard. a) Data
selection panel, where the analyst can select events, data streams and time range for the
analysis, b) Events panel, where the analyst can visualize the selected events and create new
events, and c) Patterns panel, where the analyst can create and visualize patterns between
various event streams.

69



Chapter 5

Knowledge Integration and

Hypothesis testing

Anecdotal beliefs, personal experiences, and commonly observed associations are frequently

used to make personal and policy decisions. However, such untested assumptions could lead

to unexpected errors in specific sub-populations and contexts. We attempt to include such

patterns in personalized modeling after testing them in different contextual situations.

Testing and verifying long-held and commonly observed patterns is integral to the personal-

ized modeling process. An n-of-1 modeling platform should enable users to test their beliefs

about individual behavior, health, and environment. The hypotheses can be represented as

relationships between events and event parameters in an event-driven framework. The event

relationships or hypotheses can be derived from population-based knowledge, personal and

anecdotal beliefs, and experience. Verifying the hypothesis allows us to make predictions

and inferences about the system’s behavior and state in different contexts. This is an es-

sential step towards building recommendation and navigation systems to guide the system’s

behavior.

Knowledge and insights derived from population-based experimental trials are excellent sci-
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entific tools for determining causal links. However, the quantitative effects determined from

these experiments may not generalize very well. The same intervention can have very dif-

ferent responses across individuals due to personal attributes and is a widely recognized

phenomenon in the scientific community [171]. The inconsistency of interventions has led to

increased research in N-of-1 studies where observational or experimental data from a single

individual is utilized to identify mechanisms and interventions specifically for the person.

We use the event pattern language described in the previous chapter to identify events that

are causally related to an outcome and compute the aggregated effect of such events on the

outcome. This analysis is done at an individual level and can be viewed as an N-of-1 obser-

vational experiment. We refer to Granger’s causality [172] when identifying the causal effect

of past events on subsequent event occurrences and event parameters and utilize Causal

Graphical Modeling principles for our analysis.

We propose a novel approach to build personal health models by integrating knowledge

derived from external sources (e.g., Randomised Control Trials, personal beliefs) with multi-

modal observational data. The external knowledge sources provide us with a causal structure

of the personal model in a Directed Acyclic Graph (DAG). We personalize that model by

learning the coefficients and causal effects associated with different edges in the model using

multimodal personal data. We utilize the Causal Graphical Modeling (CGM) [143] approach

for estimating the causal effects of suspected relationships between multimodal parameters

and computationally replicate the do-operator[143] to find the causal effects in various con-

texts. The combination of context, action, and outcome values describes the rules that define

the personal model and can be updated over time using personal multimodal data.
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5.1 Events in a cybernetic system

The goal of event mining is to understand systems that interact with their environment and

their next actions are decided by the current state of the system and the feedback received

from the environment. These interactions and the behavior of the system is monitored in

form of events. Cybernetics and control theory have long attempted to describe such systems

in a mathematical framework. The mathematical model in classic systems theory states that:

X[k + 1] = A[k]X[k] +B[k]U [k]

Y [k] = C[k]X[k] +D[k]U [k]

Where X, U, and Y are the system true state, inputs, and measured output vectors respec-

tively. A, B, C, and D are matrices that provide the appropriate transformation of these

variables at a given time k.

Events are the agents of change in such dynamic systems. Every interaction with the en-

vironment (external event) affects the underlying system state. The state of the system,

in turn, determines the next actions of the system (system generated events) which may

affect the environment as well as the system state. This is true even for human bodies and

various biological functions. A cybernetic view of the human systems and behavior allows

us to interpret different individual, social and environmental events as an input to the sys-

tem. Every event propagates a change in the system and impacts the occurrences of future

events.

We will use the relationship between cardio-respiratory fitness and endurance activities

among humans to highlight event interactions in a dynamic system and how we can utilize

event mining operations to model the behavior of such system and identify the effect of

external and system events on the system state.
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Figure 5.1: Event interactions between a dynamic system and the external environment.
These interactions determine the future state and behavior of the system. Event mining
operations can be used to articulate and test these relationships.

5.2 Causal relationships between events

Events (such as sleep and exercises) impact health state parameters such as aerobic fitness

in human bodies. These health state changes, in turn, affect the occurrence of other events

(e.g., heart rate changes during exercise) during our daily lives. Let us consider the effects

of exercise habits on V O2 Max, an essential aspect of cardio-respiratory fitness (CRF). V O2

Max describes the volume of oxygen required by our bodies to function at maximal heart

rate capacity and is a significant predictor of long-term cardiovascular health [155]. It is also

widely accepted as a good predictor of performance in endurance sports [166, 23]. At the same

time, repeated exposure to endurance training affects our pulmonary, cardiovascular, and

neuro-muscular systems leading to improved delivery of atmospheric oxygen to mitochondria

and improved exercise performance[69]. The magnitude of fitness improvement depends on

multiple factors, notably the existing fitness levels and intensity, duration, and frequency

of endurance exercises[196]. Though there is no consensus about the ideal duration of a

training plan, some studies have observed a more remarkable improvement in V O2 Max

in the first six weeks of training. After that point, the CRF tends to stabilize, and any

improvements observed in performance are due to other factors such as exercise economy
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and lactate threshold[150, 68].

Recovery/resting periods also play a vital role in adapting to various exercise inputs. Too

much training with little to no rest leads to overtraining[110] and does not allow the body

to recover from exercise strain. On the other hand, too much rest leads to de-training[132]

and does not have long-term health benefits. Sleep is essential to recovery between exercises

and contributes to changes in CRF. Various sleep disorders affect post-exercise recovery, and

successful interventions also lead to improvement in performance[167].

Therefore, we can infer from the above discussions that exercise events in the past six weeks

have a causal impact on a person’s current expected endurance capacity. However, the past

exercise events can affect current cardio-respiratory fitness via multiple mechanisms that we

will capture using different aggregation operations.

The impact of an event on the health state can be viewed as an impulse response that

asymptotically returns to its equilibrium state (fig. 5.2). Thus the effect of any event on our

health state (and other events) decreases over time, and the aggregated effect of the events

occurring only in a specific time window (with non-zero impulse response value) in the past

can be observed in the outcome. This natural tendency to achieve homeostasis keeps the

effects of an event bounded and allows us to apply cybernetic principles while modeling

the effects of lifestyle on health state parameters. It is possible to estimate the impulse

response function and decay rate following specific events as shown by [212] in the context

of forecasting blood-glucose response to different food items. However, this requires detailed

high-frequency sampling of data streams for every individual. Due to this constraint, we have

limited our approach to estimating the average effect of events over a larger time interval.
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Figure 5.2: Exercise and Sleep events affect cardio-respiratory fitness. Every endurance
exercise event (such as running) puts a volumetric stress on our heart, that reduces the
maximal work capacity temporarily, but adequate amount of rest (sleep) can lead to an
improvement in maximal work capacity. However, in absence of future exercise events, VO2
Max would asymptotically return to its baseline value. Thus, the effect of exercise and sleep
on VO2 Max can be viewed as an impulse response that slowly goes down to zero.

5.2.1 Event patterns as causal links between events

As discussed in the previous section, events in the past impact current health outcomes and

events. Any causal event relationship has at least three components, 1) Cause (event), 2)

Outcome (event), 3) Temporal delay. An event pattern can represent these relationships if

the cause and outcome events or parameters of an event. For example, endurance exercises

in the last six weeks have significantly improved CRF [18]. This effect can be captured as a

temporal event pattern, P1, as:

P1 = ESExerc∆0,42daysESCRF

We can convert any known biological event relationships to event patterns, which can be

utilized for health state modeling and estimation. The bounded nature of the event impulse

response allows us to use patterns for computational efficiency as only the events in a specific

time window can have an observable effect on the outcome. Some example patterns are shown

in table 5.1.
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Cause Outcome Temporal
Relationship

Pattern

Exercise CRF Past 42 days ESExe.∆0,42daysESCRF

Resting CRF Past 7 days ESRest.∆0,7daysESCRF

Exercise Sleep Past 7 days ESExer.∆0,7daysESSleep

Table 5.1: Examples of causal event relationships captured using patterns.

Different attributes of an event can affect the outcome event through separate mechanisms.

For example, heart rate variations during an exercise event (measured by hr zone events)

play a part in changing the physiology of our heart. At the same time, exposure to the sun

during exercise (measured using exercise start and end time) impacts melatonin production,

contributing to sleep onset and sleep efficiency. These factors, derived from the same event,

have different effects on the outcome (CRF). These effects can be derived from the pattern

that relates exercise events to CRF events (exercise events with a CRF value).

Ghrzone = P1.groupBy(ESCRF ).apply(hrzoneDuration)

Gexer.T ime = P1.groupBy(ESCRF ).apply(averageStartT ime)

The effect of an event attribute that has a causal effect on the outcome can be aggregated

from the events that satisfy the temporal pattern. Thus, every group-aggregation operation

represents a causal pathway from one event (exercise) to the outcome event (sleep).

5.3 Hypothesis Specification

Causal hypothesis representation should allow the expert users to incorporate their prior

beliefs and external knowledge in the experiments. We have discussed how event patterns

can be used to identify event pairs that are causally related; we will now attempt to extend
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Figure 5.3: a) Events have causal relationships among themselves, and these relationships
manifest themselves in different parameters and event occurrences. b) Pairs of such events
can be captured using event pattern operators with appropriate temporal delay. c) Group
and aggregation operators allow us to derive multiple causal factors from an event pattern
that represent multiple causal pathways between the events.

this line of thinking using group-aggregate operations to find the aggregate causal effect of

the past events causally related to the outcome.

5.3.1 Capturing knowledge as DAG

Graphs have been used to encode relationships between entities in different domains. Knowl-

edge graphs are a commonly used data structure for encoding different types of relationships

between different entities in the system—similarly, a hypothesis of known and suspected

causal event relationships that need to be tested. These can be represented using a Directed

Acyclic Graph (DAG) structure commonly known as Causal Graphical Model.
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Causal Graphical Models (CGM) have been used extensively in varied scientific literature

and experiments. CGMs are traditionally used to represent the causal assumptions between

variables in an experimental setting. Different parameters are represented as nodes and a

directed edge represents a causal dependence from cause to effect [143]. Missing edges be-

tween variables represent the lack of a known causal relationship between the variables. The

assumptions in the causal graph originate from external knowledge sources (e.g., scientific lit-

erature, randomized trials, personal beliefs). The CGM can estimate the causal effect of one

variable on an outcome using functional (Structural Equation Modelling) and probabilistic

(Bayesian) estimation mechanisms.

We can describe such causal relationships between events in the form of CGMs. We can

describe multiple causal pathways between events using “group-aggregate” operations, each

operation generating one parameter in the graph. Pattern operations allow us to identify

events that have a causal impact on the outcome of interest, and group-aggregate operations

allow us to find out parameters of interest from the related events. These parameters are

represented as nodes in the resulting CGM, and edges represent the causal relationships

between these parameters(fig. 5.3). Since we are computing the variables by aggregating or

selecting values from patterns, the possible causal links between the parameters are defined

by the temporal relationship between the variables i.e., variables derived from the preceding

events in a pattern can affect the parameters of the future event.

The causal graphical model thus generated can be considered a causal hypothesis. We can

choose one of the relationships to test in the graphical hypothesis and find the causal effect

of the selected parameter while applying the principles of Pearl’s do-calculus [143] to deter-

mine the confounding variable set. Figure 5.2 illustrates how we can convert known event

relationships to causal hypotheses using event patterns and group-aggregation operations.
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5.3.2 Causal hypothesis

The specification of the hypothesis includes causal relationships between different parame-

ters described as CGM and the definitions of the parameters in the form of event mining

operations. We utilize the two components and apply the required statistical methods to

test one or more of the links specified in the CGM. This hypothesis formulation allows us

to easily include new relationships using the graphical structure and additional parameters

using the event mining operators.

Hypothesis testing is accomplished in two steps:

1. Creation of data set using event mining operators: We can compute the values for

each variable in the hypothesis using their corresponding event formulation. Due to

the nature of the group-aggregate functions, each variable value is associated with

an outcome event instance. Thus, processing all the event formulations results in a

relational data set with each row of variables corresponding to an outcome event and

can be considered a treatment unit.

2. Testing the statistical validity of relationships in the data set: We can use the graphical

structure of the hypothesis to identify the minimum set of variables that would block

all backdoor paths [144] between the intervention and the outcome node. This allows

us to simulate the do-operator and find the effect of changing the intervention variable

(or events) on the outcome.

The two-step verification process allows us to incorporate new causal relationships and enrich

the model to understand the system better and observe novel behavioral patterns. We can

also utilize the verified structure of the hypothesis to create models for predicting the state

and behavior of the system. We will now present a formal definition of the hypothesis in

terms of a DAG and event mining operations.
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Formal hypothesis definition

The causal structure for the hypothesis is defined as a directed graph G = (E ,V) where

V is the set of vertices in the graph and E is the set of edges in the graph that represent

the causal relationships. Every node in the graph has an associated parameter(ν) defined

as a pattern-group-aggregate operation. We first need to specify the causal event link as a

pattern (Pi) and apply the aggregation operation(F) to derive the parameter(ν). Therefore,

for every causal link, ei, let :

ei = (N in
i , N

out
i ) ∈ E ∧N in

i , N
out
i ∈ V

Pi := ESini CESouti

Gi := Pi.groupBy(ESouti )

N in
i .ν := Gj.apply(F)

N out
i .ν := ESouti .Param

(5.1)

As described in chapter 4, every value (νji ) computed using a group-aggregation function

is associated with an event from the outcome event stream (ej ∈ ESout). Thus, values(ν)

associated with any node Ni has the structure:

Ni.ν := {(ej,F({ek}))∀ej ∈ ESout,∀ek|(ek, ej) ∈ Pi}

This property of the aggregated groups allows us to relate each node’s values with an event

in the outcome event stream. Extending this over all the nodes in the hypothesis allows

us to create a relational data set of all the parameters indexed by the outcome events and

can be used for testing the hypothesis where every row in the data set can be considered a

treatment unit.
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Figure 5.4: Causal relationships between variables can be captured in a DAG structure
called Causal Graphical Model (CGM). The do-operator can be used to find the causal
effect of intervention (X) on the outcome (Y). Conceptually, the do-operator is equivalent to
removing all incoming causal links to the intervention, that could lead to a backdoor path to
the outcome. In the above figure, we remove the link from B to X (by controlling for B) but
not on C as it is the collider node between X and Y, and blocking on it would open another
back-door path from X to Y.

5.4 Hypothesis testing

There is a rich body of literature about CGMs and identifying minimal causal path blocking

variables from the graphical structure itself[142]. Wright et al. first championed the use

of causal path analysis [201] to answer causal queries and quantify causal effects. Pearl

et al.[143] combined the causal path analysis with Bayesian modeling and provided the re-

searchers a way to articulate causal relationships as separate entities from statistical concepts.

Assuming that we capture causal event relationships as temporal patterns and capture the

aggregated causal parameters using group operations, we can utilize the CGM principles to

identify the causal effects of aggregated event parameters on the outcome.

Figure 5.3(c) describes a hypothesis that relates different endurance training metrics (derived

from multimodal data streams collected with exercise events) with cardiovascular perfor-

mance and cardiovascular fitness. These relationships are derived from the literature in the

exercise physiology domain and tested in different clinical trials (discussed in the previous

section). However, the causal effect of any one of the parameters is unlikely to be consistent

across all individuals. Therefore, we need to perform an N-of-1 analysis to utilize observa-

tional data collected for an individual and find the causal effect of different relationships in
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Figure 5.5: Detailed view of hypothesis testing framework. Treatment, outcome and covari-
ates are derived from event operations associated with every node in the causal graph. The
parameter values are then converted to categorical labels and the units are then matched
using CEM (Coarsened Exact Matching). For each matched set we find the validity of the
encoded relationship using Fisher’s exact test and significant relationships are added to the
set of rules that describe the model of the system. These rules can be continuously updated
using incoming data and provide a causal understanding of the system (shown in the red
outline).

our hypothesis. We can use the graph structure to find the minimal set of variables needed to

block all causal pathways except the one being tested and simulate the do-operator to find

the direct causal effect. For example, to find the causal effect of training stress (source)

on current fitness (outcome), we need to observe past fitness, as it lies on an alternate

causal pathway, in order to find the direct causal effect of the source on the outcome.

5.4.1 do-operator

As described in Pearl et al. [143], we can consider the do-operator, do(X = x), as an

intervention in the causal mechanism that sets the random variable X to value x while not
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disturbing any of the non-descendant nodes in the causal graph. Graphically, intervening

on X can be viewed as removing all incoming edges to the node representing X as shown in

figure 5.4. It can be defined as follows:

P (Y = y|do(X = x)) =
∑
z

P (Y = y|X = x, Z = z)P (Z = z)

where Z is the set of intermediary variables intercepting any indirect causal paths between

X and Y . The additional set of variables to be controlled or covariates (Z) is determined

from the causal graph using backdoor principle[142]. We can find the direct causal effect of

any intervention (do(X=x)) on the outcome (Y ) as

CDE = E(Y |do(X = x), do(Z))− E(Y |do(X = x′), do(Z))

where x′ is the baseline against which the effect of an intervention is to be measured.

In addition to the causal effects, this modeling paradigm also allows us to answer queries

about counterfactual events and attribute specific outcomes to individual events or a set of

events. These queries are impossible to answer in a purely statistical model but are essential

for understanding the system’s functioning.

5.4.2 Unit Matching and testing

The do-operator provides us with a conceptual framework for identifying the causal effects of

different interventions and explains that it is essential to remove any bias due to covariates to

understand causal relationships. Randomized experiments provide an experimental avenue

for removing this bias by using an ignorable treatment assignment that is independent of the

covariates. However, this approach is not possible when using observational data to estimate

causal effects as all the events and data collection happened in the past. We attempt to

replicate the randomized treatment assignment by obtaining treatment and control groups
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with similar covariate distributions[179]. Once we have matched control units with similar

treatment units (with respect to the covariates), we can use different techniques (e.g., t-test,

linear regression, CART, etc.) to estimate the treatment effect for each treatment unit.

The treatment effect reported in this case is the Average Treatment effect for the Treated

or ATT. The first step in this analysis is identifying the appropriate set of covariates for

matching the units. Typically, researchers tend to be liberal when choosing the covariates as

including variables that are not associated with the outcome can lead to a slight increase in

variance, but excluding a potentially important (correlated) variable can lead to a significant

increase in bias[179]. However, we should also be careful not to include any variables that the

treatment or intervention of interest may impact. Using CGM for identifying the covariate

set alleviates these concerns as we are only choosing the set of variables that remove the

causal impact from variables except the ones included in the intervention[169].

Causal analysis using matching methods can be largely divided into four steps that are

discussed below:

Distance Metric

Distance metrics define “closeness” or similarity between different units based on the covari-

ate values. We will discuss three common ways to define the distance Di,j between units i

and j.

1. Exact Matching : This method directly compares the covariate values(Z) and returns

a binary similarity score. It can be defined as :

Di,j =


0, if Zi = Zj

1, otherwise

Exact matching is the ideal distance metric in many ways[60], but it can lead to
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many unmatched units in the case of high dimensional covariates. However, coarsened

exact matching(CEM) allows us to utilize exact matching on a more extensive range of

variables, for example, defining categories based on total exercise minutes in the last

42 days rather than using the continuous values of the variable. We have used CEM

in our experiments discussed in chapter 7 for causal effect estimation.

2. Mahalanobis distance: It can be defined as:

Di,j = (Zi − Zj)′Σ−1(Zi − Zj).

where Σ is the covariance matrix of Z in the complete control group.

Mahalanobis distance can work well with relatively few covariates, but it does not

perform well when the covariates are not normally distributed or are high dimensional.

3. Propensity score: Propensity score(ei(Zi)) for a unit i is defined as the probability of

receiving the treatment given the observed covariates, ei(Zi) = P (Ti = 1|Zi), and can

be estimated using methods like logistic regression, CART and generalized boosted

models. We can use propensity scores to match units in place of the covariate values

because the distribution of covariates is identical for both treatment and control groups

at every value of the propensity scores. If the treatment assignment is ignorable given

the covariates, then the same holds for the propensity scores. We can define the

distance between two units i and j as:

Di,j = |ei − ej|.

A variation of propensity score, known as “linear propensity score” has been found to

be very effective in reducing bias[160, 159] and can be defined as

Di,j = |logit(ei)− logit(ej)|.
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Matching method

We can use the selected distance metric for matching similar units. The goal of the matching

is to find a set of control units that resemble the treatment units in covariate distribution and

thus allow us to simulate randomized experiments from observational data. Some commonly

used matching techniques are:

1. k:1 nearest neighbor : In this method, we match a treatment unit with k nearest treat-

ment units in terms of the distance metric selected. Nearest neighbor methods always

simulate the ATT as we attempt to find the nearest control units to every treatment

unit and may exclude control units that are not close enough to any treatment unit.

2. Subclassification and Full matching : Subclassification matching methods search for

groups of units that are similar as defined by the distance metric though the number

of groups or clusters need to be specified before matching. Full matching applies a

similar methodology; however, they select the number of groups automatically. Each

matched set of units contains at least one treatment and one control unit and can be

used to estimate both ATT and ATE (Average Treatment Effect).

3. Weighting :Propensity scores can also be included directly in estimates as inverse weights.

One commonly used weighting scheme is Inverse probability of treatment weighting and

the corresponding weight can be defined as

wi =
Ti
ei

+
1− Ti
1− ei

There are many such weighting schemes found in causal inference literature and can

be found in [179].

86



Quality of matching

Determining the quality of matching is very important for the matching analysis. Conven-

tional metrics of accuracy or model performance do not necessarily capture matching quality,

as our goal is to minimize the differences in covariate variable distributions between treat-

ment and control groups. We can compare the multidimensional histograms of all covariates

between the treatment and control groups; however, this approach might not be viable in all

problems as the histograms may be very coarse and may have numerous regions with zero

value. Additionally, different numeric and graphical methods can be used to evaluate the

similarity of distributions.

1. Numeric methods : Some commonly used numerical metrics are standardized difference

of means and ratio of variances between treatment and control groups for all covariates

or propensity scores.

2. Graphical methods : QQ (quantile-quantile) plots can be used to compare the empirical

distribution of each covariate in the treatment and control group. Plots of standardized

difference of means of variables between unmatched and matched sets can also inform

us whether matched units are closer to each other than unmatched units.

Outcome Analysis

Matching methods result in treatment and control groups with adequate covariate balance,

and we can now move on to the analysis stage. We utilize Fisher’s exact test to identify

the differences in the outcome distribution for the treatment and control units which is

interpreted as the average treatment effect for the treated (ATT). The weighted sum of

estimates for each matched set leads to the final estimates ATT.
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5.5 Use cases

These steps result in rules that represent causally significant relationships between the aggre-

gated event features and the outcome events included in the patterns. Patterns derived from

external knowledge sources are verified using the above mentioned steps and are included for

future hypothesis tests if found to have a significant average treatment effect. These rules

describe the system behavior and are inherently interpretable. Thus, the rule-based model

enhances our understanding of the system and can help identify effective interventions and

recommendations.

The verified hypothesis can also be used as a template for models to predict system state and

behavior. The incoming links to a node included in the verified hypotheses can be viewed as

known causal factors for the parameter represented by the node and can be used as features

to train a prediction model for the parameter. We have performed several experiments to

show the utility of this modeling framework in the context of personal health and lifestyle

interactions and will be discussed in chapter 7.
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Chapter 6

Data-driven temporal event pattern

discovery: Hypothesis discovery

Events from different sources and recognized from multimodal data streams form the history

or the lifelog of the individual. The lifelog of an individual contains a digital representation of

their actions, habits, and lives and can thus be utilized to discover their repetitive behaviors.

The data-driven discovery of frequent event patterns adds value to the N-of-1 modeling by

enabling the analyst to discover unknown event relationships idiosyncratic to the individual

and identify contextual situations determined by the events preceding the outcome of interest

that may not have a direct causal impact but affects the outcome indirectly.

The events are available to the analyst in the form of a large sequence of timestamped events.

For example, ES =< (E1, t1), (E
+
2 , t

+
2 ), (E3, [t

+
3 , t
−
3 ) > represents a sequence of 3 events with

associated temporal information. Each event can be one of the three types (point, interval,

or semi-interval event).

In this chapter, we will discuss how we can derive frequently observed patterns of events. We

propose an episode mining approach to derive frequent patterns. The episodes are defined

relative to an outcome of interest and a time range that includes the relevant events. We
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discuss how multimodal data associated with events can reduce the variance within events of

the same type (e.g., find different sleep events). After obtaining the symbolic representation

for similar events, we can discover the frequent event patterns. We utilize semi-interval events

to describe event patterns as described by Moerchen et al. [116]. We adopt a novel tree-

based indexing of semi-interval event sequences to index commonly observed episodes and

discover frequent patterns by traversing the tree in a depth-first manner. We will evaluate

the proposed approach using a simulated dataset with controllable error rates and randomly

injected fixed event patterns.

6.1 Temporal Pattern discovery

Temporal patterns describe associations between different temporal events observed in the

system. The majority of works in sequential and temporal pattern mining have focused on

discovering frequent patterns as defined by the support of the pattern. These patterns and

corresponding sequential pattern discovery algorithms were discussed in chapter 3.

However, not all interesting patterns are likely to be frequent. For example, event patterns

containing a relatively rare event are unlikely to be frequent in the set of all event patterns.

Therefore, we adopt an outcome-dependent frequent episode discovery approach, i.e., dis-

covering patterns that lead to an outcome of interest. This makes it possible to discover

patterns leading to the outcome, and the analyst can then interact with the pattern dis-

covery operator to further refine the patterns by specifying the events they want to exclude

from the analysis.
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6.1.1 Multimodal Event clustering

Different frequent pattern and episode mining paradigms for temporal events assume a sym-

bolic representation for temporal events. All events representing the same user activity (e.g.,

Sleep) are represented by the same symbol in such methods. However, a significant distinc-

tion between such symbolic events and real-life events is the variation among the events

representing the same activity. For example, individuals may describe their sleep events as

excellent or poor based on how rested they feel after the event. Oftentimes, the goal of the

analysis is to find patterns that lead to these variations in the outcome event. Therefore,

the analysis needs to identify different categories of the outcome event as required by the

goal of the analysis.

Multimedia and multimodal event representations are useful for addressing this problem,

as an event’s informational and experiential aspects capture the associated information for

every event. We can utilize an event’s informational and experiential parameters to redefine

the event categorization for lifestyle events (such as sleep, walking, and running).

We can define multiple ways to relabel events using the event mining operations and com-

monly employed machine learning techniques:

1. User-defined categorization: Analysts can use event filter operations (define in

chapter 4) to create new event streams from existing events that match user-defined

constraints. This operation can also relabel the events based on constraints derived

from domain knowledge or the analyst’s intuition. For example, if the analysts want

to find the differences between patterns leading to longer sleep events (sleep duration

≥ 8 hours) and shorter sleep events (sleep duration < 6 hours), they can define a new
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event stream (ESnew sleep) as follows (Eq. 6.1):

ESlong sleep = σ(ESsleep,Φ := duration ≥ 8hrs)

ESshort sleep = σ(ESsleep,Φ := duration < 6hrs)

ESnew sleep = ESlong sleep ∨ ESshort sleep

(6.1)

2. Sub-event based categorization: Experiential information associated with an event

can be used to derive sub-events within an event in the database. These sub-events

can then be utilized to derive additional informational parameters for the events and

used as any other parameter for relabeling the events. For example, different running

events with identical duration and calories burned could drastically impact a person’s

body depending on altitude variations during the run. This aspect of the event can

be captured using an event mining operation (Eq. 6.2) to discover uphill and downhill

running sub-events and using the aggregate duration as event parameters.

ESuphill run = Run ∧ detect− climb(Altitude)

ESdownhill run = Run ∧ detect− descent(Altitude)

Ascent duration = (Run ⊥ ESuphill run).groupBy(Run).apply(Φ := sum(duration))

Descent duration = (Run ⊥ ESdownhill run).groupBy(Run).apply(Φ := sum(duration))

(6.2)

3. Event Clustering: The informational event parameters can be utilized as features

to describe a multimedia event. These features can be used to train an unsupervised

model to find prominent event clusters. This method can relabel events in a completely

data-driven manner and assumes that events with similar features have similar semantic

meaning and have similar event patterns associated with them. Figure 6.1 depicts the

clustering approach implemented on PMData dataset[180] collected for 16 individuals
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Figure 6.1: Events of the same type can still have a lot of variance in terms of the experience
of the events. This variance is captured by the event features and concurrently captured
multi modal data streams. Clustering on these related parameters can help us find new
event labels that lead to reduced variance in events with the same label. This figure shows
the reduction in values of event parameters for sleep, run and walk events after clustering
the events to find clusters of events with similar experiential and informational aspects.

over a period of 5 months1.

6.1.2 Event Episode

Event episodes are the set of temporally ordered events that should be considered when

discovering the frequent patterns. These are defined by a time window, or episode duration,

relative to an instance of the outcome event. Event episodes include all events from relevant

event streams (as determined by the analyst) that occur in the specified episode duration

before the outcome event. All frequent patterns relevant to understanding the outcome

event occurrences are assumed to occur in the time window defined by the episode duration.

Formally, this can be defined as :

Definition 6.1 (Event Episodes). Given an outcome event stream ESout, episode duration

τ = [t1, t2] and the set of relevant event streams ESin =< ES1, ES2, ..., ESk >, an episode

1https://datasets.simula.no/pmdata/
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Figure 6.2: Event episodes highlighted on a timeline. This figure shows an example of event
episodes relative to sleep events and includes meals, exercise and screen activity events.
Every event in the sleep event stream has a corresponding event episode. Episode duration
is [2, 24] hours, therefore events from the selected event streams occurring in the specified
window are included in an event episode.

(ε) contains all events that are followed by an event from the outcome event stream in the

time interval, τ .

ε = {(ejout, εj)∀e
j
out ∈ ESout, εj = {ein|∀ein ∈

k⋃
i=1

ESi ∧ ein∆τe
j
out}}

where ∆τ represents the conditional sequential constraint between events.

Figure 6.2 depicts a pictorial representation of event episodes. Commonly used pattern

mining frameworks result in many spurious patterns if we lower the threshold to discover

rare or anomalous patterns. However, defining the event episodes concerning an outcome of

interest allows us to discover patterns related to a rare event using the same frequent pattern

mining framework and lower support thresholds as the number of episodes is determined by

the occurrence frequency of the outcome event.
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6.1.3 Event and Pattern model

Once we have converted the multimedia events to their symbolic representation and created

the required episodes, we can use the episodes to index the sequential event patterns in a

tree structure where every path from the root node (the outcome event) depicts a sequential

event pattern. We will discuss the event and pattern representation used to create the event

episodes and index sequential patterns.

Event Model

As discussed in the previous sections, temporal events are usually represented as points,

intervals, or semi-interval events. Temporal point event representation is commonly used

in pattern discovery applications. However, it is insufficient to incorporate interval events

in the same framework. Different works integrate both interval and point representations

for pattern mining, or hybrid temporal pattern mining [203]. However, the interval relations

described using interval algebra are more restrictive as compared to semi-interval event

algebra and can lead to some pattern occurrences not being recognized despite matching the

desired event order[116].

We will be using the semi-interval event representation in this work. Therefore, any interval

event E spanning over time interval (ti, tj) will be represented as two tuples, (E+, ti) and

(E−, tj), where E+ and E− represent the start and finish end points of the interval event

E. Thus, the event episodes are likely to contain interval end-points, and the patterns need

to be defined as semi-interval event sequences. These sequences can be easily translated to

interval event pattern operations described earlier in this work.
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Pattern Model

The semi-interval event representation allows us to describe different event relationships with

sequential operators, which can be extended to incorporate the temporal gap distribution

between two event pairs. A single semi-interval event pattern can incorporate patterns

described by multiple interval arrangements. Semi-interval patterns also allow us to include

partially ordered event patterns. Thus, the flexibility of the semi-interval event patterns

allows them to be discovered at a smaller support threshold as compared to the corresponding

interval event patterns (fig. 6.3). This has also been observed in experimental studies

comparing the semi-interval pattern matching with interval patterns described using Allen’s

algebra [119].

Morchen et al. [116] discuss two categories of patterns described using semi-interval events

Semi-interval Sequential Patterns (SISP) and Semi-interval Partial Order patterns (SIPO).

SISPs are sequences of itemsets or events with strict order between all semi-interval events

in the pattern. SIPOs, on the other hand, allow a partial order between itemsets or events

in the pattern which can be represented by a directed acyclic graph. The example SIPO in

figure 6.3 specifies strict orders between A+ and A−, but no order is specified between A+

and B+. We extend this representation by associating a temporal constraint with each edge

in the SIPO and SISP.

In our work, we propose an approach for discovering frequent pairwise conditional sequen-

tial semi-interval event patterns leading to the corresponding outcome event for the event

episodes. We utilize clustering methods to find common temporal delays between a pair

of events that describe frequent conditional sequential patterns between the events. The

pairwise patterns can be used to remove events belonging to infrequent patterns from the

episodes.

The filtered episodes are used for indexing events in a tree-like structure (fig. 6.4) that stores

different SISP leading to the outcome event. The root of the tree represents the outcome
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Figure 6.3: Semi-interval Partial Order (SIPO) patterns allow increased flexibility compared
to interval algebra patterns as situations requiring multiple interval algebra patterns can be
described using a single SIPO and thus can be discovered at a higher support threshold and
reducing the number of spurious patterns. SIPO also have the added advantage of requiring
only two types of event relationship operator (sequential and concurrent), which can be easily
extended to incorporate the observed temporal gap distribution between the events.

Figure 6.4: A sample tree model of semi-interval events leading to poor sleep events. Every
path on the tree starting from the root node represents a sequential pattern.

event used as the reference for creating the episodes. Every edge in the model connects an

event to a preceding event and stores the time gap distribution observed for the event pair.

Every path originating from the root node represents a SISP originating from the outcome

event and connects to the previous event in the sequential pattern.

6.2 Pattern Discovery Algorithms

This section will discuss the algorithms used for discovering the pairwise frequent conditional

sequential event patterns and the tree-based event indexing that can be used to find larger
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sequential patterns.

6.2.1 Pairwise Event Pattern Discovery

Pairwise frequent conditional sequential patterns capture the temporal relationship between

two events. Finding all pairwise event patterns can have O(N2) time complexity forN events,

and adding the complexity of searching for common delays between events can significantly

increase the time complexity of the problem. However, we are only concerned with patterns

that lead to the desired outcome event, which allows us to find all delay values between

event pairs in a single pass of data; we can then utilize appropriate statistical method (e.g.,

clustering, t-tests, peak finding) to find different distributions of the observed delay values.

We present an approach for discovering all pairwise conditional sequential patterns that lead

to the outcome event (described in algorithm 1). This is accomplished using a two-step

approach. The first step requires iterating through all the episodes in reverse chronological

order and store all observed delays between pairs of events (lines 4-9) in a hash map. We

then utilize a mixture-model based clustering approach to find constituent distributions for

the observed delay values and utilize the maximum, and minimum values observed for each

component of the mixture-model to find the different delay ranges (lines 10-18). Thus, for

each event pair (ein, eout) we find a set of time-intervals {τj} that define the commonly

observed delays between the two events.

The derived patterns can be used as a filter to remove non-frequent event occurrences before

indexing the episodes. This is possible due to the downward closure property of support

of patterns. This property states that for two sequential patterns ρi =< ei,1, ei,2, ..., ei,m >

and ρj =< ej,1, ej,2, ..., ej,n > and ρi is a sub-sequence of ρj i.e. ∃{k1, k2, ..., km} such that

ei,1 ⊆ ej,k1 ∧ ei,2 ⊆ ej,k2 ∧ ei,3 ⊆ ej,k3 ..... ∧ ei,m ⊆ ej,km , then support(ρi) ≥ support(ρj).

98



Algorithm 1 Frequent pairwise conditional sequential pattern discovery

Require: episodes = {(ei, ti)|∀i, ti ≥ ti+1} . Events are in reverse chronological order
Require: MinSupport
1: delayMap := HashMap(string, list[numeric])
2: delayIntervals := HashMap(string, list[numeric])
3: outputInterval := HashMap(string, list[numeric])
4: for i, episode ∈ enumerate(episodes) do
5: eout := episode[1]
6: for ein in episode[2:] do
7: delayMap[ein].append( eout.t− ein.t)
8: end for
9: end for
10: for k in delayMap.keys() do
11: delayValues := delayMap[k]
12: delayIntervals, intervalMembership := clusterDelays(delayValues)
13: for j, range ∈ enumerate(delayIntervals) do
14: if |{mi|∀mi ∈intervalMemberships∧mi = j}| ≥MinSupport then
15: outputInterval[k].append(range)
16: end if
17: end for
18: end for
19: Output outputInterval
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This is also true for temporal patterns, thus if any temporal pattern, ρ, contains a sub-

pattern ei∆δeout that is not a part of any frequent pairwise patterns between ei and eout then

support(ρ) < min.support. Thus, we can safely remove all occurrences of ei from episodes

that do not match one of the frequent pairwise patterns. We use this property when creating

the tree model of event episodes to reduce the number of spurious patterns in the model.

6.2.2 Tree based episode indexing

As discussed in the previous section, filtering the episodes using frequent pairwise patterns

leads to reduced noise in the episodes, and the variations in the episodes are caused only

due to frequent patterns. Therefore, we can use the filtered event episodes to discover larger

frequent patterns (algorithm 2). We present an algorithm for indexing all filtered episodes

in a tree structure (described in algorithm 3), which can then be utilized to find frequent

temporal patterns of semi-interval events.

The root node represents an empty episode, and the subsequent events in the episode are

processed in reverse chronological order. Events in an episode are added to the tree in a

depth-first manner, and a new node is added when the episode branches from or extends

previously observed episodes (lines 3-10). Every node in the tree stores the episode identifier

and the timestamp for every event matched to the node and links to the subsequent nodes

representing the next events in different episodes (lines 8-10). The timestamp information

is utilized to find the corresponding delay values in the tree between neighboring nodes

(representing consecutive events in the episodes). The distribution of delay values between a

node and its parent node is associated with the node and describes the temporal relationship

between the events. The nodes also contain the number of occurrences of the sequential

pattern starting from it and leading to the outcome event corresponding to its support in
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Algorithm 2 Filter episodes using frequent conditional sequential patterns

Require: episodes = {(ei, ti)|∀i, ti ≥ ti+1}
Require: eventPairs = {(ein, τ)|supp(ein∆τeout) ≥MinSupport} . Frequent event pairs

from algorithm 1
1: filteredSequence := list[list[events]]
2: for i, episode ∈ enumerate(episodes) do
3: filteredEpisode := list[events]
4: eout := episode[1]
5: filteredEpisode.append(eout)
6: for ein in episode[2:] do
7: delay := eout.t− ein.t
8: for τ ∈ eventPairs[ein] do
9: if τ [0] ≤ delay ≤ τ [1] then
10: filteredEpisode.append(ein)
11: break
12: end if
13: end for
14: end for
15: filteredSequence.append(filteredEpisode)
16: end for
17: Output filteredEpisode

the episode database.

Thus, the tree model stores all observed episodes that lead to the outcome of interest and

can be used to discover different types of patterns (closed or maximal). Every path from a

root node describes a SISP that leads to the outcome event. We can take advantage of this

property to identify closed patterns from the tree model. Additionally, the occurrence count

associated with each node allows us to calculate the support value for the pattern and can

be used to identify frequent patterns.

6.2.3 Frequent closed SISP extraction

We extract frequent closed SISPs from the tree model using a recursive depth-first traversal

algorithm (algorithm 4). A depth-first traversal of the tree explores all sequential episodes

available in the tree to extract sequential closed patterns from the tree. We incrementally
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Algorithm 3 Index events in the suffix tree structure to discover frequent sequential patterns

Require: filteredEpisodes = {(ei, ti)|∀i, ti ≥ ti+1} . filtered episodes from algorithm 2
1: TreeModel := HashMap(string,EventTreeNode)
2: for i, episode ∈ enumerate(filteredEpisodes) do
3: eout := filteredEpisodes[1]
4: curNode := TreeModel[eout]
5: curNode.addTimeStamp(i, eout.t)
6: curNode.incrementCount()
7: for ein in filteredEpisodes[2:] do
8: curNode := curNode.next[ein]
9: curNode.incrementCount()
10: curNode.addTimeStamp(i, ein.t)
11: end for
12: end for
13: Output TreeModel

Algorithm 4 Recursive depth-first traversal of the event tree model to obtain frequent
patterns

Require: EventNode . Node from tree model of episodes from Algorithm 3
Require: Min.Support
Require: AllPatterns . Contains all frequent closed SISP upon completion
Require: CurrentPattern

if EventNode.support < Min.Support then
if CurrentPattern.size > 0 then

AllPatterns.add(CurrentPattern)
end if

else
CurrentPattern.push(EventNode.delayRange)
CurrentPattern.push(EventNode.event)
if EventNode.next.size 6= 1 ∨ then

AllPatterns.add(CurrentPattern)
end if
for n ∈ EventTree.next do

AllPatterns := RecursiveTraverse(n, Min.Support, AllPatterns, CurrentPattern)
end for

end if
Output AllPatterns
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add events and delays to the pattern until we observe a drop in support, at which point the

currently explored pattern is added to the set of all patterns. The patterns are extended until

we have exhausted the current branch of the tree or the support drops below Min.Support.

However, it should be noted that the patterns extracted in this manner do not include

all possible closed sequential patterns from the tree, and further research is required for

extracting the complete set of closed SISP from the tree model.

6.3 Analysis process

The approach described in this chapter can be utilized to power an interactive frequent SISP

discovery framework. The analyst can interact with a visual representation of the tree model

and identify the events or nodes of the tree that represent spurious patterns. This allows

the analyst to refine the patterns until they arrive at a suitable model of the event sequences

preceding the outcome event. Since every node stores the episode identifiers and time stamps

for every associated event, re-indexing the tree can be accomplished by removing the events

represented by the deleted node from their respective episodes and adding the concerned

episodes to the tree model.

The tree indexing algorithm (algorithm 3) has a run time complexity of O(N). Therefore,

the interactive re-indexing of the tree is feasible and can allow the analysts to explore event

patterns on the go.

6.4 Simulated data experiments

We tested the utility of the pattern discovery algorithm described in this chapter for dis-

covering frequent patterns in event sequences using a simulated data set. We also utilize

the PMData data set[180] for discovering frequent SISP that lead to different types of sleep
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events, categorized using a clustering approach.

We utilized a simulated data set to understand the approach’s efficacy in discovering pat-

terns of different lengths in the presence of random noise. The noise here refers to randomly

generated events that do not represent any of the frequent event patterns.

6.4.1 Data generation

The simulated data consists of a single sequence of semi-interval events controlled by a set

of user-defined parameters. The number of distinct events in the sequence is defined by ne.

There can be 2ne distinct symbols in the event sequence representing the beginning and end

point of every interval event. The total number of events in the sequence are determined by

the parameter N . The algorithm randomly generates an event after an interval defined by

parameter δ, called the minimum interval. The probability of random event generation is

determined by parameter α where 0 < α < 1. Higher values of alpha imply a greater density

of randomly generated events or noise.

We can inject fixed sequences of semi-interval events in the data set. The frequency of fixed

sequence generation is controlled by parameter β where 0 < β < 1. Whenever random

event generation is triggered (determined by α), the algorithm will generate one of the fixed

sequences with a probability β. The fixed sequence to be generated is chosen randomly from

a set of fixed sequences. In our experiments, injected two sequential patterns:

S1 := E+
1 ∆25E

+
2 ∆10E

−
2 ∆15E

−
1 ∆5E

+
5 ∆20E

−
5

S2 := E+
3 ∆26E

+
1 ∆15E

−
1 ∆10E

−
3 ∆19E

+
4 ∆10E

+
7 ∆15E

−
4 ∆18E

−
7 ∆10E

+
5 ∆70E

−
5

We varied the noise in the data using the parameter α and compared the number of pairwise

patterns and SISPs discovered at different noise levels and for different values of episode

duration. Values of β, ne, N and δ are set to 0.1, 10, 100000 and 5 respectively. All time
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Figure 6.5: Distribution of number of pairwise frequent event patterns discovered and their
occurrences versus induced error rates and episode duration in the synthetic data.

intervals and delays are measured in minutes.

6.4.2 Results and Discussion

Figure 6.5 shows the number of distinct pairwise patterns and their aggregated occurrences

for different values of episode duration and at different error rates (α). Every line in the

plots represents the number of patterns and pattern occurrences at different error rates. We

can see in the figure that for smaller values of the episode duration, the error rate does not

significantly impact the number of patterns and pattern occurrences. This shows that for

smaller episode duration, the significant pairwise patterns are extracted with high precision.

However, for larger episode duration (> 170 minutes), greater error rates lead to a greater

number of spurious (non-injected) patterns and consequently a larger number of pattern

occurrences. Based on this insight, we expect the number of spurious SISPs to increase

with increasing episode duration, though it is necessary to increase the episode duration for

extracting longer patterns.

Figure 6.6 depicts the occurrences of patterns of different length for different episode dura-

tion. We observe occurrences of larger patterns only for longer episodes. Especially, patterns

originating from S2 are only observed for episode duration > 100 minutes. This matches our

105



Figure 6.6: Occurrences of patterns of different lengths (displayed in legend) for varying
episode duration.

expectation as injected temporal delays in S2 are relatively larger than in S1. We can see

an example of extracted patterns for support threshold Min.Support = 0.05 and episode

duration 120 and 250 minutes in tables 6.1 and 6.2 respectively. As expected, the longer

episode duration allows us to capture longer patterns but, at the same time, also reduces

the precision of the extracted patterns.
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Pattern Significant Occurrences

E−5 True 16776

E+
5 ∆[18,76]E

−
5 True 8202

E−1 ∆[2,10]E
+
5 ∆[18,76]E

−
5 True 4026

E−2 ∆[13,20]E
−
1 ∆[2,10]E

+
5 ∆[18,76]E

−
5 True 4000

E+
2 ∆[8,15]E

−
2 ∆[13,20]E

−
1 ∆[2,10]E

+
5 ∆[18,76]E

−
5 True 3844

E+
1 ∆[23,30]E

+
2 ∆[8,15]E

−
2 ∆[13,20]E

−
1 ∆[2,10]E

+
5 ∆[18,76]E

−
5 True 3164

Table 6.1: SISPs extracted for episode duration = 120 minutes, α = 0.4 and β = 0.1.
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Chapter 7

Personal Models: Exploration and

Examples in Personal Health

This chapter will discuss salient traits of personal health, behavioral models derived using

the proposed N-of-1 approach, and how these can be utilized in a cybernetic framework to

provide continuous health navigation. We have demonstrated the efficacy of our proposed

N-of-1 analysis approach in various publications studying the effects of different lifestyle and

environmental factors on aspects of individual health and behavior such as sleep quality,

cardio-respiratory fitness, and endurance activity performance. We also demonstrate how

we can utilize contextual information to create a model of users’ preferences in different

situations and provide context-aware food recommendations.

7.1 Personalized Health Models

Our health is the sum of our genetics, lifestyle, and environmental exposures. Different

activities and experiences continuously impact different aspects of our health, but we rarely
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Figure 7.1: Our lifestyle events have a large impact on our health. Our habits can either
lead us to a virtuous cycle, where positive health results are a natural outcome of our habits
and in turn help sustain those habits, or a vicious cycle, where our lifestyle leads to a decline
in health which in turn makes sustaining healthy habits even more difficult.

recognize such changes unless we start showing symptoms of a disease. The symptomatic

stage indicates significant disease progression, and it might already be too late for an effective

intervention (especially for chronic diseases such as type-II diabetes and hypertension). Thus,

we need to monitor our health continuously in order to manage it effectively over time.

Continuous monitoring and estimation of health is a difficult task for the existing healthcare

paradigm as the conventional methods of observing health parameters (e.g., blood tests and

X-rays) require large apparatus and significant expertise. On the other hand, the widespread

adoption of wearable and smart devices has empowered individuals to collect rich multimodal

data about their lifestyles and health. This data can be utilized to identify different lifestyle
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activities and events[135] as well as different health parameters[128]. Our lives are segmented

into various events such as sleeping, eating, and working, and such events provide us a way

to reason with lifestyle and environmental information. These events affect our lives, and

health [138], and repeated behaviors can lead us to vicious or virtuous health cycles (fig.

7.1). Therefore, events are an inherently explainable and customizable abstraction while

moving from data streams to personal models, and any intervention designed in the form of

lifestyle events can be easily translated to the required user action. To leverage this data

effectively, we need to develop personal health models that capture the interplay between

these events and our health and can be used in a cybernetic framework to identify appropriate

interventions for achieving individual health goals [124].

Such a model can be used in a cybernetic health navigation framework to provide the proper

guidance at the right time for health management. Health recommendation systems provide

us a way to apply cybernetic principles to manage a person’s health [127]. Using lifestyle

interventions, we can build a navigation system that guides us through our day much in

the same way that modern navigation systems inform drivers about the most optimum path

towards their destination [125]. We need to design context-aware personal recommendation

systems that change the person’s context with every event during the day. The dynamic

context allows us to provide an optimal recommendation at every point of the day and

calibrate the recommendations as different events occur.

We have demonstrated the utility of the proposed N-of-1 modeling approach in various

studies investigating different aspects of a person’s health. We have leveraged our approach

to derive rule-based models of the person’s health and demonstrated how it could be used to

provide context-aware recommendations to improve health outcomes such as sleep quality. A

rule-based representation of the verified hypotheses results provides an easy-to-understand

model of the person’s health. Since the quantities defined in the rule-based models are

derived from user-generated events, the recommendations generated by the models can be
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easily converted to real-life user events.
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7.2 Case Study I: Continuous Health Interface Event

Retrieval

Wearable devices and lifelogging applications capture a large amount of data about events in

our lives; however, the data typically stay in their silos. Combining all such events and data

streams is necessary to enable multimodal applications to perform effective health estimation

and guidance. We may want to combine events or data streams from different sources to

identify more complex events with a deterministic relationship with health parameters. Such

events act as an interface between lifestyle events and biological systems; hence we are calling

them interface events. These events determine the mechanism through which lifestyle

events impact our biology, and variations in these interface events could lead to entirely

different outcomes for similar lifestyle events.

This can be observed when considering the long-term cardiac effects of different types of

physical activities. Physical activities can strain our heart muscles in two ways, cardiovascu-

lar volume overload and pressure overload. A cardiovascular volume overload is a biological

event where the heart must pump large volumes of blood through the circulatory system.

This event would cause structural changes in the heart in the form of eccentric hypertrophy,

where the left ventricular chamber volume increases. The volume overload interface event

could be caused by various exercise events such as cycling, jogging, soccer, dance, or hiking.

Other exercise events such as weight lifting, sprinting, bouldering, or even bowel constipation

would cause pressure overload in the heart. These events would cause concentric hypertro-

phy of the heart[113][27]. This is illustrated in Figure 7.2. In this case, we see that similar

lifestyle events can have a vastly different impact on our heart, and it is important that we

find the cardiovascular volume and pressure overload events if we want to find the impact of

any exercise on our heart.
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Figure 7.2: This figure shows that detecting relevant interface events is necessary to estimate
the physiological state of an individual from their lifelog information. Here two examples of
life events are given that cause opposite outcomes in cardiac adaptation. Both events at a
crude level can be considered exercise, but precisely extracting the interface event is critical
if we are to use the lifelog information to estimate evolving health states.
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7.2.1 Knowledge driven event extraction

A lot of the interface events have been recognized in the medical literature. For example,

PM2.5 exposure and circadian rhythm disruption are caused by different lifestyle events such

as outdoor exercises, changes in sleeping and eating habits, and screen activity and impact

the functioning of various biological systems. Similarly, the literature has well-established

links between diet and various chronic diseases such as type II diabetes, hypertension, and

ASCVD. Thus, we must utilize the existing knowledge to guide the retrieval of these interface

events from user-generated data.

The interface events can be specified as transformations and combinations of existing events

and data streams. These transformations can be as varied as applying a threshold on a

data stream (e.g., binning heart rate in different ranges) to recognizing events and actions

from a video stream (e.g., fall detection). We currently use the event patterns language

and operators described in chapter 4 to describe the interface events. Especially NOT (¬),

AND(∧) and OR(∨) operators, which can be used in conjunction with user-defined event

detection operators to describe complex events. For example, if we want to identify events

where the individual’s heart rate is above 120 bpm, and PM2.5 concentration is above 10

µg/m3 of air, then we would need first to create a PM2.5 stream using their location stream.

We could then define these exposure events using the formulation given below. Figure 7.3

shows some of the retrieved events.

ExposureEvent := (Heartrate > 120) ∧ (PM2.5 > 10)

These event operators can be combined with user-defined event recognition operators al-

lowing us to utilize more data streams and recognize more complicated events. For example,

we define a climb-detection operator for the altitude data stream. This operator detects

time intervals when the user is climbing up a slope. The detected events could be combined

with cycling events and events where the person’s heart rate is above 170 bpm to find out
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Figure 7.3: This figure depicts the instances during a day where the individual’s PM2.5
intake is expected to be high. This is determined by combining heart rate zone events
(HR ≥ 120 bpm) with High PM2.5 concentration events, which in turn is determined using
location stream and air pollution data.

high-intensity uphill cycling events, which cause cardiovascular volume overload. The event

formulation is shown below, and some of the retrieved events are shown in figure 7.4.

UphillCycle := Cycling ∧ detect− climb(Altitude)

Figure 7.4: This figure shows the application of AND operator to combine events. We are
trying to detect interface events where the heart rate of the individual is in zone 4 (170-190
bpm) while they are climbing a slope on a bicycle.
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7.2.2 Methodology

We obtain the definition for different such events from medical literature and identify lifestyle

events that could be utilized to retrieve those. For example, exposure to different pollutants

is a vital interface event that impacts different aspects of a person’s health. We can calculate

the pollutant exposure from the user’s continuous GPS location stream and combine it with

the EPA’s publicly available pollutant information.

Once the interface events have been defined, we can use the definition to retrieve those events

and then utilize them for further estimation or guidance.

7.2.3 Dataset

We have used lifestyle and physiological data streams collected by an individual over ten

years for our experiments. Different data streams have been collected over different periods

and vary in sampling frequency. We expect our system to be used for experiments in an N-

of-1 setting [90] for providing individualized health guidance using observational data; thus,

the evaluation of this system should be done for an individual over time.

There are two primary sources of personal data that we have utilized in our experiments:

• Detailed physiological data generated during an exercise event sampled at per second

frequency. These data streams and events are collected from Strava and can better

understand the user’s health state.

• Lifestyle data collected as events or data streams during the day. These are typically

sampled at a lower frequency. These data streams and events are collected from various

sources such as Apple HealthKit and Google timeline etc. These capture the lifestyle

events we expect to encounter during our day-to-day lives, such as sleep, meal times,

and commute.
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Table 7.1: Data streams and sources

Data stream Sources

Heart rate Strava, Apple Health-Kit
Power Strava

Cadence Strava
Altitude Strava
Location Strava, Google Location History

Step Count Apple Health-Kit
Weight Apple Health-Kit
Stairs Apple Health-Kit

These data streams and corresponding sources are listed in table 7.1.

We have also used the pollution data captured by various environmental agencies across the

world and aggregated by EPA1. We find the monitoring station nearest to the user’s location

and use the file generated by the station at the given time to estimate the user’s exposure

to different pollutants.

7.2.4 Interface Events

We have defined interface events derived from biomedical literature using the previously

mentioned event operators and specific event-detection operators for data streams. We are

retrieving two lifestyle-based interface events and two environmental interface events, which

are described below.

• Lifestyle interface events Volume Overload events require an individual’s heart to

put a sustained effort. These can be identified from the heart rate stream (by finding

intervals of high heart rate) or by combining altitude stream (to detect climb events)

and cycling (or running or hiking) events. If these events are repeated over time, they

are likely to result in an increase in left ventricle volume (as depicted in fig. 7.2). These

1https://aqs.epa.gov/aqsweb/documents/data_api.html
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events can be represented as

V olOverload := (HR > 140) ∨ (Cycling ∧ detect− climb(Altitude))

Pressure Overload events require the heart to put in a short and intense effort, which

presents as a spike in the heart rate stream. These can also be determined by using

the power output stream collected during cycling events and identifying intervals where

power output is higher than 400W. Over time, these events lead to a reduction in left

ventricular volume. These events can be represented as

PressOverload := detect− spike(HR) ∨ (Power > 400W )

• Environmental interface events An individual’s exposome streams can be created

from their location history combined with publicly available GIS data provided by dif-

ferent government organizations. PM2.5 intake can be computed from air pollutant

data (provided by EPA) and the heart rate stream (used to estimate the breathing

rate using results from [195]). We are estimating individual tidal volume using formu-

lation given in [28]. Multiplying the estimated tidal volume and breathing rate gives

us the total air intake per minute for the individual, using which we can find their

PM2.5 intake. Prolonged PM2.5 exposure has many long-term and short-term health

effects[206].

Blood O2 level of individuals is known to decrease with altitude as air pressure de-

creases with an increase in altitude. It leads to reduced blood oxygen saturation levels,

which can be quantified by using the relationship described in [51]. Low blood oxygen

levels can lead to hypoxia, which can affect various biological functions [50].
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Figure 7.5: This figure shows different interface events retrieved using user-generated data.
Different days of the year are represented as concentric circles, and different sectors of the
circle represent different times of the day. Events in a day are represented as colored arcs on
that circle. Volume and pressure overload events are retrieved using lifestyle data and events
such as heart rate and exercise events. We can see that we can retrieve a significantly larger
number of interface events by combining events from multiple data streams. This figure also
shows the environmental interface events. High PM2.5 intake events are recognized over one
week. These are the instances where per minute PM2.5 intake was higher than 0.7 µg. Low
blood oxygen events are recognized over one year, where blood oxygen saturation goes below
95%. The highlighted sectors roughly represent the time between sunrise and sunset; thus,
we can see how different events overlap with circadian patterns.

7.2.5 Results

RQ1: Data fusion

We can use multiple data streams from different sources to recognize different instances of

an interface event. This is evident in fig. 7.5, which depicts the occurrences of cardiovascular

volume and pressure overload events. Volume overload events are detected in two ways, 1)

We identify intervals with a sufficiently high heart rate, and 2) We identify intervals where the

person is climbing up a slope under their power (e.g., cycling). These two event definitions

are combined using an OR operator to give all occurrences of volume overload events. We

could add more methods of recognizing volume overload events using the same operator with

minimal additional effort. Similarly, pressure overload events are recognized from the heart

rate data stream (spike detection) and the power stream (high effort intervals). These events
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Figure 7.6: This figure shows the results of a real-world query about exercise behavior.
The bar plots show the exercise frequency and exercise minutes per week over a year. The
polar plot shows all the exercise events during the day, where the highlighted sector roughly
matches the time between sunset and sunrise. Thus we can see how likely are these events
to cause any disruptions in circadian patterns.

are, by definition, short, and the same can also be seen in fig 7.5. We can also combine the

user-generated data with environmental data to generate their exposome streams. Figure

7.5 shows the occurrences of PM2.5 intake events over a week and low blood oxygen events

over a year.

RQ2: Continuous Retrieval

We are retrieving the events continuously over a year, as shown in figure 7.7. A zoomed-

in view is shown in figures 7.4 and 7.3 which highlight the combinations of events while

retrieving an interface event. We apply event detection operators on incoming data streams

and use the definition of the interface events to combine the generated events. Once we have
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retrieved the interface events over a sufficiently long period, we can analyze their occurrences

and find useful patterns, such as the relationship of volume overload events with circadian

patterns. We can see in fig. 7.5, the density of the volume overload events is very low after

sunset, which may lead us to think that any disruptions in sleep patterns are unlikely to be

caused by these events. We can overlay a similar plot of sleep events and see the relationship

between the event streams.

Figure 7.7: This figure shows the continuous retrieval of volume overload and hypoxia events
over the course of a year.

RQ3: Real world query

The system is also helpful for answering a real-world query about a person’s life in terms of

attributes and patterns of relevant interface events. One such example is in fig. 7.6 where

we try to respond to a physician’s questions about a person’s exercise habits. Typically

a doctor would ask the person about the frequency and intensity of their exercise routine.

These answers are in figure 7.6, where we display the exercise frequency and total duration

of exercise events for every week of the year. We also show all the exercise (cycling) events

in a format that can be compared with any other lifestyle habit (e.g., sleep) to discover new

behavioral/physiological patterns.
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7.3 Case Study II: Personalized models for understand-

ing sleep behavior

Lifestyle factors have a high impact on our health outcomes. Our eating, sleeping, and move-

ment patterns determine large parts of our short and long-term health [174, 54, 128, 123].

Keeping track of how we behave in different contextual situations and the impact these be-

havioral patterns have on our health is difficult for medical professionals and individuals.

At the same time, with the increasing prevalence of chronic diseases such as diabetes and

hypertension, understanding the effect of lifestyle on different aspects of our health becomes

a critical research challenge [87, 168]. A multitude of consumer devices such as smartwatches

and smart home systems measure aspects of our daily life as events and data streams and

control our local environment [19]. Using the data streams and events captured by these

devices, we can find recurring behavioral patterns and associated health outcomes to create

an explainable rule-based model of the person [137]. Explainability is a desired quality in

health prediction and recommendation systems as it can verify the quality of predictions and

builds user engagement and trust in the system.

The field of sleep and health recommendation systems is relatively new. Studies have ex-

plored the pitfalls of using the conventional recommendation systems for health and devised

alternatives using entity properties and relationships [95]. Context-awareness is an essential

quality for health recommendation systems [170]. Context-aware recommendation systems

(CARS) have been explored in different domains [188]. CARS have traditionally incorpo-

rated context information in collaborative filtering models in one of three ways, 1) Contextual

Pre-filtering, 2) Contextual Post-filtering, and 3) Contextual Modelling [6]. There can be dif-

ferent types of contextual information relevant to a recommendation system. These usually

fall into one of the following categories: temporal, location, individual (user characteristics),

activity (about the activity), and relational (when multiple entities are involved)[188]. We

have adopted a contextual modeling approach and incorporated the contextual information
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Figure 7.8: User Centered Semantic Rings with a focus on sleep. These rings show the most
relevant factors that contribute to an individuals sleep state.

in the rule-based model itself. Multiple studies have explored personalized recommendation

systems for different aspects of user-health, such as diet [76]. These utilize different learning

techniques to develop personalized models for individuals but usually lack explainability, an

essential characteristic of health recommendation systems.

7.3.1 Causal Rule-based modelling: Event Mining

Creating a model of the person’s behavior and health is central to building personalized

health recommendation systems. We apply the hypothesis testing approach described in

chapter 5 to perform N-of-1 experiments on a user’s data [108] that allows us to find causal

relationships between different lifestyle events and biological outcomes. These relationships

define a rule-based explainable model of the user that can predict sleep outcomes in different

contextual situations. The process is described in figure 7.9.

Event mining allows us to discover and specify patterns between different events in a person’s
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Figure 7.9: Rule based personal model for predicting sleep outcomes. We divide the oc-
currences of the outcome events into smaller subsets based on the values of co-occurring
contextual factors. This minimizes the variance in the outcome due to the confounding vari-
ables within each subset. Subsets that exhibit significantly different distribution for different
values of input events are converted to rules and added to the model.

life. We utilize these patterns to create hypotheses that might describe a person’s behavior.

A hypothesis needs to specify the intervention event and the associated confounding factors

that affect the relationship between the intervention and the outcome. The confounding

factors are specified using the temporal delay operator, ∆[tb, te], that relates the events

that occur within the specified time interval [tb, te]. The confounding factors are specified

as patterns P between the lifestyle events and the outcome. Thus, a hypothesis would

be specified as Ei −→
P

Eo, where we want to measure the causal effect of intervention Ei

on the outcome event Eo while controlling for the events specified by the set of patterns P .

These patterns and hypotheses can be derived from existing knowledge and human intuition,

allowing us to leverage the results of population studies performed in clinical and controlled

settings.

Combining the event mining operators with causal inference principles allows us to perform

N-of-1 experiments on the user’s longitudinal data. Thus, we can find the effect of the
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intervention on the outcome in an unbiased manner, and if we can capture all the confounding

variables in the set of patterns, we would obtain the causal effect of the intervention on the

outcome. The results are stored as a conditional rule that uses confounding variables and

the intervention event as the predicate. The distribution of the outcome events in the subset

is used to make a prediction.

We use a set of these contextual rules to predict health outcomes. We find the most relevant

rule by matching the user’s current context with the rules and utilizing it to make the predic-

tion. A rule-based model, while lacking in complexity, offers the advantage of explainability

and online training. Every prediction and recommendation generated from this model can be

explained using the associated contextual factors, thus eliminating recommendations based

on spurious relationships. This is an essential characteristic of health models and recom-

mendation systems. As the user behavior changes over time, the model needs to adapt to

the changing user parameters and be trained using the latest observed data. We can easily

update the rules by updating the outcome variable’s distribution whenever the rule matches

the user’s current context.

7.3.2 Multi-Item Health Recommendations

The rule-based health model allows us to find the health outcomes in different contextual

situations. The user’s activities during the day (such as exercise, meals, work-related stress)

and their local environmental parameters (such as temperature, humidity, and ambient light

and sounds) determine these contextual variables. Thus, we can utilize this model in a

recommendation system setting to determine the parameters (both user behavior and envi-

ronmental variables) for optimizing a health outcome (e.g., sleep quality).

Every action taken by the user and every environmental exposure changes the user’s health

state [123], which changes the context for future actions and recommendations. We need to
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Figure 7.10: Live context calculation. The system updates user context every time they
log an event. We retrieve all the sub-events and parameters relevant for context calculation
(e.g., time of meal from dinner event). The retrieved contextual information is added to the
existing context, and the updated context is used to generate a new set of recommendations.
These recommendations are then sent either to the user or to a device controlling the user’s
environmental factors.

retrieve the relevant events from the user’s events and data streams that impact their health

state [138]. Different contextual parameters are defined as aggregations of these events. For

example, Total Screen Time during the day is an important confounding factor for under-

standing an individual’s sleeping habits. It can be determined by aggregating the duration

of all the screen activity events (such as working, watching TV, and social media activity)

during the day. These aggregations can be performed using events-based triggers encoded

as condition-action rules. As new events appear in the person’s events log, the retrieved

events can be aggregated to change the user’s live context parameters. We can use the latest

context values to provide recommendations that would optimize the user’s health outcomes.

We match the live contextual parameters for the person with the contextual parameters
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of the various rules present in the model. If the current context matches multiple rules,

we utilize the rule with the highest likelihood of the desired outcome. Once we have iden-

tified the rules that match the current context, we can utilize the unmatched contextual

parameters and the intervention event to find the parameters that can lead to the optimal

outcome. We can either present the recommendation to the user (if the recommendation is

an action to be taken by the user) or communicate with a smart device that controls the

user’s environmental context (e.g., smart home devices, HVAC systems, smart bulbs). The

recommendation system produces a set of actions that would maximize the likelihood of

the optimal outcome; thus, the proposed recommendation system is different from typical

recommendation systems as the recommendation consists of multiple items.

Since any event during the day can change the user’s context, the recommendations are

recomputed anytime an event changes the user’s context. This process is depicted in figure

7.10. Thus, at any point during the day, the recommendation system would provide a list of

timestamped actions to be performed by different agents (the user or an automated device)

to optimize the sleep outcomes.

7.3.3 Methodology

We ran experiments to create a personal rule-based model for optimizing a person’s sleep

quality metrics by providing lifestyle and local environmental recommendations. We utilized

data collected by one individual for more than two years using readily available consumer

applications and wearable and IoT devices. We performed two sets of experiments on the

collected dataset to create and evaluate the model. The first set of experiments find the

average causal effect of input variables on sleep quality metrics. We used Welch’s t-tests and

a p-value of 0.05 to determine statistical significance. The second set of experiments tested

the prediction accuracy for a static pre-trained model vs. an online training model.
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7.3.4 Data Set

The data set includes exercise and lifestyle parameters for a 31-year-old male collected con-

tinuously over two years via the user’s Garmin Fenix 5 smartwatch, their smartphone, and an

IoT sensor that collected local temperature and humidity values. Sleep Cycle was primarily

used to keep track of sleep events. Apple Health Kit was used to help compile sleep quality

measures recorded by the Garmin smartwatch, daily step counts, and daily floors climbed.

The accelerometer measures of the smartwatch and the audio recordings from SleepCycle

were used to create sleep quality measures. Strava was used to keep track of exercise events.

An image-based food log recorded feeding times with phone camera metadata, and a Sensor-

Push IoT sensor was used to collect temperature and humidity during sleep events. All of

these data sources were then temporally matched to record lifestyle events throughout the

day accurately.

We used the thresholds mentioned in Table 7.2 and Table 7.3 to convert the data streams to

relevant events for the event mining analysis. We used nine lifestyle/environmental events:

Previous Night’s Sleep Quality Measures, Exercise Minutes in the Day, Interval Between Eat-

ing and Sleeping, Minutes Awake Between Sleep Events, Temperature, and Humidity when

going to bed. The possible output events are sleep quality measures (Table 7.2). We used

70% of the data to build the model and 30% of the data to test the model. The train-test

split was created based on temporal order.

7.3.5 Causal Rules and Effects from N-of-1 Experiments

We perform N-of-1 tests on the user’s data to find the average effects of different lifestyle

and environmental events on sleep quality parameters while controlling for other lifestyle

parameters as confounding factors. We treat one of the input event’s possible values as

the baseline and compare the distribution of the outcome variable for other values of the
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Table 7.2: Sleep Quality Measure and Event Thresholds

Variable Classification Ranges Event Name

Sleep Latency
[0, 15]
(15, 30]
(30, ∞)

Good
Average
Poor

Awake Minutes
[0, 20]
(20, ∞)

Good
Poor

Awakenings >5 mins
[0, 1]
(1, ∞)

Good
Poor

Sleep Efficiency
[0.85, 1.00]
[0, 0.85)

Good
Poor

Table 7.3: Lifestyle Factors and Event Thresholds

Variables
Classifications
Ranges

Event Name

Exercise Minutes
Per Day

[0]
(0, 50]
(50, 150]
(150, ∞)

None
Poor
Average
Good

Exercise Minutes
Per Week

[0, 150]
(150, 300]
(300, ∞)

Poor
Average
Good

Interval Between
Eating and Sleeping

[0]
(0, 180]
(180, ∞)

Missing
Poor
Good

Minutes Awake
Between Sleep Events

[0, 900]
(900, 1020]
(1020, ∞)

LT 15 Hours
Btwn 15-17 Hours
GT 17 Hours

Starting Temperature
[0, 60]
(60, 67]
(67, ∞)

Cold
Comfortable
Warm

Starting Humidity
[0, 30]
(30, 50]
(50, 100]

Low
Ideal
High
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Figure 7.11: Average Effects that each input event has on the output event when compared
to each input event’s base category. If a metric is 0 then no significant relations were found.

event with the baseline distribution. If changing the input event value causes a significant

change in the outcome distribution while controlling for confounding variables, the rule is

deemed significant. This gives us the causal effect of different values of an input event on the

observed outcome. We repeat this experiment while controlling for different variables and

aggregating the causal effects to find the input event’s average causal effect. If the difference

is not significant, then we merge the two distributions and use the combined distribution at

the time of contextual matching.

The results of these experiments are in Figure 7.11. Interestingly, an average temperature(60-

67 F o) seems to improve every sleep quality measure except for sleep latency. This is an

important observation as it shows that not all quality measures are correlated with each

other and that an improvement in one does not necessarily equate to an improvement in

all other sleep quality measures. Another fascinating insight is that exercise improves sleep

latency the most. On average, we can tell that exercising a lot will reduce sleep latency by

10.5 minutes, with just a small workout will help reduce sleep latency by an average of 8

minutes.
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Figure 7.12: Comparison of pre-trained model vs. online training. Online training allows
the model to adapt to user’s changing sleep behavior resulting in lower error in predictions.

7.3.6 Context Matching and Sleep Predictions

We also want to demonstrate the contextual matching of rules and test the accuracy of the

model’s predictions, as that will determine the efficacy of any recommendations we generate.

We train a linear regression model corresponding to every rule in the model and use the data

subset that matches the rule to train the model. This model is then used to predict sleep

outcomes for situations matching with the rule.

We used two training strategies for the prediction model; 1) Pre-trained static models and

2) the warm start online training. We expect that the user’s sleep behavior would change

over time, and thus, an online learning strategy would eventually outperform the pre-trained

model.

The model’s input features are Exercise minutes during the day, Feeding Time, Time Awake,

Humidity, and Temperature while going to bed. We match the user’s context with the context

of the rules, and the most significant rule that matches the context is used to provide the
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recommendation.

We create a set of contextual variables for each day in the dataset at the end of the day.

These values are then used to find a matching rule. If multiple matches are found, then

we used the rule with a higher statistical significance. The linear model associated with

the matched rule would then be used to predict the sleep outcome parameter. The critical

difference between the pre-trained and online models is that the online model would be

updated continuously using the data in the test set. This way, the online model has the

opportunity to adapt to the user over time. The results of the model predictions are in

figure 7.12. The results illustrate an improvement in the performance of the online model

over the pre-trained model. Eventually, we expect the online model would achieve a much

smaller MSE as it adapts to the changing sleep behavior exhibited by the user.
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7.4 Case Study III: Optimizing training for endurance

activity performance

The effect of training and lifestyle on cardio-respiratory fitness and future endurance activity

performance has been studied extensively in exercise physiology literature. However, most

studies are conducted for a cohort of users and do not account for variations in individual

traits such as genetics, age, and past exercise behavior. Thus, the results and insights

generated from them do not generalize well for many individuals.

This study examines the effects of different parameters related to training behavior and

exercise patterns on future exercise performance for every individual in the data set. We

apply the N-of-1 hypothesis testing approach discussed in chapter 5 to test the relationships

derived from exercise physiology literature.

7.4.1 Dataset

We used the Goldencheetah2 exercise data set [105] for our experiments. The data set is pub-

licly shared on the Open Science Framework and includes different exercise activities marked

as interval events and various multimodal data streams that capture performance such as

heart rate, power output, distance, and speed. The data set was curated by contributions

from users of a popular sports analytics tool, GoldenCheetah, and contains rich longitudinal

data about activity behavior and performance for a large number of people. The complete

data set has more than 4000 participants and is updated frequently. We included the top-five

participants in our analysis based on the heart rate and power data available. We applied the

event and pattern operations on this data (as described in the previous sections) to derive

different exercise performance, training load, and fitness features.

The progression of some of these features is shown in figure 7.13. The selected users have

2https://osf.io/6hfpz/
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collected and volunteered exercise data over more than eight years and provide an excellent

opportunity for longitudinal modeling of exercise behavior and performance using observa-

tional data.

7.4.2 Experiment

We applied event mining principles and hypothesis testing operations to find causal effects

of different training parameters (such as training stress and duration) on endurance training

performance and cardio-respiratory fitness.

We computed four types of parameters from this data:

1. Exercise Performance is measured by average power generated in bins of heart rate

recovery percentage (HRR%). HRR% is defined as

HRR% = 100 ∗ hr −HRrest

HRmax −HRrest

We define ten bins of HRR% (0-10%, 10-20%, etc.) and find the average power gener-

ated concurrently in HRR% bins for every ride with associated power and heart rate

data streams. Events that have the performance information as a parameter are col-

lectively referred to as ESCRF as these will be used to estimate the cardio-respiratory

fitness.

2. Training Load is captured by the volume and intensity of endurance exercises. We

have defined multiple parameters under this category such as Exercise Duration, Cog-

gan’s Training Stress Score [44], TRIMP[120], Time in heart rate zones (HRZones)

such as warmup, cardio, maximal, etc.

3. Cardio-Respiratory Fitness over an interval of time is determined by considering

the slope of the regression line in HRR% vs. Power data for rides that lie in the
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specified period. This slope captures the expected amount of power generated for a

unit increase in HRR% and is expected to increase if a person has improved their

cardio-respiratory fitness.

4. Resting duration captures the average amount of rest the person gets over an interval

of time. We are estimating this feature as the average amount of time between two

exercise events.

All the features are defined and calculated using event pattern language and are described

in table 7.4.

7.4.3 Hypothesis

Our hypothesis aims to find the factors that contribute the most to changes in performance

(both positive and negative). The causal graph for the hypotheses is in figure 5.3.c). The

hypothesis captures the effects of three major factors:

1. Impact of training factors on fitness and current performance

2. Impact of fitness on performance

3. Impact of resting duration on fitness and performance

Our goal is to find training interventions that lead to the most impact on performance out-

comes.

We find the causal effect of a parameter by finding the difference between the distribution

of the outcome under the intervention (defined by the do-operator) vs. a baseline interven-

tion. This allows us to find the best interventions for the individual by using known causal

relationships and deriving the quantitative effects from the observational data.
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7.4.4 Results and Conclusion

The results of our experiment are shown in fig. 7.14. The figure shows the five best and

worst possible training interventions in terms of their impact on performance. We can see

from the figure that the effects of interventions vary greatly for different individuals. For

example, most effective interventions for users 1, 2, and 3 originate from training volume

(total amount of training), while for user 5 the most effective intervention is increasing

cardiovascular stress (TRIMP) during the training. This distinction makes sense because

while user 5 does have significant training volume, the intensity (determined by heart rate)

of their training is relatively low compared to other participants. The interventions with

negative impact for user 5 also support this observation. We observed that spending more

time in the ‘fitness’ heart rate zone (60-70% of maximal heart rate) lead to a negative impact

on performance in HRR% zone 6.

These experiments demonstrate the utility of events while creating longitudinal personal

models. Event and pattern operators provide a very convenient and inherently explainable

mechanism to describe causal relationships and also allow us to encode known relationships in

the personal model. However, the current methodology assumes that the temporal constraint

that captures causal relationships between events does not change with time. This is not

necessarily true and needs to be investigated further.
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Figure 7.13: Progression of features for the 5 individuals over time. The features were created
using pattern-group-aggregate event operations. Each value shown in these plots is related
to an outcome event (Exercise with CRF value) and is used in a graphical hypothesis to find
the causal effect of the parameters on the performance parameters of the outcome event.
All duration features (resting and total exercise) are measured in minutes, Elevation gain is
measured in feet.
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Figure 7.14: Average causal effects of interventions on different performance parameters.
This figure is divided into 4 quadrants based on the Power HRR% zone for the users. Each
row of graphs, in a given quadrant, represents the most significant positive (L) and negative
(R) intervening factors that causally affects the power produced in the corresponding HRR%
zone. Each bar in the graph shows the average causal effect of the intervention represented
by the label of the corresponding bar. For example, the most effective intervention for User1
is exercising between 8010 to 8340 minutes in the past 42 days.
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7.5 Case Study IV: Context dependent taste prefer-

ence modeling

Food serves many functions at an individual level. It provides us with the energy and building

blocks to sustain our lives while also serving as a source of personal fulfillment and social glue.

Our taste and sensory preferences are significant causal factors behind our food decisions

and affect our health. For this reason, there is a rapidly growing need for personalized food

services that guide users towards a healthier lifestyle while also ensuring the food’s enjoyment.

With the advancement of technology, especially in the recommendation and sensing fields, it

is possible to guide users towards a healthier lifestyle by understanding their underlying taste

profile and their daily lifestyles to provide healthier recommendations that still appeal to the

user’s tastes [126]. Food is an essential part of our lives, and advancements in applications

such as food logging platforms and recipe recommendations can help us identify and improve

our eating behavior.

Figure 7.15: Personal food computing overview and relevant proposed layers.
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At the heart of these personalized food services lies the Personal Food Model[156]. As

shown in figure 7.15, it (PFM) has two main components: 1) the biological component

and 2) the preferential component. The biological component determines how different food

items interact with our biology and health [128, 123]. In contrast, the preferential component

captures how different contextual and environmental factors impact our food preferences and,

in turn, affect our choices. There has been a lot of work done on context-aware preference

modeling and recommendations. However, the current approaches are still far from truly

personalizing these recommendations. Especially for health and food-related applications,

the contextual factors can be captured by different multi-modal devices and applications.

Typically, these applications store individual data in their silos, which do not interact with

other applications. We propose a comprehensive food event model that could provide a

mechanism for these applications to cross-utilize each other’s data. We also demonstrate

how we could utilize the data collected using such applications to create a user preference

model and how it varies with different contextual factors such as stress and temperature.

We use event mining principles to model the contextual relationships in an unsupervised

manner.

7.5.1 Food Event Model

A single food event has multiple facets captured by different applications. Some examples

are the food being eaten, the time of the day, the amount of food, the location type, the

ambiance, the person eating the food, and other people involved in that event. If we capture

sufficient contextual information about the food event, it will be possible to find what caused

it. Furthermore, collecting information about the body’s response to the food event opens

the door to understanding the biological responses to the food event. Inspired by the multi-

media event model described by Westermann and Jain [197], we propose a unified food event

model that contains all the factors defining the food event, as shown in figure 7.16. The food
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Figure 7.16: Food Event Model: It is essential to capture all the different aspects that a
food event contains in order to build powerful models. The causal aspect of a food event is
especially challenging to capture. In the bottom right and left corners, we see prior events
that cause food events to occur on the bottom left (such as a user’s taste model), and we
see what future events the food event is responsible for affecting (such as a user’s health).

event model consists of 6 main aspects: spatial, experiential, informational, structural,

temporal and causal aspect. Each of these aspects has sub-components, as illustrated in

figure 7.16. Some of these aspects have been studied extensively and are widely captured,

such as location and time. We can capture the biological aspects in free-living conditions

thanks to the advances in Internet-of-Things (IoT) and wearable technologies such as sleep

monitoring [14]. Physiological data-streams such as Electrocardiography (ECG) and Pho-

toplethysmography (PPG) are non-invasive and low-cost techniques and enable continuous

health, and well-being data collection [122], [73]. However, some other sub-components are

challenging to collect as they are not understood very well, such as the sensory experience.

Auditory and visual information are the only exceptions and are well understood in the

multimedia field; however, no such model exists for the sense of taste and smell. The taste

information of a food event is crucial for building the preferential side of the personal food

model, but to the best of our knowledge, there is currently no method to map food items to

ingredients to taste information. We utilize a novel approach to capture information about
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the taste experience of a dish driven by the informational aspect discussed in detail in the

appendix.

7.5.2 The Causal Aspect

Identifying an event’s cause(s) is not easy to answer, even in trivial cases. Numerous fac-

tors could affect a food event, such as physical activity, social gathering, weather, or the

time of the day. Using current methods, modeling this aspect of a food event is extremely

challenging; however, it is critical for building a Personal Model. As shown in figure 7.16,

the causal aspect has two sub-components: events that caused the food event and events

that the food event has caused. Events caused by a food event are primarily reflected in

the biological impact of food. This includes changes in heart rate variability, sleep quality,

and other effects on the body and health. On the other hand, the events that caused a food

event could be more complicated, as external factors could also influence and initiate a food

event. These include social events, environmental factors, and weather conditions. Many

environmental and biological factors have been known to affect a food event. Some biological

factors may be easier to model, for example, age and weight, which are shown to affect the

food decision-making process [183]. Psychological aspects may be more challenging to mea-

sure, like mental stress; however, many studies have shown that it can be measured using

wearable devices and even social media usage [163]. [5] brings excellent intuition on how

stress can have a strong influence on food choice. A food event also depends on environmen-

tal factors such as the weather [61]. Complex environmental causal factors are often missed,

which can bring substantial help in the context reconstruction. For example, a pandemic,

such as the COVID-19 can drastically affect the food habits of populations. [111] shows that

for geographical regions with higher numbers of daily COVID-19 cases, the historical trends

in search queries related to bars and restaurants are strongly correlated with re-openings

happening in those areas. Therefore the environmental knowledge is an essential factor in
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the causal aspect of food. In this study, we picked two crucial causal factors: stress and

weather, to demonstrate how the context can change the user’s food preference profile and

analyze how they affect the dietary choices.

Figure 7.17: Causal Preferential Model Architecture: The food logging platform captures
the different aspects of the food events. We use event mining to find contextual patterns and
build a taste profile for each pattern and update the preferential subsection of the personal
food model.

7.5.3 Experimental Design

We present a novel food preference model that considers causal factors to estimate taste

preferences in a particular context. The food model captures the user’s preferred taste

region, which could change with context. Figure 7.17 illustrates the overall architecture of

the preferential food model. Food logger [157] collects information about the food event

and stores in the Personicle. The Personicle is a database containing different data streams

about the user over a long time in one place[135]. We apply event mining operators on the

user’s personicle [137][139] to identify contextual factors that impact food preferences. We

create event patterns relating different contextual factors with the meal events and find all

occurrences of these contextual event patterns in the event streams. This allows us to find

food items consumed in different contexts. We can then aggregate the corresponding taste

vectors to find the contextual taste preference.

We opted to utilize synthesized data for the experiments because we can use the ground
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Figure 7.18: Dataset Summary: This figure displays a summary of our events dataset. This
includes the frequency distribution for the different events that are present in the events
log for the five people in our dataset. The event relationships were encoded as probabilistic
transitions in a Markov-chain model. Concurrent and past contextual events also affect the
parameters of the lifestyle events.

truth of contextual factors’ impact on taste to validate the model, just like in many other

works such as [16]. By using synthesized training data, the dataset size can be significantly

increased with little human labor [22]. [141] introduces a system that automatically creates

synthetic data to enable data scientists. [141] suggests that synthetic data can successfully

replace original data for data science if it meets two requirements: First, it must somewhat

resemble the original data statistically to ensure realism and keep problems engaging for
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data scientists. Second, it must also formally and structurally resemble the original data so

that any software written on top of it can be reused.

We designed a rich event stream database, and the occurrences and parameters of these events

depend on contextual factors such as time of the day, temperature, and stress. We use the

novel US4B taste estimation method to estimate the taste-related molecules’ quantity in a

dish as the taste cue for the personal model. We showcase multiple experiments on our rich

event stream data set generated using a randomized Markov-chain-based event generator.

We created five different lifestyle profiles, which would determine the generated events for

five different people over 500 days with approximately three food events a day for a total

of 7373 food events (Figure 7.18). The lifestyle profiles consist of the parameters needed

for the Markov-chain model to generate the event streams. These parameters include the

probability distribution of each event occurrence based on the previous event, designed to

imitate a natural event stream. These events include food events that are controlled by

contextual variables such as stress and weather. Research shows that stress correlates with

eating more palatable and delicious food [5]. Even though the relationship could be both

ways, either overeating or not eating as much depending on the person. We designed the

parameters associated with the stress-related causal aspect of a food choice based on the

available findings such that if a person had a stressful day, it would impact their food

choice towards more palatable foods for some subjects and towards less appetite for others.

Accordingly, some of our synthetic subjects have a higher probability of having a stressful

day than the others to achieve a greater variety within the dataset. The causal relation of

weather context with food choice has also been studied. [61] shows that combining weather

context in food profile modeling yields better results. We also have distribution parameters

regarding the weather condition and parameters that affect each subject’s food choice based

on the weather context. We then use event mining operators to find causal relationships

between contextual factors and meal events in the generated data. The underlying causal

relationships in the synthetic data were hidden from the event mining system and the person
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doing the analysis.

Figure 7.19: Experimental Design: This figure illustrates how we perform hypothesis testing
using synthetic data. The events dataset contains the list of event types which are to be
generated such as food and activity. The events must resemble the real data statistically
so the parameters are carefully selected and are fed to the Markov-chain event generator
engine to create the synthesized dataset. Then we use event mining to apply our model to
the dataset and test its viability in action.

7.5.4 Results

We attempted to answer three research questions (RQ) in our experiments:

1. How does the individual taste preference vector change with changes in contextual

parameters?

2. How does adding context-awareness change the predictive performance of the prefer-

ence model?

3. How much data is needed to create a stable model?
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RQ1: Contextual variation in taste profile

Figure 7.20 shows the variation in the preferred taste profile with different contextual vari-

ables for the five individuals in our dataset. We created the individuals’ contextual taste

profile by averaging the US4B taste vectors for meals consumed in different contextual situ-

ations. Thus, every individual has nine contextual preference vectors (3 temperature levels

* 3 stress levels) for every meal (breakfast, lunch, and dinner). The contextual preference

vectors are compared against the average preference vector for the three meals in the radar

plots in fig. 7.20. We have included the radar plots for two users. We can see that user5

has an increased preference for umami flavored food for dinner when it is cool outside, but

that preference goes down with an increase in temperature, and user1’s preference for sweet,

bitter, and umami flavors during lunch goes down with an increase in temperature.

RQ2: Comparison of prediction performance

We compared the context-aware preference model’s predictive performance against the “No-

Context” preference model using Top-5 accuracy as our performance measure. We used an

80-20 train-test split while maintaining the chronological order (test set samples were from a

period after the training set) and reported the models’ performance on the test set. We used

a nearest-neighbor approach to match an individual’s preference vector with the available

food items using cosine similarity. We predicted the five most likely food items for every

meal event in the test set and compared the predictions against the meal event’s actual dish.

Figure 7.21 compares the performance of models with different levels of contextual informa-

tion. As we expected, adding contextual information leads to a better performance than the

”No-Context” model for all five individuals in our dataset.
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Figure 7.20: Variation in taste preferences with context. This figure shows how the pref-
erences for different taste aspects change with context. We can see that for User1, the
preference for sweet, bitter, and umami flavors during lunch goes down with increase in
temperature.

RQ3: Model accuracy with training data volume

We also performed experiments to find how the model accuracy varies with the amount of

training data. We used a fixed test set containing events data for 100 days. The training

set size was varied on a logarithmic scale from 4 to 400 (with a factor of 2). We used the

top-5 accuracy metric, and the results are reported in fig. 7.22 for all users. We observe that

initially, the non-contextual model outperforms the context-aware model. This could be due
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Figure 7.21: Model performance using Top-5 predictions accuracy. We can see that for all
users adding all contextual factors (Stress+Temperature) leads to a better model than no
contextual information.

to a lack of data in different contextual situations. The observation supports this explanation

that as the size of the training dataset increases, the context-aware model outperforms the

non-contextual model. The accuracy graph starts flattening at 128 days; thus, we would

need to collect about 100 days of events to train and use this model effectively.
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Figure 7.22: Model accuracy vs training data volume. The context-aware model appears to
stabilize at 128 days as mentioned in Section 6.3. As expected, initially the non-contextual
model outperforms the context-aware model, but with more training data, the context-aware
model has the higher accuracy.

152



Chapter 8

Conclusion

Data is everywhere in today’s world. Every electronic device and application we use observes

an aspect of our behavior and daily lives. Governments and public agencies continuously

monitor environmental and societal factors that affect our behavior, lifestyle, and health.

Different applications and research efforts have leveraged such data to solve problems re-

lated to personal health in clinical settings. Deep Neural Networks have been utilized in

multimedia-rich fields such as radiology for diagnosing various diseases such as cancer and

Alzheimer’s. Neural networks have also contributed significantly to genetic sequencing and

AI-driven drug discovery. However, a large amount of lifestyle data being generated by indi-

viduals is not being utilized efficiently for health estimation and guidance. Nag et al. [123]

propose a framework for continuous health estimation and guidance that utilizes multimodal

lifestyle data. Such works require a system for processing the raw multimodal streams into

meaningful events representing the user and environmental activities. The system should

reason with the extracted events and identify event patterns representative of user behav-

ior. The events can also estimate the effects of various habits and activities on individual

behavior and health.

153



In this work, we attempt to address the problems of utilizing multimodal data from disparate

sources for personalized longitudinal modeling. We propose an N-of-1 modeling paradigm for

understanding user behavior and estimating the effects of user events on individual health and

behavioral attributes. Traditional modeling strategies that study phenomena at a population

or sub-population level are great tools for studying general causal relationships that hold for

populations but are not sufficiently precise for understanding and making predictions at an

individual level (Chapter 2). We have addressed several aspects of this problem, such as :

1. Multimodal data fusion in the form of multimodal events that are capable of relating

information from different sources to a real-world activity. Data from different sources

capture an aspect of the event, and thus the resulting event has more information than

events recognized from a single source (Chapter 4).

2. Knowledge Integration in the form of user-defined events as well as hypotheses. Event

creation operations allow analysts to define new complex events as a combination of

existing ones. Extracting these events in a purely data-driven manner is a challenging

task; however, analysts can easily define these events and include them in the analysis

using the event operators. Similarly, the graphical representation of a hypothesis and

the hypothesis testing operations described in chapter 5 allow analysts and expert users

to incorporate domain knowledge as event patterns in the hypothesis (Chapter 5).

3. Frequent Event Patterns discovery allows the analysts to discover co-occurring events

and discover temporal relationships between such events. The patterns are useful

because these inform the analysts about frequent user behaviors and can be abstracted

as a complex event if the co-occurrence is strong enough. These patterns may also

include unknown causal relationships between the events that can be tested either

using the hypothesis testing operation or experimentally (Chapter 6).

Different parts of the framework are evaluated in multiple published works to study events
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and hypotheses related to personal health and behavior, such as exercise behavior, cardio-

respiratory health, and contextual dietary preferences (Chapter 7).

However, many aspects of a generalized N-of-1 modeling system have not been explored in

this work and require further research.

• Visual pattern representation: Innovative visualizations for event sequences and

event patterns data would allow analysts to explore data interactively. We have uti-

lized a linear and radial timeline visualization for events and a co-occurrence matrix

visualization for patterns in this work. However, these can easily become too large to

manage, and larger patterns cannot be displayed on a matrix; thus, we need to explore

specialized visual representations such as Sankey and tree diagrams to display event

patterns.

• Interactive hypothesis building: An interactive graph interface for specifying new

hypotheses would allow analysts and domain experts to easily incorporate their beliefs

into a hypothesis without being familiar with the background event formulations and

operators.

• Additional pattern operators: In this work, we have focused on pattern opera-

tors that capture positive event correlations; however, negative event correlations are

equally important in health and lifestyle. For example, identifying interventions that

reduce symptoms (headache, heartburn, etc.) can only be done by finding negative

event patterns.

• Data Security and Ownership: Recent technological and policy developments such

as GDPR have raised awareness among users about the value of data security and

privacy. Any application dealing with personal lifestyle and health data has to ensure

the highest standards of data security. We must explore security and database archi-

tectures that allow secure data sharing with third-party applications and enable the
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end-users to have complete ownership and control over their data.

• Secure Model Sharing: As discussed in Chapter 2, aggregating individual models

can provide insights into generalized behavioral patterns across populations, and the

aggregated population and sub-population models can also serve as a solution to the

cold start problem commonly observed when there is a lack of individual-specific data.

156



Bibliography

[1] Peekquence: Visual Analytics for Event Sequence Data — Bum Chul Kwon, Ph.D. -
IBM Research.

[2] Periodic Pattern Mining – Algorithms and Applications — Global Journal of Computer
Science and Technology.

[3] The New Person-Specific Paradigm in Psychology on JSTOR.

[4] The Essential Guide to N-of-1 Trials in Health. Springer Netherlands, 2015.

[5] T. C. Adam and E. S. Epel. Stress, eating and the reward system. Physiology and
Behavior, 91(4):449–458, 8 2007.

[6] G. Adomavicius and A. Tuzhilin. Context-Aware Recommender Systems. In Recom-
mender Systems Handbook, pages 191–226. Springer US, Boston, MA, 2015.

[7] R. Agrawal and R. Srikant. Fast Algorithms for Mining Association Rules.

[8] R. Agrawal and R. Srikant. Mining sequential patterns. Proceedings - International
Conference on Data Engineering, pages 3–14, 1995.

[9] X. Alameda-Pineda, E. Ricci, and N. Sebe. Multimodal behavior analysis in the wild:
An introduction. In Multimodal Behavior Analysis in the Wild, pages 1–8. Elsevier,
2019.

[10] J. F. Allen. INTERVAL-BASED REPRESENTATION OF TEMPORAL KNOWL-
EDGE. volume 1, 1981.

[11] J. F. ALLEN and G. FERGUSON. Actions and Events in Interval Temporal Logic.
Journal of Logic and Computation, 4(5):531–579, 10 1994.

[12] C. Andersson, A. D. Johnson, E. J. Benjamin, D. Levy, and R. S. Vasan. 70-year
legacy of the Framingham Heart Study, 11 2019.

[13] S. Aseervatham, A. Osmani, and E. Viennet. BitSPADE: A lattice-based sequential
pattern mining algorithm using bitmap representation. Proceedings - IEEE Interna-
tional Conference on Data Mining, ICDM, pages 792–797, 2006.

157



[14] M. Asgari Mehrabadi, I. Azimi, F. Sarhaddi, A. Axelin, H. Niela-Vilén, S. Myllyn-
tausta, S. Stenholm, N. Dutt, P. Liljeberg, and A. M. Rahmani. Sleep Validation of
Commercially Available Smart Ring and Watch Against Medical-Grade Actigraphy in
Everyday Settings (Preprint). JMIR mHealth and uHealth, 8 2020.

[15] J. Ayres, J. Flannick, J. Gehrke, and T. Yiu. Sequential PAttern mining using a
bitmap representation. page 429, 2002.

[16] K. Barnard, V. Cardei, and B. Funt. A comparison of computational color constancy
algorithms - Part I: Methodology and experiments with synthesized data. IEEE Trans-
actions on Image Processing, 11(9):972–984, 8 2002.

[17] E. J. Benjamin, D. Levy, S. M. Vaziri, R. B. D’agostino, A. J. Belanger, and P. A. Wolf.
Independent Risk Factors for Atrial Fibrillation in a Population-Based Cohort: The
Framingham Heart Study. JAMA: The Journal of the American Medical Association,
271(11):840–844, 3 1994.

[18] H. Carte, A. M. Jones, and J. H. Doust. Effect of 6 weeks of endurance training on
the lactate minimum speed. Journal of Sports Sciences, 17(12), 1 1999.

[19] F. Casino, C. Patsakis, E. Batista, O. Postolache, A. Mart́ınez-Ballesté, and A. Solanas.
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Appendix A

Taste Space Modeling

A.1 Food Preference Space: Taste space

The taste of food items can be very complex. The taste sensory aspect has not been modeled

as robustly as the visual and auditory senses, which have standard models such as the RGB

color space model. In [156], the authors demonstrated how a unified and robust taste space

model is required to create a preferential personal food model. They presented the US4B

taste space, which includes six dimensions: umami, salty, sweet, sour, spicy, and bitter.

However, that work was the initial step and did not provide any actual taste dataset or

concrete approach to build such a dataset. There is currently no available method that

could approximate the US4B values of a set of dishes using available resources. We provide

a novel approach that uses the taste molecules to estimate a dish’s US4B taste space using its

ingredients. FlavorDB [47] is the only existing publicly available extensive data set on food

taste that contains the list of taste molecules associated with each food item and a list of

taste and smell attributes to each molecule. However, we could not derive the US4B values

for dish items directly from flavorDB as there are a few limitations to this data set. This
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dataset only has the information for ingredients and lacks the information for dish items

and recipes. The dataset does not have any information about the intensity of the taste

for different molecules. As shown in figure A.1, we start by counting the taste molecules

associated with each element of the US4B taste model and create a taste vector for each

ingredient item. Then we use a recipe data set containing a list of ingredient items for each

dish and use the calculated US4B vector for ingredients in the previous step to calculate

a US4B value for each dish based on adding the taste vectors of the ingredients. The

taste values for dishes create the personal food model based on the food items in different

situations. We used this approach to create a taste profile of 60 different dishes. We picked

20 dish recipes for each meal type: breakfast, lunch, dinner. Each meal type has ten dishes

for a heavy meal option and ten for a light meal option. This data is fed to a randomized

Markov-chain event generator, described in the following section, to create a randomized

events log, including food events.

Figure A.1: Taste Space Generation: This figure illustrates our approach to map the food
items to a corresponding US4B vector in the taste space using the taste information associ-
ated with the present molecules in each ingredient.
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Appendix B

Event Mining System Implementation

We implemented the event pattern language (described in chapter 4) in a web-based event

analysis dashboard, available at https://theeventminer.com. All users are given access to

a public database in the dashboard and should contact the author if they are interested in

using the dashboard for their analysis. In this chapter, we will discuss the user workflows

for the dashboard and describe the implementation details for different components of the

dashboard.

B.1 User Interface and Analysis workflow

The dashboard enables the analyst to explore and enrich any events data set using the event

pattern language. We provide access to different event mining operations via an easy-to-

use and understand user interface and provide a visual programming interface. The user

interface consists of four tabs, each serving a distinct purpose.

1. Data Selection Tab: The analyst needs to provide the scope of the analysis by
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Figure B.1: Screenshot of the data selction tab from the EventMining Dashboard. The
analyst can select the data and event streams for the concerned individual.

providing the events and data streams required for the analysis. They also need to

provide the date range for which the analysis will be performed. The dashboard is

designed to analyze one individual’s data at a time; therefore, the analyst must select

one user from the individuals in their data set. This tab is described in figure B.1.

2. Event Visualization Tab: The analyst can explore the selected events in the events

visualization tab. This tab displays the events on a timeline and also on a tree ring

visualization. The tree ring visualization displays event occurrences relative to the

daily circadian cycle and identifies the regularity of events (such as sleep or exercise).

The analysts can interact with these figures and zoom in and out as required. Figure

B.2 shows a screenshot of this tab.

3. Event Creation Tab: This tab allows the analyst to create new events from existing

events, data streams, or patterns. The data segmentation panel allows analysts to

create events from data streams by performing simple range-based data segmentation
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Figure B.2: Screenshot of the visualization tab from the EventMining Dashboard. This
tab displays the selected events in a timeline and a tree ring visualization and allows the
analyst to explore the event space.

operations (as described in chapter 4). The event combination panel allows analysts

to create new events using operators such as AND and OR operations. The created

events and their formulation is listed in this panel. The event filter panel allows the

analyst to create new event streams from patterns by selecting constituent events that

match a pattern. The event creation tab is shown in figure B.3.

4. Pattern Creation Tab: The analyst can create new patterns from the events in

the database. This tab supports the concurrent and conditional sequential pattern

operators. The patterns are stored in the database and can be visualized as a co-

occurrence matrix as shown in figure B.4.
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Figure B.3: Screenshot of the event creation tab from the EventMining Dashboard. This
tab allows the analyst to create new events from data streams, existing events, and from
created patterns.

Figure B.4: Screenshot of the pattern creation tab from the EventMining Dashboard.
This tab allows the analysts to create pairwise pattern from event streams selected and
created for the analysis. The patterns are visualized in a co-occurrence matrix.
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B.2 System Modules

The dashboard is developed primarily using a Flask backend and ReactJS front-end applica-

tion. PostgreSQL was used as the primary database due to its flexibility in handling JSON

fields in a relational schema. The front-end handles all user interaction and visualization

functionalities, while the backend handles event mining operations, data fusion, and web

request handling.

The backend has three major components 1) Flask API endpoints, 2) Event mining core

libraries, and 3) Database layer for data fusion. We will describe components 2 and 3 in

detail.

B.2.1 Data Fusion Module

As mentioned above, we utilize the PostgreSQL database to store the events and data streams

for end-users. The events are typically stored in a single table called “event stream” to create

a singular log of events for a user, while every data stream is stored in a separate time indexed

table. The schema for these tables are provided in a configuration file (metadata.json), as

shown below.

The metadata file has two main fields: 1) schema contains a JSON string representation of

different schema that can be used to create a new table. These represent the commonly used

schema for events and data stream tables. 2) Tables contains a list of tables in the system

and their corresponding schema (described in schema section). When the analyst wants to

import data to a new table, they need to specify the new table name and schema (shown

in fig. B.1) for the table. The data fusion layer utilizes this information to create the table

and adds it to the metadata file. Thus, the analysts can extend the database quickly and

include new data sources without directly interacting with the database.
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metadata.json

{

"schema":{

"datastream_schema_real": {

"userID": "VARCHAR",

"timestamp": "TIMESTAMPTZ",

"value": "REAL",

"unit": "VARCHAR",

"source": "VARCHAR"

},

"datastream_schema_location": {

"userID": "VARCHAR",

"timestamp": "TIMESTAMPTZ",

"value": "POINT",

"unit": "VARCHAR",

"source": "VARCHAR"

},

"datastream_schema_json": {

"userID": "VARCHAR",

"timestamp": "TIMESTAMPTZ",

"value": "JSON",

"unit": "VARCHAR",

"source": "VARCHAR"

},

"datastream_schema_interval_real":{

"userID": "VARCHAR",
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"start_time": "TIMESTAMPTZ",

"end_time": "TIMESTAMPTZ",

"timestamp": "TIMESTAMPTZ",

"value": "REAL",

"unit": "VARCHAR",

"source": "VARCHAR"

},

"event_schema": {

"userID": "VARCHAR",

"event_type": "VARCHAR",

"event_name": "VARCHAR",

"start_time": "TIMESTAMPTZ",

"end_time": "TIMESTAMPTZ",

"parameters": "JSON",

"datastreams": "JSON"

},

"simula_schema_resting_hr": {

"userID": "VARCHAR",

"timestamp": "TIMESTAMPTZ",

"value": "REAL",

"error": "REAL",

"unit": "VARCHAR",

"source": "VARCHAR"

}

},

"tables":{

"heartrate": "datastream_schema_real",
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"power": "datastream_schema_real",

"cadence": "datastream_schema_real",

"weight": "datastream_schema_real",

"distance": "datastream_schema_real",

"speed": "datastream_schema_real",

"altitude": "datastream_schema_real",

"slope": "datastream_schema_real",

"temperature": "datastream_schema_real",

"location":"datastream_schema_location",

"pm25": "datastream_schema_real",

"stress": "datastream_schema_real",

"event_stream": "event_schema",

"lightly_active_minutes": "datastream_schema_real",

"moderately_active_minutes": "datastream_schema_real",

"very_active_minutes": "datastream_schema_real",

"resting_heart_rate": "datastream_schema_json",

"sedentary_minutes": "datastream_schema_real",

"steps": "datastream_schema_real",

"time_in_heart_rate_zones": "datastream_schema_json"

}

}

B.2.2 Core libraries

We have implemented the core event mining operations as python libraries, and these rely on

three Python classes that represent data streams, event streams, and patterns, as discussed in

chapter 4. These classes enable the analyst to perform event and pattern operations without
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exposing the details of the event language. The Flask backend exposes these operations using

APIs utilized for analysis via the front-end application (shown in the screenshots above). We

will discuss the details of these three classes as they form the backbone of the dashboard.

Abstract Stream Class

An abstract stream class defines the basic temporal structure of both event and data streams.

It describes the interface that different event streams and data streams utilize to interact

with the database and perform operations.

Abstract Stream Class

from abc import ABC, abstractmethod

import pandas as pd

””” Contains the a b s t r a c t c l a s s Stream which i s the s u p e r c l a s s f o r

data streams and event streams ”””

class Stream (ABC) :

def i n i t ( s e l f , u s e r i d , re lat ion name , conn , t ime range=None ) :

s e l f . u s e r i d = u s e r i d

s e l f . r e l a t i on name = re la t ion name

s e l f . db conn = conn

# Should conver t the records from the db to dataframes

s e l f . r e a d o b j = pd . DataFrame ( )
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# Should s t o r e t h e s e as dataframes and conver t in the commit method

# t h i s o b j e c t shou ld on ly be s e t from a s e t t e r method

s e l f . commit obj = pd . DataFrame ( )

# Define query in t h i s , s e l e c t w h i l e c r e a t i n g a data stream

# and i n s e r t w h i l e committing the changes

s e l f . que ry ob j e c t = {}

def ge t data ( s e l f ) :

combined data = s e l f . r e a d o b j . append ( s e l f . commit obj ,

i g no r e i n de x=True )

return combined data . s o r t v a l u e s ( by=[”timestamp” ] )

@abstractmethod

def s t r ( s e l f ) :

pass

def s e t commit ob j ( s e l f , data , ∗params , ∗∗kwargs ) :

i f data i s None or data . shape [0]==0:

return

s e l f . commit obj = data

s e l f . commit obj [ ’ userID ’ ] = s e l f . u s e r i d

@abstractmethod

def apply trans form ( s e l f , t rans form ) :
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pass

@abstractmethod

def access ( s e l f , ∗∗kwargs ) :

””” acces s the v a l u e s in the s p e c i f i e d time i n t e r v a l ”””

s t a r t t i m e = kwargs [ ’ s t a r t t i m e ’ ]

end time = kwargs [ ’ end time ’ ]

s e l f . que ry ob j e c t [ ’ t ab l e ’ ] = s e l f . r e l a t i on name

s e l f . que ry ob j e c t [ ’ f i e l d ’ ] = ’ timestamp ’

s e l f . que ry ob j e c t [ ’ operator ’ ] = ’ between ’

s e l f . que ry ob j e c t [ ’ va lue ’ ] = ” ’{} ’ AND ’{} ’ ” . format (

s t a r t t i m e . s t r f t i m e ( ”%Y−%m−%d %H:%M:%S %z” ) ,

end time . s t r f t i m e ( ”%Y−%m−%d %H:%M:%S %z” ) )

s e l f . que ry ob j e c t [ ’ t i m e f i e l d ’ ] = kwargs [ ’ t i m e f i e l d ’ ]

s e l f . que ry ob j e c t [ ’ userID ’ ] = s e l f . u s e r i d

cur = s e l f . db conn . s e l e c t ( s e l f . que ry ob j e c t )

r e s u l t s = cur . f e t c h a l l ( )

cur . c l o s e ( )

t r a n s f o r m e d r e s u l t s = l i s t ( zip (∗ r e s u l t s ) )

del r e s u l t s

i f len ( t r a n s f o r m e d r e s u l t s ) == 0 :

s e l f . r e a d o b j = pd . DataFrame ({
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’ userID ’ : [ ] ,

’ timestamp ’ : [ ] ,

’ va lue ’ : [ ] ,

’ un i t ’ : [ ] ,

’ source ’ : [ ]

})

return

# Schema i s time , va lue , unit , source add s t a r t t i m e

# and end time f o r i n t e r v a l streams

i f len ( t r a n s f o r m e d r e s u l t s ) == 5 :

temp res = {

’ userID ’ : t r a n s f o r m e d r e s u l t s [ 0 ] ,

’ timestamp ’ : t r a n s f o r m e d r e s u l t s [ 1 ] ,

’ va lue ’ : t r a n s f o r m e d r e s u l t s [ 2 ] ,

’ un i t ’ : t r a n s f o r m e d r e s u l t s [ 3 ] ,

’ source ’ : t r a n s f o r m e d r e s u l t s [ 4 ]

}

else :

temp res = {

’ userID ’ : t r a n s f o r m e d r e s u l t s [ 0 ] ,

’ timestamp ’ : t r a n s f o r m e d r e s u l t s [ 3 ] ,

’ va lue ’ : t r a n s f o r m e d r e s u l t s [ 4 ] ,

’ un i t ’ : t r a n s f o r m e d r e s u l t s [ 5 ] ,

’ source ’ : t r a n s f o r m e d r e s u l t s [ 6 ]

}

s e l f . r e a d o b j = pd . DataFrame ( temp res )
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def commit ( s e l f ) :

””” Writes the v a l u e s in the i n t e r n a l s t o r a g e to the db ”””

s e l f . que ry ob j e c t = { ’ t ab l e ’ : s e l f . r e l a t ion name ,

’ num rows ’ : s e l f . commit obj . shape [ 0 ] }

for f in s e l f . commit obj . columns :

s e l f . que ry ob j e c t [ f ] = s e l f . commit obj [ f ]

try :

s e l f . db conn . i n s e r t ( s e l f . que ry ob j e c t )

except Exception as e :

print ( ” Error whi l e commiting” )

print ( e )

raise e

s e l f . que ry ob j e c t = {}

s e l f . commit obj = None

Data Stream Class

The data stream class extends the abstract stream class to incorporate datastream specific

properties. The apply transform method allows the analyst to define custom operations

to be performed (such as segmentation, SAX, etc.) on the data stream that can be used to

recognize new events.
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Data Stream Class

import pandas as pd

import numpy as np

from datet ime import datet ime

import os

import j s on

from . ab s t rac t s t r eam import Stream

class DataStream ( Stream ) :

def i n i t ( s e l f , u s e r i d , re lat ion name , conn , t ime range=None ) :

super ( ) . i n i t ( u s e r i d , re lat ion name , conn , t ime range )

def s t r ( s e l f ) :

return ” {} :{} \nAccessed va lue s : \n{} \nValues to commit : \n{}”

. format ( ”Data stream ” , s e l f . r e l a t ion name , s e l f . r e a d o b j . head ( ) ,

s e l f . commit obj . head ( ) )

def access ( s e l f , ∗∗kwargs ) :

””” acces s the v a l u e s in the s p e c i f i e d time i n t e r v a l

arguments are s t a r t t i m e , end time ,

date t ime s t r i n g s in the format %Y−%m−%d %H:%M:%S %z ,

f o r eg 2019−07−08 11 :08 :43 −07”””

kwargs [ ’ t i m e f i e l d ’ ] = ’ timestamp ’

super ( ) . access (∗∗ kwargs )
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def apply trans form ( s e l f , transform , ∗params , ∗∗kwargs ) :

””” a p p l i e s the transform f u n c t i o n on the read data ;

parameters : re la t ion name f o r output data

( f u t u r e ) type o f output stream ( event / data stream ) ”””

i f s e l f . r e a d o b j . shape [ 0 ] != 0 :

data = s e l f . r e a d o b j . copy ( deep=True )

else :

data = s e l f . commit obj . copy ( deep=True )

a s s e r t ( data i s not None) and ( data . shape [ 0 ] > 0) ,

”Cannot trans form an empty data stream ”

data out = trans form ( data , ∗params , ∗∗kwargs )

i f kwargs . get ( ’ output ’ , ’ data ’ ) == ’ data ’ :

new stream = DataStream ( s e l f . u s e r i d ,

kwargs . get ( ’ r e l a t i on name ’ , ’ t e s t d s ’ ) ,

s e l f . db conn )

else :

new stream = EventStream ( s e l f . u s e r i d , s e l f . db conn ,

kwargs . get ( ” event type ” ,

” temp event {}” . format ( s e l f . r e l a t i on name ) ) ,

kwargs . get ( ” event name” ,

” temp event {}” . format ( s e l f . r e l a t i on name ) ) ,
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r e la t i on name=kwargs . get ( ’ r e l a t i on name ’ ,

’ event stream ’ ) )

new stream . se t commit ob j ( data out ,

set name=kwargs . get ( ’ set name ’ , Fa l se ) ,

debug=kwargs . get ( ’ debug ’ , Fa l se ) )

return new stream

Event Stream Class

The event stream class also extends the abstract stream class; however, the event stream

class has many special methods that are not required for the abstract and the datastream

class. These include metadata generation methods such as get events and get eventstream.

The class also provides a method for filtering the events by name and adding new events to

an existing event stream object.

Event Stream Class

import pandas as pd

import numpy as np

from datet ime import datet ime

import os

import j s on

from . ab s t rac t s t r eam import Stream

class EventStream ( Stream ) :
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def i n i t ( s e l f , u s e r i d , conn , event type=None , event name=None ,

t ime range=None , r e la t i on name=” event stream ” ) :

super ( ) . i n i t ( u s e r i d , re lat ion name , conn , t ime range )

s e l f . even t type = event type

s e l f . event name = event name

def s t r ( s e l f ) :

return ” {} :{} , {} \nAccessed va lues : \n{} \nValues to commit : \n{}” .

format ( ”Event stream ” , s e l f . event type , s e l f . event name ,

s e l f . r e a d o b j . head ( ) , s e l f . commit obj . head ( ) )

def access ( s e l f , ∗∗kwargs ) :

””” acces s the v a l u e s in the s p e c i f i e d time i n t e r v a l

arguments are s t a r t t i m e , end time , date t ime o b j e c t s in the format

%Y−%m−%d %H:%M:%S %z , f o r eg 2019−07−08 11 :08 :43 −07”””

s t a r t t i m e = kwargs [ ’ s t a r t t i m e ’ ]

end time = kwargs [ ’ end time ’ ]

s e l f . que ry ob j e c t [ ’ t ab l e ’ ] = s e l f . r e l a t i on name

s e l f . que ry ob j e c t [ ’ f i e l d ’ ] = ’ s t a r t t i m e ’

s e l f . que ry ob j e c t [ ’ operator ’ ] = ’ between ’

s e l f . que ry ob j e c t [ ’ va lue ’ ] = ” ’{} ’ AND ’{} ’ {} {}” .

format ( s t a r t t i m e . s t r f t i m e ( ”%Y−%m−%d %H:%M:%S %z” ) ,

end time . s t r f t i m e ( ”%Y−%m−%d %H:%M:%S %z” ) ,

”AND event type = ’{} ’ ” . format ( s e l f . even t type )

i f s e l f . even t type i s not None else ”” ,

191



”AND event name = ’{} ’ ” . format ( s e l f . event name )

i f s e l f . event name i s not None else ”” )

s e l f . que ry ob j e c t [ ’ t i m e f i e l d ’ ] = ’ s t a r t t i m e ’

s e l f . que ry ob j e c t [ ” userID ” ] = s e l f . u s e r i d

cur = s e l f . db conn . s e l e c t ( s e l f . que ry ob j e c t )

r e s u l t s = cur . f e t c h a l l ( )

cur . c l o s e ( )

t r a n s f o r m e d r e s u l t s = l i s t ( zip (∗ r e s u l t s ) )

del r e s u l t s

i f len ( t r a n s f o r m e d r e s u l t s ) == 0 :

s e l f . r e a d o b j = pd . DataFrame ({

’ userID ’ : [ ] ,

’ event type ’ : [ ] ,

’ event name ’ : [ ] ,

’ s t a r t t i m e ’ : [ ] ,

’ end time ’ : [ ] ,

’ parameters ’ : [ ] ,

’ datastreams ’ : [ ]

})

return

temp res = {

’ userID ’ : t r a n s f o r m e d r e s u l t s [ 0 ] ,

’ event type ’ : t r a n s f o r m e d r e s u l t s [ 1 ] ,

’ event name ’ : t r a n s f o r m e d r e s u l t s [ 2 ] ,
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’ s t a r t t i m e ’ : t r a n s f o r m e d r e s u l t s [ 3 ] ,

’ end time ’ : t r a n s f o r m e d r e s u l t s [ 4 ] ,

’ parameters ’ : t r a n s f o r m e d r e s u l t s [ 5 ] ,

’ datastreams ’ : t r a n s f o r m e d r e s u l t s [ 6 ]

}

s e l f . r e a d o b j = pd . DataFrame ( temp res )

def s e t commit ob j ( s e l f , data , set name = False , debug=False ) :

i f data i s None or data . shape [ 0 ] == 0 :

return

data [ ’ userID ’ ] = s e l f . u s e r i d

i f debug :

print ( data )

print ( ”Event type : {}” . format ( s e l f . even t type ) )

print ( ”Event name : {}” . format ( s e l f . event name ) )

s e l f . commit obj = data

i f s e l f . even t type i s not None :

s e l f . commit obj [ ’ event type ’ ] = s e l f . even t type

i f s e l f . event name i s not None and set name :

s e l f . commit obj [ ’ event name ’ ] = s e l f . event name

def add new eventstream ( s e l f , estream ) :

”””Add another events tream ’ s data to the curren t events tream ”””

a s s e r t type ( estream ) == type ( s e l f ) ,

” Object o f type EventStream requ i r ed in s t ead {} passed ”

193



. format ( type ( estream ) )

i f s e l f . r e a d o b j . shape [ 0 ] == 0 :

s e l f . r e a d o b j = estream . r e a d o b j

else :

s e l f . r e a d o b j = s e l f . r e a d o b j . append (

estream . read ob j , i g no r e i n de x=True )

i f s e l f . commit obj . shape [ 0 ] == 0 :

s e l f . commit obj = estream . commit obj

else :

s e l f . commit obj = s e l f . commit obj . append (

estream . commit obj , i gn o r e i nde x=True )

i f s e l f . even t type i s not None :

s e l f . commit obj [ ’ event type ’ ] = s e l f . even t type

i f s e l f . event name i s not None :

s e l f . commit obj [ ’ event name ’ ] = s e l f . event name

return

def apply trans form ( s e l f , transform , ∗params , ∗∗kwargs ) :

””” a p p l i e s the transform f u n c t i o n on the read data ;

parameters : re la t ion name f o r output data

( f u t u r e ) type o f output stream ( event / data stream ) ”””

# p r i n t (” In event a p p l y t r a n s f o r m ”)
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i f s e l f . r e a d o b j . shape [ 0 ] != 0 :

data = s e l f . r e a d o b j . copy ( deep=True )

else :

data = s e l f . commit obj . copy ( deep=True )

data out = trans form ( data , ∗params , ∗∗kwargs )

i f kwargs . get ( ’ output ’ , ’ event ’ ) == ’ data ’ :

new stream = DataStream ( s e l f . u s e r i d ,

kwargs . get ( ’ r e l a t i on name ’ , ’ t e s t d s ’ ) ,

s e l f . db conn )

else :

new stream = EventStream ( s e l f . u s e r i d ,

s e l f . db conn ,

event type=kwargs . get ( ” event type ” ,

” temp event {}” . format ( s e l f . even t type ) ) ,

event name=kwargs . get ( ” event name” , None ) ,

r e l a t i on name=kwargs . get ( ’ r e l a t i on name ’ ,

’ event stream ’ ) )

new stream . se t commit ob j ( data out ,

debug=kwargs . get ( ’ debug ’ , Fa l se ) )

return new stream

def commit ( s e l f ) :
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s e l f . commit obj [ ’ parameters ’ ] =

s e l f . commit obj [ ’ parameters ’ ] . apply (

lambda x : j son . dumps( x ) )

s e l f . commit obj [ ’ datastreams ’ ] =

s e l f . commit obj [ ’ datastreams ’ ] . apply (

lambda x : j son . dumps( x ) )

s e l f . que ry ob j e c t = { ’ t ab l e ’ : s e l f . r e l a t ion name ,

’ num rows ’ : s e l f . commit obj . shape [ 0 ] }

for f in s e l f . commit obj . columns :

s e l f . que ry ob j e c t [ f ] = s e l f . commit obj [ f ]

try :

s e l f . db conn . i n s e r t ( s e l f . que ry ob j e c t )

except Exception as e :

print ( ” Error whi l e commiting” )

print ( e )

raise e

s e l f . que ry ob j e c t = {}

s e l f . commit obj = None

def f i l terByName ( s e l f , names ) :

i f s e l f . r e a d o b j . shape [ 0 ] > 0 :
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s e l f . r e a d o b j =

s e l f . r e a d o b j . l o c [ s e l f . r e a d o b j [ ’ event name ’ ] . i s i n ( names ) ]

i f s e l f . commit obj . shape [ 0 ] > 0 :

s e l f . commit obj =

s e l f . commit obj . l o c [ s e l f . commit obj [ ’ event name ’ ] . i s i n ( names ) ]

return

def ge t data ( s e l f , debug=False ) :

i f debug :

print ( ” in ge t data ” )

print ( s e l f . r e a d o b j )

print ( s e l f . commit obj )

combined data = s e l f . r e a d o b j . append (

s e l f . commit obj , i gn o r e i nde x=True )

i f debug :

print ( combined data )

return combined data . s o r t v a l u e s ( by=[” s t a r t t i m e ” ] )

def g e t e v e n t s ( s e l f ) :

data = s e l f . g e t data ( )

events = data [ ’ event name ’ ] . unique ( )

return events . t o l i s t ( )

def get events t ream ( s e l f ) :

data = s e l f . g e t data ( )

return data [ ’ event type ’ ] . i l o c [ 0 ]

197



Patterns Class

The patterns class provides the functionality of defining event patterns and computing them

from the event stream class. We utilize a SQLite database to store temporary pattern

results. The patterns class is implemented separately from pattern matching algorithms as

the pattern data structure is independent of the pattern matching algorithm used. The

algorithm to be used is decided based on parameter values during run-time.

Patterns Class

import j s on

import os

from datet ime import datet ime

import sys

from path l i b import Path

p r o j l o c = str ( Path ( f i l e ) . parent . parent . r e s o l v e ( ) )

sys . path . append ( p r o j l o c )

from pattern . u t i l s import ope ra to r s

import s q l i t e s c r i p t s . add df as sq

import s q l i t e 3 as sq3

UNARY OP = set ( [ ’ not ’ ] )

BINARY OP = set ( [ ’ t empora l seq ’ , ’ s e q u e n t i a l ’ , ’ concurrent ’ ] )

# Mapping o f opera tor name to the implementation ,

#t h i s i s used in the Pattern . r u n p a t t e r n method
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operator mapping = {

’ t empora l seq ’ : ope ra to r s . t empora l s equen t i a l ope ra to r ,

’ concurrent ’ : ope ra to r s . c o o c cu r enc e ope ra to r

}

class Pattern ( object ) :

”””Runs a p a t t e r n t h a t matches across 2 event streams

Assumes t h a t the event streams are in s q l i t e db ”””

def i n i t ( s e l f , name , db loc , ∗params ,

db name=’ s e s s i o n d a t a . db ’ , ∗∗kwargs ) :

””” opera tor = d e l a y or f o l l o w s or co−occur

params = [ eventstream1 , ( events tream2 ) ]

time window = [ t1 , t2 ] ”””

s e l f . name = name

s e l f . d b l o c = db loc

s e l f . db name = db name

s e l f . ope ra to r = kwargs . get ( ” operator ” , None )

i f ( s e l f . ope ra to r i s not None) and

( s e l f . ope ra to r not in set ( l i s t (UNARY OP) + l i s t (BINARY OP ) ) ) :

raise ValueError ( ” Operator should be one o f {}” .

format (UNARY OP + BINARY OP) )

s e l f . e s 1 = kwargs . get ( ” eventstream 1 ” , None )#params [ 0 ]
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s e l f . es1 name = s e l f . e s 1 . ge t events t ream ( )

i f s e l f . e s 1 i s not None else None

s e l f . e s 2 = kwargs . get ( ” eventstream 2 ” , None )

s e l f . es2 name = s e l f . e s 1 . ge t events t ream ( )

i f s e l f . e s 2 i s not None else None

s e l f . time window = kwargs . get ( ” time window” , None )

s e l f . r e s u l t s = None

def run patte rn ( s e l f ) :

”””

Runs the p a t t e r n s p e c i f i e d by the opera tor a long the

s p e c i f i e d events t reams

”””

print ( ”Running pattern {}” . format ( s e l f . name ) )

i f s e l f . ope ra to r i s None :

print ( ” Unspec i f i ed operator f o r the pattern ” )

return None

patte rn op = operator mapping [ s e l f . ope ra to r ]

i f s e l f . ope ra to r in BINARY OP:

s e l f . r e s u l t s = patte rn op ( s e l f . e s1 , s e l f . e s2 ,

time window=s e l f . time window )

e l i f s e l f . ope ra to r in UNARY OP:
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s e l f . r e s u l t s = patte rn op ( s e l f . e s1 ,

time window=s e l f . time window )

# r e s u l t s would be a t a b l e o f event parameters

# We would s t o r e t h i s in a s q l i t e database

sq . add to db ( s e l f . name , s e l f . r e s u l t s ,

db loc=s e l f . db loc , dbname=s e l f . db name )

def s e l e c t ( s e l f , ∗params ) :

”””

S e l e c t event stream ( s ) from the r e s u l t s o f a p a t t e r n ;

Returns a d i c t i o n a r y o f e v e n t s data ;

key i s the event name passed to the f u n c t i o n

”””

i f s e l f . r e s u l t s i s None :

s e l f . r e s u l t s = sq . get f rom db ( s e l f . name , s e l f . db loc ,

dbname=s e l f . db name )

i f ( s e l f . r e s u l t s i s None) or ( s e l f . r e s u l t s . shape [ 0 ] == 0 ) :

return None

columns = s e l f . r e s u l t s . columns

r e t u r n s e t = {}

for e in params :

try :

a s s e r t ”{} s t a r t t i m e ” . format ( e ) in columns and
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”{} end t ime ” . format ( e ) in columns and

”{} event name ” . format ( e ) in columns and \

”{} event type ” . format ( e ) in columns and

”{} parameters ” . format ( e ) in columns and

”{} datastreams ” . format ( e ) in columns

except Asse r t i onErro r as e :

print ( ”{} not in pattern ” . format ( e ) )

continue

temp df = s e l f . r e s u l t s [ [ ’ userID ’ , ”{} event type ” . format ( e ) ,

”{} event name ” . format ( e ) , ”{} s t a r t t i m e ” . format ( e ) ,

”{} end t ime ” . format ( e ) , ”{} parameters ” . format ( e ) ,

”{} datastreams ” . format ( e ) ] ]

temp df . columns = [ ” userID ” , ” event type ” , ” event name” ,

” s t a r t t i m e ” , ” end time ” , ” parameters ” , ” datastreams ” ]

r e t u r n s e t [ e ] = temp df

return r e t u r n s e t

def cooccur r ence s ( s e l f , event1 , event2 ) :

”””

Returns a cooccurrence matrix in long form i e

( Event1 , Event2 , count )

”””

i f s e l f . r e s u l t s i s None :

try :

s e l f . r e s u l t s = sq . get f rom db ( s e l f . name , s e l f . d b l o c )
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except Exception as e :

print ( ” Error whi l e read ing pattern {}” . format ( s e l f . name ) )

raise e

i f s e l f . r e s u l t s . shape [ 0 ] == 0 :

return None

g roup co l s = [ ”{} event name ” . format ( event1 ) ,

”{} event name ” . format ( event2 ) ]

try :

a s s e r t a l l ( [ f in s e l f . r e s u l t s . columns for f in g roup co l s ] )

except Asse r t i onErro r :

print ( ”Events not found : {} , {}” . format ( event1 , event2 ) )

print ( s e l f . r e s u l t s . columns )

return None

aggregated data = s e l f . r e s u l t s . groupby ( g roup co l s ) . s i z e ( )

aggregated data = aggregated data . r e s e t i n d e x ( )

aggregated data . columns = group co l s + [ ” count ” ]

return aggregated data
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We have implemented two pattern operators 1) Concurrent and 2) Conditional Sequential.

These operations are implemented as in-memory SQLite join queries.

Pattern Operations

import pandas as pd

import numpy as np

from datet ime import datetime , t imede l ta

import s q l i t e 3 as sq3

from s q l i t e 3 import I n t e r f a c e E r r o r

import os

import sys

import j s on

def t e m p o r a l s e q u e n t i a l o p e r a t o r ( eventstream1 , eventstream2 ,

time window=None ) :

””” App l i e s temporal sequence opera tor on two event streams ”””

es1 name = eventstream1 . get events t ream ( )

es2 name = eventstream2 . get events t ream ( )

es1 = eventstream1 . ge t data ( ) . s o r t v a l u e s ( by=’ s t a r t t i m e ’ )

es2 = eventstream2 . ge t data ( ) . s o r t v a l u e s ( by=’ s t a r t t i m e ’ )

i f time window i s None :

print ( ”No time window provided ” )

return None

es1 [ ’ i n t e r v a l s t a r t ’ ] = es1 [ ’ s t a r t t i m e ’ ] + \
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t imede l ta ( hours=f loat ( time window [ 0 ] ) )

es1 [ ’ i n t e r v a l e n d ’ ] = es1 [ ’ end time ’ ] + \

t imede l ta ( hours=f loat ( time window [ 1 ] ) )

# conver t j son to j son s t r i n g f o r s q l i t e

es1 [ ’ parameters ’ ] = es1 [ ’ parameters ’ ] . apply (lambda x : j son . dumps( x ) )

es2 [ ’ parameters ’ ] = es2 [ ’ parameters ’ ] . apply (lambda x : j son . dumps( x ) )

es1 [ ’ datastreams ’ ] = es1 [ ’ datastreams ’ ] . apply (lambda x : j son . dumps( x ) )

es2 [ ’ datastreams ’ ] = es2 [ ’ datastreams ’ ] . apply (lambda x : j son . dumps( x ) )

# conver t date t ime to date t ime s t r i n g f o r s q l i t e

for f in [ ’ s t a r t t i m e ’ , ’ end time ’ , ’ timestamp ’ ,

’ i n t e r v a l s t a r t ’ , ’ i n t e r v a l e n d ’ ] :

i f f in es1 . columns :

es1 [ f ] = es1 [ f ] . apply (lambda x :

x . s t r f t i m e ( ”%Y−%m−%d %H:%M:%S %z” ) )

i f f in es2 . columns :

es2 [ f ] = es2 [ f ] . apply (lambda x :

x . s t r f t i m e ( ”%Y−%m−%d %H:%M:%S %z” ) )

# conver t the d f s to in−memory s q l i t e t a b l e s ,

# j o i n the t a b l e s , then read as d f

conn = sq3 . connect ( ’ : memory : ’ )

#w r i t e the t a b l e s

try :

e s1 . t o s q l ( es1 name , conn , index=False )

es2 . t o s q l ( es2 name , conn , index=False )

except I n t e r f a c e E r r o r as e :
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print ( ”Eventstream 1” )

print ( es1 . head ( ) )

print ( es1 . dtypes )

print ( ”Eventstream 2” )

print ( es2 . head ( ) )

print ( es2 . dtypes )

raise e

qry = ’ ’ ’

s e l e c t

{ es1 } . userID ,

{ es1 } . e v e n t t y p e { es1} e v e n t t y p e ,

{ es1 } . event name { es1} event name ,

{ es1 } . s t a r t t i m e { es1} s t a r t t i m e ,

{ es1 } . end t ime { es1} end t ime ,

{ es1 } . parameters { es1} parameters ,

{ es1 } . datas treams { es1} datastreams ,

{ es2 } . e v e n t t y p e { es2} e v e n t t y p e ,

{ es2 } . event name { es2} event name ,

{ es2 } . s t a r t t i m e { es2} s t a r t t i m e ,

{ es2 } . end t ime { es2} end t ime ,

{ es2 } . parameters { es2} parameters ,

{ es2 } . datas treams { es2} datas t reams

from
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{ es1} j o i n { es2} on

{ es2 } . s t a r t t i m e between { es1 } . i n t e r v a l s t a r t

and { es1 } . i n t e r v a l e n d

’ ’ ’ . format ( es1=es1 name , es2=es2 name )

r e s u l t d f = pd . r e a d s q l q u e r y ( qry , conn )

conn . c l o s e ( )

for f in r e s u l t d f . columns :

i f f . endswith ( ’ s t a r t t i m e ’ ) or f . endswith ( ” end time ” ) or

f . endswith ( ” timestamp” ) :

r e s u l t d f [ f ] = r e s u l t d f [ f ] . apply (lambda x :

datet ime . s t rpt ime (x , ”%Y−%m−%d %H:%M:%S %z” ) )

e l i f f . endswith ( ” parameters ” ) or f . endswith ( ” datastreams ” ) :

r e s u l t d f [ f ] = r e s u l t d f [ f ] . apply (lambda x : j son . l oads ( x ) )

return r e s u l t d f

def co oc cu r enc e ope ra to r ( eventstream1 , eventstream2 , ∗∗kwargs ) :

””” App l i e s concurrency opera tor on two event streams ”””

es1 name = eventstream1 . get events t ream ( )

es2 name = eventstream2 . get events t ream ( )

es1 = eventstream1 . ge t data ( ) . s o r t v a l u e s ( by=’ s t a r t t i m e ’ )

es2 = eventstream2 . ge t data ( ) . s o r t v a l u e s ( by=’ s t a r t t i m e ’ )

# conver t j son to s t r i n g f o r s q l i t e
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es1 [ ’ parameters ’ ] = es1 [ ’ parameters ’ ] . apply (lambda x : j son . dumps( x ) )

es2 [ ’ parameters ’ ] = es2 [ ’ parameters ’ ] . apply (lambda x : j son . dumps( x ) )

es1 [ ’ datastreams ’ ] = es1 [ ’ datastreams ’ ] . apply (lambda x : j son . dumps( x ) )

es2 [ ’ datastreams ’ ] = es2 [ ’ datastreams ’ ] . apply (lambda x : j son . dumps( x ) )

# conver t date t ime to s t r i n g f o r s q l i t e

for f in [ ’ s t a r t t i m e ’ , ’ end time ’ , ’ timestamp ’ ,

’ i n t e r v a l s t a r t ’ , ’ i n t e r v a l e n d ’ ] :

i f f in es1 . columns :

es1 [ f ] = es1 [ f ] . apply (

lambda x : x . s t r f t i m e ( ”%Y−%m−%d %H:%M:%S %z” ) )

i f f in es2 . columns :

es2 [ f ] = es2 [ f ] . apply (

lambda x : x . s t r f t i m e ( ”%Y−%m−%d %H:%M:%S %z” ) )

# conver t the d f s to in−memory s q l i t e t a b l e s ,

# j o i n the t a b l e s , then read as d f

conn = sq3 . connect ( ’ : memory : ’ )

#w r i t e the t a b l e s

es1 . t o s q l ( es1 name , conn , index=False )

es2 . t o s q l ( es2 name , conn , index=False )

# This query runs the opera tor us ing an in−memory s q l i t e t a b l e

qry = ’ ’ ’

s e l e c t

{ es1 } . userID ,

{ es1 } . e v e n t t y p e { es1} e v e n t t y p e ,

{ es1 } . event name { es1} event name ,

{ es1 } . s t a r t t i m e { es1} s t a r t t i m e ,
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{ es1 } . end t ime { es1} end t ime ,

{ es1 } . parameters { es1} parameters ,

{ es1 } . datas treams { es1} datastreams ,

{ es2 } . e v e n t t y p e { es2} e v e n t t y p e ,

{ es2 } . event name { es2} event name ,

{ es2 } . s t a r t t i m e { es2} s t a r t t i m e ,

{ es2 } . end t ime { es2} end t ime ,

{ es2 } . parameters { es2} parameters ,

{ es2 } . datas treams { es2} datas t reams

from

{ es1} j o i n { es2} on

{ es2 } . s t a r t t i m e between { es1 } . s t a r t t i m e

and { es1 } . end t ime or

{ es1 } . s t a r t t i m e between { es2 } . s t a r t t i m e

and { es2 } . end t ime

’ ’ ’ . format ( es1=es1 name , es2=es2 name )

r e s u l t d f = pd . r e a d s q l q u e r y ( qry , conn )

conn . c l o s e ( )

for f in r e s u l t d f . columns :

i f f . endswith ( ’ s t a r t t i m e ’ ) or f . endswith ( ” end time ” ) or

f . endswith ( ” timestamp” ) :

r e s u l t d f [ f ] = r e s u l t d f [ f ] . apply (

lambda x : datet ime . s t rpt ime (x , ”%Y−%m−%d %H:%M:%S %z” ) )

e l i f f . endswith ( ” parameters ” ) or f . endswith ( ” datastreams ” ) :

209



r e s u l t d f [ f ] = r e s u l t d f [ f ] . apply (lambda x : j son . l oads ( x ) )

return r e s u l t d f
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