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This dissertation presents research exploring the application of marine electromagnetic 

methods toward studying the nearshore continental shelf. The shallow-water controlled-source 

electromagnetic (CSEM) method has been shown to be a useful tool to study continental shelves. 

This marine CSEM method uses a man-made source of EM energy that passes through seawater 

and propagates into the seafloor and to towed-receivers which measure the resulting electric 

fields. These fields are processed into amplitude and phase data and then inverted to image 
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subseafloor electrical resistivity. Electrical resistivity, while not a unique identifier, can be 

indicative of porosity and pore fluids, mineral chemistry, melt, and temperature. Thus, the CSEM 

method is well-suited to identify and characterize a variety of features and systems, both 

anthropogenic and naturally occurring, within continental shelves. 

  

Offshore San Diego, surface-towed CSEM data were collected to detect the possible 

offshore extent of the county’s onshore aquifer. Little was known of the offshore character of the 

aquifer, making it vulnerable to over-extraction and saltwater intrusion. Thus, this survey 

mapped pore-fluid salinity and groundwater pathways offshore to better constrain the freshwater-

bearing formation. The results mapped a previously unidentified aquifer extending offshore San 

Diego which contains considerable volumes of fresh-to-brackish water, doubling the known 

groundwater volume of the county, in both continuous lenses and isolated pockets that appear 

influenced by fault systems and shallow stratigraphy. Near Santa Barbara, California, a surface-

towed CSEM survey was used to target marine hydrocarbon seeps (MHS) within Coal Oil Point 

seep field (COP) at intermediate depths (<400 m). The results show significant spatial variability 

of MHS within COP and indicate at least two previously unidentified subseafloor accumulation 

sites. The depth and lateral extent of these accumulation sites could constrain overall seep-

emission models for COP. From these studies, it became evident that the resolution and 

sensitivity of marine CSEM systems should be formally tested. Thus, rigorous and practical 

resolution and sensitivity studies were conducted to better constrain the depth of inference for 

several CSEM systems. The results from these tests indicate that the depth of inference for 

CSEM systems is deeper than previously thought. Finally, motivated by the search for 

archeological sites submerged offshore, a new CSEM system capable of detecting subtle and 
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small targets in culturally and biologically sensitive regions was developed. Initial inversions 

from first deployments of the new system offshore the northern Channel Islands, California show 

significant improvement in resolution when compared to surface-towed CSEM systems. 
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CHAPTER 1 

Introduction 

1.1 Geologic and Anthropogenic Resources on the Continental Shelves 

Sea-level rise following the Last Glacial Maximum (~20 kya) submerged millions of 

square kilometers of coastal landscape, obscuring many geologic phenomena, resources, and 

cultural sites from direct observation. This submerged region is part of the continental shelf and 

plays an important role in human life from a political, industrial, and conservational perspective. 

The shelves are an extension of a present nation’s land territory into the marine environment, 

allowing for exploration, conservation, and management of both living and non-living resources 

within and above the seabed, along with a variety of research and construction uses. As a result, 

the regions adjacent to the shelves are areas of intense industrial and recreational activity, and are 

associated with dense human populations which can put significant strain on local natural 

resources and ecosystems. In Southern California, ancient and modern human activity is evident 

along the coastline, from the presence of oil rigs on the continental shelf, water extraction wells 

that lie in close proximity to the present shoreline, and archeological sites half eroded by modern 

wave action. These features highlight coastal community interactions with, and the reliance 

upon, resources that lie just offshore on and within the continental shelf.  

Traditionally, the subseafloor of the continental shelf is mapped and investigated using 

the seismic method, which is a valuable geophysical tool but is not sensitive to all physical 

properties. Thus, the marine controlled-source electromagnetic (CSEM) method has experienced 
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significant development in the past few decades (Constable, 2010), as the method can be 

sensitive to geology and features that have little or no seismic signature. The marine CSEM 

method uses a man-made source of EM energy to pass an electrical current through the seawater 

and seafloor, along with receivers that record the electric fields. These recorded fields are 

proportional to electrical resistivity which, although not a unique identifier, can be indicative of 

porosity and pore fluids, mineral chemistry, melt, and temperature. Thus, marine CSEM studies 

can yield important new datasets to better inform on the natural world, especially when 

investigating submarine fresh groundwater, hydrocarbons, and archeological sites.  

This dissertation examines the use and development of marine CSEM systems on the 

continental shelf toward mapping and characterizing a variety of resources of geologic or 

anthropogenic origin at a variety of scales. Additionally, the works presented are an effort to 

collect baseline data to better understand and constrain geologic and cultural resources on the 

continental shelf offshore Southern California.  Most of the work presented here uses a surface-

towed CSEM system originally developed to map permafrost off Alaska (Sherman et al., 2017), 

but will also describe a new bottom-towed system developed for shallow shelf waters. 

Chapter 2 will introduce the modern marine CSEM method. This chapter will focus on 

the advancement of marine CSEM through the past 4 decades from the deep marine environment 

until the present day, when CSEM systems can be used in water depths as shallow as 5 meters. 

Migration of CSEM systems into shallow water and even to the water surface has resulted in 

better navigational constraints, which has reduced one of the sources of noise in the method. 

Chapter 2 will highlight the processing workflow to take advantage of the increased signal to 

noise available with the shallow CSEM systems.  



 

 
 
 

3 

Chapter 3 will present results from a marine CSEM survey targeting fresh submarine 

groundwater that extends offshore San Diego, California. San Diego County is vulnerable to 

water shortages in the coming decades as snowpack in the Sierra Nevada Mountains and the 

water flow in the Colorado River declines (Udall & Overpeck, 2017). As such, the county is 

adopting policies to decrease water use and to develop additional local sources of water. Of these 

local sources of water, the main source of groundwater for San Diego County comes from a 

reverse osmosis plant that purifies brackish groundwater from the coastal San Diego Formation 

(SDF). The SDF has been extensively studied onshore, but little was known about the geology or 

groundwater quality offshore in the adjacent continental shelf. Because most groundwater 

systems are interconnected and complex, further analysis was needed to identify offshore 

geology, possible sequestration of freshwater in the shelf, and potential pathways for saltwater 

intrusion. This comprehensive understanding is important because seawater intrusion may limit 

use of the SDF and longevity of desalination facilities. Chapter 3 will present results from a 

series of surface-towed CSEM surveys designed to better constrain the pore-fluid salinity and 

possible fluid pathways in the continental shelf off the coast of San Diego. The results indicate a 

considerable volume of fresh-to-brackish water sequestered in the shelf, doubling the known 

freshwater volume of the SDF, in both continuous lenses and isolated pockets that appear 

influenced by fault systems and shallow stratigraphy. Fresh submarine water and the offshore 

portion of the SDF had not been mapped or studied prior to the study presented here.  

Unlike submarine groundwater studies, the use of CSEM systems for the exploration of 

hydrocarbons offshore is an established and popular method used by industry. Yet, CSEM 

techniques have not been used to study the shallow character of hydrocarbon seeps on the shelf, 

which can contain pathways for upward fluid migration to the seafloor, releasing significant 
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volumes of greenhouse gases and hydrocarbons into the atmosphere and hydrosphere. These 

marine hydrocarbon seep systems have been studied using side scan sonar, multibeam 

bathymetry, seismic profiling systems, gas capture systems, airborne spectroscopy, remote 

operated vehicles, and many others (Hornafius et al., 1999; Leifer et al., 2006; Mitchell et al., 

2018; Razaz et al., 2020). However, seeps can be temporarily inactive or migrate and these 

methods rely on seafloor observations or water column data which can lead to an incomplete 

understanding of the overall seep emission rates and activity. Chapter 4 details a case study of 

using CSEM to map and characterize the marine hydrocarbon seep system near Coal Oil Point, 

Santa Barbara, California to a depth of approximately 400 meters below the seafloor. The results 

of this study indicate significant spatial variability of the seafloor expression of the seeps and 

identify two previously unidentified intermediate depth accumulation sites of hydrocarbons. The 

existence of intermediate hydrocarbon accumulation sites was previously proposed from 

emission rate models (Leifer, 2019), but the depth and number of accumulation sites were 

unknown. Thus, the depth and lateral extent of the hydrocarbon accumulation sites identified 

beneath Coal Oil Point in the study presented in Chapter 4 may improve seep emission models 

for this seep field. 

During the process of interpreting and presenting the work in Chapters 3 and 4, reviewers 

and other observers often assumed that the sensitivity and resolution of the towed CSEM systems 

were similar to nodal CSEM systems. However, there were several indicators from these and 

other studies that towed systems appear to have improved depth of investigation, but the issue 

was not formally studied and published. As it is important to understand the depth of 

investigation both when planning a survey and when interpreting inversions, it became apparent 

that a rigorous test of sensitivity and resolution with depth was needed. Chapter 6 describes a 
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series of two-dimensional sensitivity tests that expand upon tests first described by Parker (1982) 

and quarterspace tests on resolution with depth. The results highlight the importance of 

investigating data fit and possible signs of bias in residuals when interpreting data. The results 

show that when source receiver offset is held constant the towed CSEM systems have 

significantly better resolution and sensitivity to targets at depth compared to nodal CSEM 

systems.  

Bottom-dragged marine EM systems can achieve higher sensitivity and resolution within 

the shallow subseafloor compared to other towed CSEM systems. However, these existing EM 

systems are limited to seafloor settings that are heavily sedimented and without protective status, 

eliminating many seafloor areas from study. Thus, when a project was launched in a National 

Park to identify archeological sites from Pleistocene hunter-gatherers for protection and study, 

these original EM systems were not appropriate for use. Instead, a new neutrally buoyant CSEM 

system was developed to fly between 1 to 2 meters above the seafloor thereby minimizing 

impact on the seafloor. Chapter 5 describes the process of developing a novel bottom-towed 

CSEM system and the resulting resistivity models. The new system known as ‘CUESI’ shows 

promising sensitivity to slight changes in porosity of the seafloor when compared with adjacent 

sediment core data and significant improvement in resolution when compared to surface-towed 

CSEM systems. 

1.2 References 

Constable, S. (2010). Ten years of marine CSEM for hydrocarbon exploration.  Geophysics, 75, 
75A67–75A81. 
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CHAPTER 2 

Marine CSEM Development and Data Processing 

2.1 The development of marine controlled-source electromagnetic methods 

The marine controlled-source electromagnetic (CSEM) method is a relatively new remote 

sensing tool for characterizing the subseafloor of the marine environment. The CSEM method is 

sensitive to changes in resistivity which can be a measure of the porosity, permeability, and 

resistivity of pore fluids within a material. Thus, the CSEM method can be used to image a 

variety of targets such as melt layers, freshwater lenses within the seafloor, gas hydrates, or even 

paleochannels to name a few examples. Furthermore, the CSEM method can be used as a 

powerful complimentary noninvasive tool paired with more established remote sensing 

techniques such as acoustic reflection methods to reduce non-uniqueness in models or better 

constrain the pore space of materials within the seafloor.  

Prior to the development of marine CSEM technique, magnetotelluric (MT) methods 

were primarily used to image changes in resistivity within the subseafloor. However, high 

frequency signals were lost due to attenuation in the water column using MT methods in deep 

water. The development of broadband MT instruments around the turn of the century provided 

another decade of higher frequencies to replace those lost to the water (Constable et al., 1998), 

but marine MT methods were and still are somewhat limited to long period data collection. Thus, 

in the early- to mid-eighties, the CSEM method was developed in the academic sector to achieve 

high frequency data collection to investigate the upper oceanic lithosphere (Constable, 1990; 

Cox, 1981; Cox et al., 1986; Flosadóttir & Constable, 1996). With increased sensitivity to 
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shallow crustal depths combined with the ability to image upper mantle structure, marine CSEM 

techniques were used to study a variety of features such as magma chambers and hydrothermal 

systems at mid-ocean ridges (e.g., Evans et al., 1994, 1999; MacGregor et al., 2001; MacGregor 

et al., 1998; Sinha et al., 1998). 

From these first uses of marine CSEM, the method was noted to be sensitive to thin 

resistive layers within conductive sediments which is an attractive feature for oil and gas 

exploration as hydrocarbons are significantly more resistive than other seafloor sediment. Thus, 

marine CSEM was quickly adopted by the oil and gas industry as a tool for exploration and 

reservoir characterization in the early 2000s (Constable, 2010; Eidesmo et al., 2002; Ellingsrud 

et al., 2002; Hesthammer & Boulaenko, 2005; Srnka et al., 2006).The adoption of CSEM by 

industry advanced CSEM techniques, both by transitioning the use of the method into shallower 

water depths and by increasing available funds to improve the CSEM method. Interest from 

industry led to a steady inflow of funds to develop new CSEM instruments and processing and 

inversion software. The uptake of CSEM by both industry and academia in the early 2000s is 

evident in the steady rise in publications related to marine CSEM shown in Fig. 2.1. Key (2012) 

published a very similar graph detailing the use of EM in industry and academia, but Fig. 2.1 is 

updated exclusively for marine CSEM publications through 2020. Peer-reviewed papers 

published after 2020 are excluded as Covid-19 pandemic appeared to decrease the publication 

rate for almost all branches of the geosciences.  
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Fig. 2.1: The plot on the left is the number of papers published on marine CSEM per year until 
2020. The right panel plots the cumulative papers published on marine CSEM until 2020. These 
panels show overall consistent growth over the last two decades. These plots are modified versions 
of the plots presented (Key, 2012) expanded to 2020 and limited to only show marine CSEM 
publications. 
 

It is evident in the left panel of Fig 2.1, that there is an abrupt uptick in publications after 

2005. This increase certainly contains industry papers related to offshore hydrocarbon 

exploration, but also is in part from increased interest in gas hydrate exploration. Gas hydrates 

can be potential hazards in offshore hydrocarbon drilling operations, but can also be a valuable 

energy resource for countries without more conventional sources of hydrocarbons. Before the 

early 2000’s, seismic methods were typically used for gas hydrate detection as the presence of 

these materials would result in a bottom simulating reflector. A bottom simulating reflector can 

mark the phase change of solid hydrate above free gas (Shipley, 1979), but a bottom simulating 

reflector can also mark the presence of free gas without gas hydrate which leads to a non-

uniqueness problem. As gas hydrates are more resistive than the surrounding sediment, Edwards 

(1997) first proposed the use of marine CSEM to help detect gas hydrates, but it was not until 

years later that this idea started to gain traction. Later, it was noted from well logs that resistivity 

of the sediments increases proportionally with hydrate volume fraction (Collett & Ladd, 2000). 
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Thus from 2006 onward, there has been an increasing number of studies investigating the use of 

CSEM to map and characterize gas hydrates offshore (Ellis et al., 2008; Evans, 2007; 

Harinarayana et al., 2012; Kannberg & Constable, 2020; Schwalenberg et al., 2010; Weitemeyer 

et al., 2006; Yuan & Edwards, 2000; Zach & Brauti, 2009) 

Gas hydrates can be at or within in a few meters of the seafloor so increased sensitivity to 

shallow targets was favorable when detecting these features (e.g., Schwalenberg et al., 2010). 

Also, changes in resistivity from the presence of gas hydrates can be somewhat modest when 

compared to water saturated sediments so new CSEM techniques needed to be developed to 

improve the sensitivity of the method. Increasing the sensitivity and shallow resolution of CSEM 

systems would also enable the use of CSEM for mapping and characterizing paleochannels, 

hydrogeological systems, and even subtle changes in seafloor consolidation (Cheesman et al., 

1993; Evans, 2001) Interest in mapping these shallow features propelled marine CSEM groups to 

work toward developing new methods of surveying and improve upon data processing and 

inversion techniques. 

Typically, marine CSEM surveys were conducted using a towed source instrument that 

transmitted a frequency or time-domain signal that would be received by a series of bottom-

deployed stationary receivers (see Fig. 2.2). These surveys, which will be referred to as a nodal 

CSEM surveys, result in variable source receiver offsets as well as potentially large (>50 km) 

transmitter-receiver offsets. The nodal survey design is sensitive to features several kilometers 

below the seafloor to only a few tens of meters below the seafloor.  However, nodal surveys 

typically result in sparse datasets, which can decrease the resolution of the method, especially in 

the shallow subseafloor. So, as targets of interest became smaller and closer to the seafloor, such 
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as in the case of gas hydrates, new CSEM methods were developed that would result in denser 

data collection.  

 

Fig. 2.2: Figure illustrating the typical arrangement of a nodal CSEM survey. Here a CSEM 
transmitter is towed above a series of bottom-deployed stationary receivers labeled here as 
‘Electric and magnetic field receivers’. This figure is from S. Constable (2013). 

Increased data density was first addressed by continuously dragging both the transmitter 

and a tethered array of receivers over the seafloor. Initially, this new method involved very short 

tethers (<50 meters) between the transmitter and receivers as shown in Fig. 2.3, limiting the 

depth of investigation to only a few tens of meters below the seafloor (e.g., Cheesman et al., 

1993). In later years, the depth of investigation increased as offsets between the transmitter and 

receiver were extended to up to 705 m (Schwalenberg et al., 2010). Several iterations of the 

dragged CSEM technique were tested over a variety of shallow targets such as groundwater 

lenses, hydrothermal vents, gas hydrates, and seafloor vents with promising results (e.g., 

Cheesman et al., 1993; Ellis et al., 2008; Evans, 2001, 2007; Goto et al., 2008; Schwalenberg et 

al., 2005, 2010; Yuan & Edwards, 2000). 
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Fig. 2.3: Schematic of a bottom-dragged CSEM system. The transmitter is labeled here as ‘Tx’, 
followed by 2 receivers labeled ‘Rx1’ and ‘Rx2’. This figure is from Cheesman et al. (1993). 

The dragged CSEM systems have simple navigation, high frequency data collection at 

short source-receiver offsets, and maximum coupling with the seafloor. However, the use of such 

systems is limited to seafloor settings which are sedimented and without seafloor infrastructure. 

In order to expand the regions suitable for marine CSEM surveying, a new deep-towed CSEM 

system was developed (Weitemeyer & Constable, 2010). The first version of the deep-towed 

system was towed 60 meters above the seafloor and was designed as an electric dipole frequency 

domain system with a single 3-axis electric receiver towed 300 meters behind the transmitter. A 

novel frequency-domain waveform of a doubly symmetric square wave of Myer et al. (2011) 

was chosen for use so that a variety of depths could be investigated even with only one receiver.  

This is because the waveform of Myer et al. (2011) results in high amplitude responses over a 

wide range of frequencies allowing for a greater range of sampling depths. A horizontal electric 

dipole was chosen as the EM source because generating large signals (>100 Amp) on a dipole is 

more attainable than generating a similar magnetic signal (100 Amps) on a loop or coil of similar 

size. Additionally, a horizontal dipole transmitter alignment has the benefit of inducing both 

horizontal and vertical current flow which creates galvanic effects on both horizontal and vertical 
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boundaries unlike vertical dipole transmitters. Beneficial for simplifying surveying logistics, a 

horizontal dipole transmitter alignment also allows for in-line towing of the whole CSEM array.  

Prior to the development of the deep-towed system, towed horizontal electric receivers 

were hypothesized to be prone to noise from streaming potentials related to towing the electrodes 

through conductive seawater (Evans, 2007).  However, when the Scripps group tested this, it was 

observed that noise decreased with tow speed, rather than increase as would be expected from 

streaming potentials.  It was inferred that lateral motion by the antenna cable in Earth’s magnetic 

field was the source of the noise, which led to mounting the receiver electrodes on rigid arms. 

Towing CSEM systems above the seafloor reduced noise from seafloor interactions and allowed 

for the collection of vertical electric field data in addition to inline electric field data. 

Development of the deep-towed CSEM system first began in 2004, and within decade, the 

system had expanded to include 4 receivers and additional instruments to refine navigational data 

among other alterations. The current system is described by Constable et al. (2016) and an 

example of the array is shown in Fig. 2.4.  

 

Fig. 2.4: Schematic of 1220 meter long bottom-towed CSEM array. Transmitter is labeled here as 
SUESI transmitter followed by transmitter antenna which function as a horizontal electric dipole. 
The 3-axis electric field receivers are labeled here as ‘Vulcan receivers’. This figure is from 
Kannberg & Constable (2020) 
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2.2 Surface-towed CSEM 

Following the successful deployments of deep-towed electric dipole receivers, 

development of a surface-towed CSEM system began at Scripps Institution of Oceanography in 

2014 (Sherman, 2018). This system, known as the porpoise system, is shown in Fig. 2.5. The 

new surface-towed system packages repurposed receivers from the deep-towed system into 

buoyant PVC cases and, similar to the deep-towed system, holds the electrodes on rigid antennas 

to decrease noise associated with moving a cable in Earth’s magnetic field (Constable et al., 

2016). Unlike the deep-towed receivers, the surface-towed receivers only record the inline 

electric field because the vertical field disappears at the sea surface.  

The proximity of the towed CSEM array to the sea surface led to four major benefits. 

First, each receiver is fitted with its own GPS mast which provides good constraints on 

navigation and a timing pulse which can later be used to obtain accurate phase drift. Second, the 

receivers do not need to transmit real-time depth telemetry as elevation is always at the sea 

surface. Third, towing speeds can be increased to up to 4 knots. And finally, since the transmitter 

did not need to be deep-towed, the transmitter is much smaller and simpler than deep-towed 

transmitters facilitating the use of much smaller vessels. The deep-towed transmitters of 

Southampton University and Scripps Institution of Oceanography are large, sophisticated 

instruments that generate large currents, allowing for deeper depths of investigation but requiring 

a specialized vessel for proper function. Conversely, the surface-towed system, which was 

originally developed to map permafrost in shallow waters near Prudhoe Bay, Alaska, needed to 

be deployed from small non-specialized fishing boats, operate off 110-240 VAC power, and be 

transported by airfreight and trucks (Sherman et al., 2017). To accomplish this, the transmitter is 
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kept onboard the ship and transmits the signal down cables which are towed in the water behind 

the vessel. The receivers are small and lightweight and can be easily disassembled for transport. 

With these modifications, the system is a mobile, cost-effective, and efficient new method to 

map the resistivity of the subseafloor to depths of up to 1000 meters in shallow (<200 meter 

water depth) marine environments such as on continental shelves. 

 

Fig. 2.5: A: Porpoise design as of 2015 floating on the surface after deployment. B: A porpoise on 
the deck ready for deployment. C: All four of the porpoises stored on deck; note that electrodes 
and GPS masts are not yet attached. This figure is from D. E. Sherman (2018).  

The development of the porpoise system into the today’s system illustrated and shown in 

Fig. 2.6 was iterative and has resulted in a system that can be deployed in under 45 minutes and 

can withstand a variety of ocean conditions. Today’s porpoise frames have been redesigned to 

have a variety of points on the frame to secure cables, reducing snag points, and provide 

handholds. The frames of the most current system have been modified to slough off kelp and 

other ocean debris and provide a mounting point for a vertical GPS mast. The modern GPS mast, 
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as in the first iteration, functions both as a flashing beacon to improve visibility of the array, but 

also provides position data and timing for each porpoise. However, the GPS masts on the new 

system are not rigidly held upright like the prior versions, as this was noted to result in breakage 

if the mast encountered kelp, but instead are allowed to pivot backwards to reduce damage from 

floating debris while still recording navigational data. The navigational data, which includes 

speed, time, course over ground, and position data, is recorded on an internal serial logger which 

also records pitch, roll, and heading from an internal compass/tiltmeter every second. The rigid 

antennas for the electrodes have been moved to be slightly aft of the center of instrument and 

shielded by the frame, compared to the initial design, to reduce drag on the instrument and to 

decrease snagging from the antennas on ocean debris. Inline electric field responses from the 

silver chloride electrodes are recorded on one channel of a 250 Hz logger which also records 

acceleration in three directions on three other channels and a 1Hz timing pulse from the GPS 

mast on the fifth channel. The instrument at the end of the array, labeled ‘dorsal’ in Fig. 2.6, does 

not record electric field data, but instead records conductivity, temperature, and water depth on a 

serial logger. These data are later used to create starting models for inversions. In the initial 

system design, an instrument package like the dorsal was towed alongside the vessel. Today, the 

dorsal instrument is towed 30 meters behind the last porpoise and followed by a 30 cm diameter 

orange buoy which marks the end of the array to other ships, but also helps straighten the array 

when towing. The dorsal, like the porpoises, receives location data from an external GPS mast 

and records this data on a serial logger board.  
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Fig. 2.6: a) Schematic of 400 meter long surface-towed CSEM array. Horizontal electric dipole is 
labeled here as ‘HED’. The emitted electromagnetic field from the HED is labeled ‘Transmitted 
EM Field’. b) Photo of all four modern porpoises (receivers) and dorsal (front) staged on deck. 
Logger is a grey pressurized case held in place with a white frame. GPS masts are orange vertical 
instruments affixed to the back of each white frame. The receiver frames have blue weights at the 
base to keep the instruments upright during towing operations. This figure is from King et al., 
(2022).  
 

2.3 Processing and inverting CSEM data 

Rather than a comprehensive description of CSEM processing and inversion, this section 

will describe the general method used in Chapters 3 and 4 of data processing and inversion 

relevant to data collected with the surface-towed CSEM system known as the ‘porpoise’ system 

(Sherman et al., 2017). Additionally, this section will highlight a variety of complications that 

are typically encountered during data processing and describe methods to identify and minimize 

complications.  
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2.3.1 Processing electric field data 

 

Fig. 2.7: Raw time-series recorded on a surface-towed CSEM logger for a receiver towed 300 
meters behind the transmitter. Ch #.1 is the inline electric field data, Ch #.2, 3, and 4 are 
acceleration in 3 directions, and Ch #:5 is the timing pulse from the external GPS mast.  

Data collected from the porpoise system are recorded as a time series which is shown in 

Fig. 2.7. In this example, the transmitter output a 32 Amp current-controlled 2.5 Hz waveform-D 

of Myer et al. (2011) on a 10 meter antenna. The inline electric field data was recorded on 

channel 1 while a 1 second timing pulse from an external GPS receiver was recorded on channel 

5. To remove long-period magnetotelluric signal contamination and/or oceanographic noise from 
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the data and take advantage of the compact transmitted waveform, the time-series data collected 

on Channel 1 are pre-whitened in windows determined by the length of the first harmonic (in this 

example, 0.5 second windows), using first differencing. The data are then Fourier transformed 

into the frequency domain. The output frequencies will depend on which waveform was 

transmitted during the survey. In this example, a waveform-D was used which results in high 

amplitude responses over a broad frequency range as shown in Fig. 2.8. Considering the 

harmonic amplitude of this waveform and excluding any frequencies with less than 0.4 zero to 

peak amplitude, frequencies associated with the 1st, 3rd, 7th, and 13th harmonics are included for 

further processing. Similarly, if a square-wave was transmitted, the harmonic amplitude falls off 

geometrically so, using the same 0.4 amplitude cutoff, the frequencies used in the Fourier 

transform would be only the 1st and 3rd harmonics.  The complex numbers that are obtained from 

the Fourier transform are normalized by the source-dipole moment (320 amp meters in the 

example presented in Fig. 2.7) and corrected for receiver calibration. Finally, a post-darkener is 

applied to remove the effect of the pre-whitener.  

 

Fig. 2.8: Comparison of the amplitudes of waveform-D (Myer et al., 2011) with a square wave. 
The fundamental frequency of both waveforms is 1 Hz and the peak output cuttent is 1.  
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The complex transfer function estimates are stacked using an arithmetic mean to increase 

the signal to noise ratio and obtain an error estimate. Fig. 2.9 is a plot of the amplitude of the 

unstacked data versus the amplitude of the data stacked over a 30 second period and finally, the 

resulting signal-to-noise. The degree of stacking is dependent upon the survey conditions. For 

example, if there was significant wave action during the time of surveying, longer stacking 

windows may be necessary to reduce the effect of the oceanographic noise on the data.  

 

Fig. 2.9: The top panel is a plot of the amplitude of complex numbers yielded from the Fourier 
transform at 7.5 Hz on four receivers. The middle panel plots the amplitude data from 30 second 
stacks of complex numbers from the same data presented in the top panel. The bottom panel plots 
the signal to noise ratio for the same data. One may note that as distance between the transmitter 
and receiver increases, the signal to noise ratio decreases. The vertical grey bars indicate when the 
vessel and the array turning onto a new line in the survey.  
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2.3.2 Correcting for clock drift 

The porpoise system is made up of a transmitter and four autonomous receivers towed on 

floating high-molecular-weight polyethylene rope. This instrument setup has the benefit of 

simplified deployments, recoveries, and surveying and, as each instrument is on the sea-surface, 

facilitates the use of an external GPS mast on each instrument. The GPS mast outputs location 

data, which is recorded on a serial logger, and provides a GPS stabilized 1 Hz timing pulse to 

each receiver. Before accurate timing was available, phase data have been historically much 

harder to model than amplitude data especially at higher frequencies. To remove or reduce the 

effects of timing errors on the phase data, clock drift is corrected using the 1 Hz timing pulse.  

The inline electric field data are amplified, recorded, and time-stamped on an electric 

field logger that is regulated by an internal clock. This means that as the clock drifts, the electric 

field data will also appear to drift. Therefore, to have accurate phase data, the clock drift must 

first be calculated and then removed from the inline electric field data.  One method to calculate 

the rate of drift is to assume a linear clock drift rate. Using this method, a time tag is recorded 

both before and after instrument recovery by synchronizing the internal clock with a GPS. Clock 

drift is then assumed to be linear between these two points in time so the slope of the clock drift 

can be calculated over the survey, converted to phase drift at various frequencies, and then 

applied to the data. However, in practice, this method can lead to inaccurate phase data as the 

internal clocks drift non-linearly depending on sea temperatures, battery, or other external 

factors. These small perturbations in drift rate are small (<0.002 ms over 20 seconds), but at 

higher frequencies such as 32.5 Hz, can result in a phase shift comparable to over 0.5% error in 
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phase. This amount of drift may seem inconsequential, but when phase data with 1% error floors 

are becoming more commonplace in CSEM studies, 0.5% error in phase is significant. Thus, 

instead of assuming linear drift rate, a dynamic clock drift rate is used, if possible, to effectively 

reduce error from clock drift.   

 

Fig. 2.10. Phase from a synthetic timing pulse versus phase from the GPS timing pulse recorded 
on logger. The deviation between the two datasets is the drift from the of the internal clock that 
regulates the logger. 

Assuming dynamic clock drift, the timing pulse recorded on the loggers is processed as in 

section 2.3.1, but the windows used are adjusted to capture the timing pulse signal. The phase 

data from the GPS timing pulse recorded on the loggers is then compared to the phase from a 

synthetic timing pulse as shown in Fig. 2.10. The degrees of difference between the phase of the 

synthetic and recorded timing pulse is the drift from the clock. These values are converted into a 

vector of drift in seconds for the duration of the survey. Finally, the time drift per sampling 

interval of the survey can be scaled to represent drift for the frequencies used in the survey. This 

process results in a data array with the single column delineating the time of sampling and the 
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following columns recording degrees of drift with each harmonic (Fig. 2.11). The drift can now 

be applied to the phase data before further processing.  

 

Fig. 2.11: Drift and drift corrections from one receiver. The top panel plots the time drift of the 
clock during the survey in seconds. The lower panel plots the related amount of phase shift that 
needs to be applied to the 2.5 Hz phase data to account for the clock drift shown in the top panel.  
 

2.3.3 Processing navigational data 

Navigational uncertainties are typically the greatest source of error is CSEM surveys and 

so navigational data are inspected at nearly every point during processing  (Myer et al., 2012). If 

all instruments functioned as designed, navigation can be simple; however, even with a complete 

set of navigation data, there can be some potential complications. A few examples: heading 

recordings within the serial loggers can be compromised by the batteries within the pressure 

cases, ocean debris can pull the instruments below the water surface resulting in gaps in the GPS 
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data stream, altimeter data can be inaccurate if there are bubbles in the water column or offline 

features, and currents may cause the array to ‘crab’ through the water. There is no single fix to 

identify and address these sources of error, but there are a few procedures that are useful to 

troubleshoot the navigation data. The output navigational data are plotted frequently and 

compared to cruise notes, expected values considering fixed offset distances, and sea-state 

records from nearby buoys. Bathymetric data are obtained from public sources and compared to 

the recorded data from the altimeter. And finally, electric field data are compared to forward 

models made using the processed navigational data.  

2.3.4 Creating pseudosections 

As 2D inversions can be computationally expensive, 1D forward models are a useful tool 

to check for bias in the data or model build before adding another dimension. Forward solutions 

are calculated for 1D models that use the water depth and seawater conductivity measured during 

the survey underlain by halfspaces ranging from 0.1 to 1000 Ωm. The forward solutions also 

include navigational data which uses depth, dipole length, heading, and pitch of the transmitter 

as well as transmitter-receiver offset, depth, and heading for the receivers. The forward solutions 

are then compared with the stacked amplitude and phase data from the survey to check for 

processing errors and incorrect assumptions. As seen in Fig. 2.12, the stacked amplitude data 

corresponds well with the forward responses from halfspaces between 1 and 5 Ωm which are 

expected values for the seafloor and subseafloor in this survey. This indicates that the data 

processing and model assumptions are reasonable and the processed data can advance to 2D 

inversions.  
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Fig. 2.12: 7.5 Hz amplitude responses from 1D halfspace models (solid lines) of varying resistivity 
compared with 7.5 Hz amplitude survey data (black dots) from a receiver towed 400 meters behind 
the transmitter.  

If amplitude data are not in agreement with predicted responses, this may be an indicator 

of inaccurate assumptions or mistakes in data processing. This could be from an obvious source 

of error, such as inaccurate rotation of the data into a 2D space or reversing headings or pitch, 

but can also be indicators of model oversimplification. The processes described below provides a 

list of typical sources of error and methods to reduce error from model build or 

oversimplification.  

If the forward responses are generally higher amplitude than the collected survey 

amplitude data, seawater conductivity may be higher than assumed. The surface-towed CSEM 

system measures seawater conductivity at the surface, but in some regions, stratification can 

occur in the water column leading to a varied conductivity profile. If this is not incorporated into 

the starting model, artifacts may be introduced into the final model to account for the water 

column resistivity. To avoid this, water conductivity with depth is typically measured during the 

survey. If survey was along the coastline (on the continental shelf) and no conductivity profiles 

were taken during the day of surveying or the conductivity sensor malfunctioned, one can 

usually find conductivity profiles from the time and day of surveying on the MEOP database 
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(https://www.meop.net/). Ocean currents can also cause complications while processing the data 

as currents that can cause the array to ‘crab’ through the water. This means that the depth profile 

generated from the instrument at the end of the array may not be representative of seafloor the 

receivers and transmitter passed over. A more representative depth profile can be built by 

downloading high resolution bathymetry data and taking ‘slices’ through it for each receiver and 

the transmitter location. If the ‘crabbing’ was minor and the bathymetry relatively simple, a 

depth profile can be found that represents the whole array to a reasonable degree. Finally, the 

depth profile is adjusted for tides either from nearby buoy data or by comparing the depth profile 

at the location of the dorsal instrument generated from public data with that of the survey data.  

The 1D halfspace tests can be used to generate pseudosections which can provide a low-

resolution resistivity profile of a given survey. Pseudosections are made by interpolating between 

forward responses to given halfspace models and the stacked amplitude data from the survey to 

find the apparent resistivity of each point of stacked amplitude data. The approximate depth of 

the apparent resistivity values can be roughly calculated using the source-receiver offset and the 

skin depth equation for each frequency (e.g., Weitemeyer & Constable, 2010) resulting in 2D 

plots of the resistivity of the subseafloor. Pseudosections have been noted to have a limited 

ability to constrain depth, but can be a good indicator of lateral variability of the dataset 

(Weitemeyer et al., 2006). Fig. 2.13 is a pseudosection using 7.5 Hz Amplitude data and Fig. 

2.14 is a 2D vertical resistivity model from inverting the amplitude and phase data from the same 

survey line. One may note that the two models are in good agreement laterally, but the depths 

and definition of the structures vary between models. As previously noted, the depths used to 

create the pseudosection were found using the skin depth equation assuming a halfspace of 1 
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Ωm; it is evident from the inversion results that the subseafloor is more resistive, thus decreasing 

the skin depth to around half of what was originally calculated.  

 

Fig. 2.13: Pseudosection of 7.5 Hz amplitude data from four recievers spaced 100, 200, 300, and 
400 meters from the transmitter. The total depth of the profile was determined by skin depth 
assuming 1 Ωm sediment. There are four vertical pixels associated with the four receivers, with 
the shortest offset receiver profile corresponding to the shallowest profile and the longest offset 
receiver profile corresponding to the deepest profile. This pseudosection is from the same survey 
shown in Fig. 2.12.  
 

 

Fig. 2.14: 2D resistivity models of the same survey line presented in Fig. 2.12 and Fig. 2.13. The 
model was run with an anisotropic penalty weight of 0.05 and fit to a root mean square of 1.  The 
amplitude and phase data were subjected to a 2% error floor in amplitude and 1% error floor in 
phase. 

2.3.5 2D Model Build 

While apparent resistivity pseudosections are a useful tool to understand the data prior to 

inversion, 1D analysis does not take advantage of the density of data achieved with continuously 

towed systems. Thus, 2D inversions can significantly improve the depth of investigation and 
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resolution compared to pseudosections or 1D analysis. Additionally, compared to 

pseudosections, 2D models use more of the available navigation data and allow for model 

penalties which can drive down uncertainty and improve the model fit to the data. This section 

will describe the general process of creating a 2D starting model for inversion using the publicly 

available MARE2DEM inversion code of Key (2016).  

MARE2DEM is a finite-element adaptive modeling program that uses Occam’s 

Inversion, a method that regularizes the inversion to obtain the smoothest resistivity model that 

fits the data (Constable et al., 1987). For marine CSEM surveys, the starting models are 

constructed with a series of fixed parameters and free parameters. The fixed parameters are 

typically made up of a highly resistive air layer underlain by the conductive ocean layer. The 

ocean layer can be divided into separate layers or sections to represent the water conditions 

during the time of surveying. For example, the ocean may become colder and thus more resistive 

past the continental shelf edge and this can be included in the model. Additionally, if combining 

magnetotelluric data with CSEM data, land may also be included in the model to reduce the 

coast effect (e.g., Constable et al., 2009; Wang et al., 2019).  

The region below the seafloor is set as a free parameter with some starting resistivity 

value. The area below the seafloor can be parameterized using either parallelograms 

(quadrilateral grids) or triangles. The parallelogram parametrization uses a bathymetry 

conforming parallelogram mesh that can be set to increase in parallelogram height with depth 

below the seafloor. This mimics the loss of resolution of the EM method with distance. In areas 

with layered geology or a somewhat smooth seafloor, the parallelogram parametrization is an 

effective model grid. The triangle parametrization uses an unstructured triangular meshing 
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engine which can mesh complicated regions such as in areas with irregular bathymetry or 

geologic structures. To carry out forward computations, the MARE2DEM code overlays a 

triangular finite-element computation mesh onto the parameter mesh (the so-called dual grid 

approach) which is then adaptively refined until the computational errors associated with the 

mesh are below a set tolerance, usually 1%. This removes much of the burden from the user to 

monitor and refine the computation grid or triangle size as the model develops structure to fit the 

data because the code will automatically generate and refine the finite-element meshes with each 

iteration (Key, 2016). 

To stabilize the inversion, a roughness penalty is applied to the model. The model 

roughness operator in MARE2DEM stabilizes the inversion away from creating artifacts in the 

models (Key, 2022). In MARE2DEM the roughness penalties fall into two categories: anisotropy 

and spatial roughness.  

Anisotropy is a measure of how an electric field passes through a material given different 

propagation directions. In the 2D code, anisotropic materials can have different resistivity values 

in the vertical and horizontal directions, which is a good model for horizontally stratified 

geology. Geologically, anisotropy is observed on a variety of scales originating from mineral 

properties, rock or sediment texture, and macroscopic features such as in sedimentary horizons 

(Constable, 2015). Anisotropy can be included in the MARE2DEM code and penalized to some 

degree. A higher anisotropy penalty weight drives the model toward an isotropic solution, 

penalizing any ratio above or below 1 between the vertical and horizontal resistivity values. A 

lower anisotropy penalty weight does not heavily penalize the model if the vertical and 

horizontal resistivities differ significantly (Key, 2016). Low anisotropy penalty weights can 

result in overly smooth models because the inversions may reduce roughness by distributing 
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highly resistive or highly conductive features between the horizontal and vertical directions, 

thereby reducing the overall roughness in both directions (Constable et al., 2015). The degree of 

anisotropy needed in a model is challenging to discern and beyond the scope of this Chapter. 

More information on the effects of anisotropy on models can be found in a variety of 

publications (e.g., Constable et al., 2015; Kannberg & Constable, 2020b; Sherman et al., 2017). 

However, in some survey areas, a priori knowledge on the geologic structure and 

characteristics of the area can allow for informed decisions on anisotropic ratios before building 

the models. For example, if gas hydrates are known to be within a study area, the initial 

inversions may include anisotropy because gas hydrate bearing sediments have been observed to 

have vertical resistivity values over an order of magnitude higher than the horizontal resistivity 

values (Cook et al., 2010). In a study characterizing gas hydrate in the California Borderlands, 

the authors determined the level of anisotropy needed by iterating upon the anisotropic ratio used 

in the models until a geologically feasible model and expected vertical to horizontal resistivity 

ratio was obtained (Kannberg & Constable, 2020).  

In many instances, there is no expected level of anisotropy in a survey area. Initially, 

without prior evidence of anisotropy, isotropic inversions are run and scrutinized. If a root mean 

square of 1 is achieved and the misfit is normally distributed for both amplitude and phase, 

anisotropy may not be necessary in the model. If isotropic models do not result in a good fit to 

the data model fit can be examined for signs of anisotropy (Sherman, 2018). For example, during 

isotropic inversions of the data Sherman (2018) noted that if bias occurs in the phase residuals, 

but not in the amplitude data, this can be indicative of anisotropy. Thus, the degree of anisotropy 

can be better constrained by running a series of models using different anisotropy penalty 

weights until fit to both phase and amplitude data is achieved.   
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Fig. 2.15: The left two panels plot the data fit of both amplitude (top) and phase (bottom) from a 
receiver for the 10th iteration of an isotropic inversion of a surface-towed CSEM survey. The 
isotropic inversion could not reduce the root mean square below 1.13 and the modeled phase 
response appears to be biased high. The right two panels plot the data fit of both amplitude and 
phase from a receiver for an anisotropic inversion using an anisotropic penalty weight of 0.05 of 
the same surface-towed CSEM survey. The anisotropic inversion achieved a root mean square of 
1 and the residuals for both amplitude and phase appear to be random. 
 

As an illustration of Sherman’s (2018) observations, in Fig. 2.15, the left two panels plot 

the data fit of both amplitude and phase from a receiver for the 10th iteration of an isotropic 

inversion of a surface-towed CSEM survey. The isotropic inversion could not reduce the root 

mean square below 1.13 and bias was observed in the fit of the phase data. The right two panels 

plot the data fit of both amplitude and phase from a receiver for an anisotropic inversion using an 

anisotropic penalty weight of 0.05 of the same surface-towed CSEM survey. The anisotropic 

inversion achieved a root mean square of 1 and the residuals for both amplitude and phase were 

closer to zero-mean. Additionally, the vertical to horizontal resistivity ratios were found to align 
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well with nearby core data. Thus, the appropriate anisotropic penalty ratio was determined to be 

0.05 in this instance.  

In MARE2DEM, spatial roughness is penalized with both a horizontal and vertical 

penalty weight. The penalty ratio biases the inversion toward enhanced smoothness in the 

vertical or horizontal direction (Key, 2016). Geology or survey design is used to determine the 

appropriate vertical penalty weight. For example, the surface-towed CSEM system only 

measures the inline electric field which is more sensitive to horizontally oriented resistors than 

vertically oriented resistors. In this case, to avoid over-smoothing the changes in vertical 

resistivity from the horizontal resistors while also taking advantage of the dense data collection 

in the horizontal direction, a vertical penalty weight greater than 1 would be applicable. 

Conversely, in a heavily faulted region or an area with abrupt changes in lateral resistivity, a 

horizontal to vertical penalty weight of less than or close to 1 may be appropriate to avoid 

smoothing the changes in lateral resistivity.  

2.3.6 Inversions and fit to data 

Solutions to inversions are non-unique and unstable meaning that small to no changes in 

the data fit occur despite large changes in the model (S. Constable et al., 2015). This means that 

despite good fit to the data, the solution may not accurately reflect reality.  However, models can 

be scrutinized to tease out the truth. 

After the 2D models have been built and inverted using the MARE2DEM code, the 

resulting data fits are analyzed before interpreting the models. Initially, the amplitude and phase 

data for every receiver and frequency is inspected for fit. If overfitting is occurring, the error 

floors may need to be adjusted or error structure modified. If bias is forming in the residuals, 
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anisotropy, model build (bathymetry, water column, tidal effects, etc.), and navigational errors 

may also be the cause of the misfit. Only once the residuals are normally distributed and the data 

fit does not show signs of over or underfitting, the final resistivity models are accepted. 

 

Fig. 2.16: Plot of expected resistivity values for a variety of materials. Image from Constable. 
 

If there are few to no available existing datasets in a survey area, resistivity models are 

first examined for geologic feasibility. For instance, a reliable resistivity model will have values 

within the model that lie between ranges that are expected for the survey area as shown in Fig. 

2.16 and vertical to horizontal resistivity ratios that are within expected bounds. CSEM data 

collected in a grid will result in tie-lines and these intersections are inspected for continuity. 

When available, other datasets are used to ‘ground truth’, interpret, and/or constrain resistivity 

models. As an example, Fig. 2.17 is from a study by Gustafson et al. (2019) mapping fresh 
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submarine groundwater offshore New Jersey. Here, Gustafson et al. (2019) compared datasets, 

such as borehole and acoustic reflection data, with resistivity models. The datasets are in good 

agreement and the borehole data was used to interpret the resistive features as trapped slightly 

saline pore fluids.  

Finally, the depth of investigation is examined to limit the depth of interpretation depth of 

the inversions. The depth of sensitivity and the resolution are tested using rigorous and non-

rigorous methods. Chapter 5 explores resolution and depth of a variety of CSEM systems.  

 

Fig. 2.17: Resistivity profile compared to borehole and seismic reflection data offshore New Jersey 
from Gustafson et al. (2019). Salinity data is plotted in white over borehole locations where low 
salinity (left of the dashed line) is collocated with regions of high resistivity (indicating fresh pore 
fluids) on the resistivity profile. The seismic reflection data, in black, generally maps out the 
confining unit, or top, of the resistivity (yellow) features in the resistivity profile.  
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CHAPTER 3 

Identification of fresh submarine groundwater off the coast 

of San Diego, USA, using electromagnetic methods  

Co-authors: Wesley R. Danskin, Steven Constable, and Jillian M. Maloney 

This chapter, in full, is a reformatted reprint of the material published in: King, R. B., Danskin, 

W. R., Constable, S., & Maloney, J. M. (2022). Identification of fresh submarine groundwater 

off the coast of San Diego, USA, using electromagnetic methods. Hydrogeology Journal, 30(3), 

965-973. 

3.1 Abstract 

Climate change has a pronounced effect on water resources in many semiarid climates, 

causing populated areas such as San Diego County (USA), to become more vulnerable to water 

shortages in the coming decades. To prepare for decreased water supply, San Diego County is 

adopting policies to decrease water use and to develop additional local sources of water. One 

new local source of freshwater is produced by a desalination facility that purifies brackish 

groundwater from the coastal San Diego Formation. This formation has been studied extensively 

onshore, but little is known about the geology or groundwater quality offshore in the adjacent 

continental shelf. Because most groundwater systems are interconnected and complex, further 

analysis is needed to identify offshore geology, possible sequestration of freshwater in the shelf, 

and potential pathways for saltwater intrusion. This comprehensive understanding is important 
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because seawater intrusion may limit use of the San Diego Formation and longevity of 

desalination facilities. Controlled-source electromagnetic methods are uniquely suited to 

detecting offshore groundwater as they are sensitive to changes in pore fluids such as the 

transition from fresh to brackish groundwater. This paper describes results from surface-towed 

electromagnetic surveys that mapped the pore-fluid salinity and possible fluid pathways in the 

continental shelf off the coast of San Diego. The results indicate a considerable volume of fresh-

to-brackish groundwater sequestered in the shelf, both in continuous lenses and isolated pockets, 

that appear influenced by fault systems and shallow stratigraphy.  

3.2 Introduction 

Climate change significantly impacts the water resources available in semiarid climates 

and populations living within these regions are likely to become more vulnerable to water 

shortages. The southwestern United States is a semiarid region hosting several large population 

centers, including coastal southern California with the three highest population density counties 

in the state (Los Angeles, Orange, and San Diego). This region is dependent upon water from 

snowpack in northern California which is expected to experience a 48–65% loss by the end of 

this century and the Colorado River which is expected to see an additional 20% drop in flow by 

2050 (Udall and Overpeck 2017). San Diego County is especially vulnerable to these predicted 

water disruptions as the county currently purchases 85–90% of its water from northern California 

and the Colorado River.  

So that water supply agencies can adapt to the changing climate in semiarid regions, 

groundwater resources could be further developed to account for an expected decrease in over- 

all water supplies. In coastal semiarid areas such as San Diego County, development of 
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groundwater resources is complicated by saltwater intrusion and the potential presence of fresh 

groundwater reservoirs offshore. Groundwater in the San Diego region is further complicated by 

its location along the North American-Pacific Plate boundary where several strike- slip fault 

systems influence coastal geomorphology and sub- surface geology.  

The San Diego Formation (SDF) is a heavily faulted coast- al aquifer that is currently 

supplying about 5% of the total water used in the San Diego area. The salinity of water extracted 

from the SDF generally ranges between slightly-saline to brackish (1,500–2,500 ppm), with 

some regions producing freshwater (defined as less than 500 ppm). The combination of 

increasing water demand and diminishing sources of imported water suggests that groundwater 

extraction from the SDF may increase, in particular to supply municipal water to communities in 

southwestern San Diego area (San Diego County Water Authority 2021). Groundwater extracted 

from the SDF could originate from naturally recharged precipitation, or alternatively, from 

aquifer storage and recovery, a method that involves artificial recharge of the SDF with excess 

water during periods of low water use followed by extraction of this water during periods of 

high-water use (Keller and Ward 2001).  

To provide water agencies with the scientific under- standing to evaluate these water-

management scenarios, the United States Geological Survey (USGS)—in cooperation with the 

Sweetwater Authority, the City of San Diego, and the Otay Water District—began an extensive 

hydrogeology project in 2001 to map the geology and the water resources of the San Diego area 

(US Geological Survey 2020). A major part of this project focused on mapping the San Diego 

coastal aquifer, determining groundwater recharge and discharge rates, identifying groundwater 

flowpaths, and assessing groundwater quality. Installation of 16 USGS multiple-depth, 
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monitoring-well sites enabled collection of three-dimensional (3D) geologic data, ground- water 

levels, and groundwater quality. The project study area, the generalized geology of the San 

Diego area, and the locations of USGS monitoring-well sites are shown in Fig. 3.1. 

Hydrogeologic understanding gained from these sites and from development and testing of 

geologic and hydrologic models helped to define the onshore coastal geology, groundwater 

recharge and discharge rates, and groundwater flowpaths.  

 

Fig. 3.1: Map illustrating the USGS San Diego Hydrogeology project study area, which extends 
offshore of San Diego. Sedimentary deposits are shown in yellow; hard rock is shown in pink; 
streams and water bodies are shown in blue; USGS monitoring-well sites are indicated by red dots 
(US Geological Survey 2021)  

 

Data collected from these onshore USGS monitoring sites from 2001 to 2020 indicate 

that fresh and brackish groundwater flows onshore from the continental shelf under San Diego 

Bay, driven by onshore groundwater extraction from the SDF (Anders et al. 2013). Additionally, 

noble gas isotope analyses of sampled well water indicate that groundwater age generally 
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increases with proximity to the coastline (Seltzer et al. 2019). These observations, combined with 

the geologic model of the San Diego coastal aquifer, suggest that the SDF extends about 5 km 

west of the present shoreline and indicate that freshwater may have been sequestered in the SDF 

when the continental shelf was subaerially exposed approximately 20,000 years ago (Danskin 

2012). Because most hydrogeologic information has been collected onshore, the location and 

extent of offshore groundwater are not well understood. Historically, electro- magnetic (EM) 

surveying has been used on land to map groundwater resources with great success (Knight et al. 

2018; McNeill 1988). Also, EM methods have been proposed by many authors to identify 

salinity of submarine ground- water (Cohen et al. 2010; Haroon et al. 2021; Micallef et al. 2020, 

2021; Post et al. 2013) and several controlled-source electromagnetic (CSEM) surveys have been 

successful at identifying groundwater offshore, most notably offshore Martha’s Vineyard 

(Gustafson et al. 2019) and Hawaii (Attias et al. 2021). The geologic setting of San Diego varies 

from these previous studies in that the presence of offshore groundwater has not yet been 

confirmed, and the SDF is heavily faulted, possibly isolating pockets of fresh- water offshore. 

This current study aims to further the understanding of the onshore groundwater system by 

characterizing and mapping pore fluids within the offshore part of the SDF using CSEM 

methods.  

3.3 The CSEM method 

The marine CSEM method uses a human-made source of EM energy that passes through 

seawater and propagates into the seafloor and to receivers, deployed either on the seafloor or 

towed through the water, which measure the resulting electric fields. The recorded fields are 

proportional to electrical resistivity, making the method suitable for detecting fresh groundwater, 
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which is significantly more resistive in comparison to seawater or the surrounding seafloor 

sediment. Additionally, as the porosity and cementation of the SDF are well studied onshore, the 

salinity of the submarine aquifer can be predicted with electrical conductivity data by applying 

Archie’s Law. Using observations and data collected from USGS monitoring-well sites and 

hydrogeologic models, the porosity of the SDF is constrained to values between 30–45% with a 

mean value of 38% and the cementation exponent used in Archie’s Law was determined to be 

1.8. Of these two variables, porosity has the greatest effect on the predicted salinity of the pore 

fluids. The relationship between salinity and bulk resistivity given these values is shown in Fig. 

3.2.  

 

Fig. 3.2: Graph illustrating the predicted changes in bulk resistivity with changing pore fluid 
salinity using characteristic SDF attributes such as porosity values between 30 and 45%. Pore fluid 
salinity can be estimated from the resistivity models generated with controlled-source 
electromagnetic (CSEM) data using Archie’s Law which describes the relationship between 
cementation factor, porosity, bulk resistivity, and pore fluid conductivity of a material  

Because the water depths on the continental shelf are shallow and the SDF is not 

expected to extend more than 500 m below sea level, the small and low-power surface- towed 
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CSEM system of Sherman et al. (2017) can be used effectively to map the SDF. This system has 

the added benefit that it is inexpensive to use, can be hand-deployed, and requires a 

nonspecialized vessel to efficiently survey the shelf. The system, illustrated in Fig. 3.3, consists 

of an EM transmitter that generates an electric dipole, four electric field receivers, and a dorsal 

device that collects water- conductivity and water-depth data. The electric dipole, four receivers 

(referred to as porpoises), and dorsal are towed on the surface of the water behind a vessel 

traveling between 2 and 4 knots (approximately 1–2 m/s) on floating high-molecular-weight 

polyethylene rope. The frames of the receivers and dorsal are made from rigid plastic that is 

designed to slough off kelp or other ocean debris, hold a rigid dipole 0.67 m beneath the sea 

surface, and provide mounting for a vertical global positioning system (GPS) mast that doubles 

as a flashing beacon for better visibility to other vessels. To maximize sensitivity to the predicted 

geometry of the SDF, the receivers were separated by 100 m, creating a maximum source-

receiver spacing of 400 m and a total towed array length of 430 m.  

 

Fig. 3.3:  Schematic of the CSEM array used for the survey offshore San Diego County, California. 
The dipole is a 10-m horizontal electric dipole source. For the surveys discussed here, the dipole 
center is located 28.2 m from the GPS mast-mounted on the vessel.  

The EM transmitter operates on 110–240 VAC power and can output a GPS stabilized 

binary or ternary waveform of as much as 50 amps on an antenna typically 50 m long. For this 

survey, the transmitter outputs a 30-amp current-controlled 2.5-Hz fundamental waveform-D, 
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described by Meyer et al. (2011), on a 10-m antenna. This configuration resulted in a 300-amp-m 

horizontal electric dipole moment, which is a signal strength well suited to the source-receiver 

spacing chosen for this survey. Waveform-D was chosen as it generates higher amplitude 

responses in the 1st, 3rd, 7th, and 13th harmonics than other binary and ternary waveforms, 

allowing the collection of data across a broad frequency range (Meyer et al. 2011).  

3.4 Survey data quality 

The data presented here were collected from September 2019 to September 2020 on 5 

separate days of surveying aboard the Scripps Institution of Oceanography research vessel Bob 

and Betty Beyster. The cruises were designed to initially survey the shelf with a broad 

exploration method followed by increasingly focused surveys targeting resistive anomalies 

identified within the SDF from the initial results. The location of the survey lines presented here 

are shown in Fig. 3.4.  

A total of 141 km of high-quality inline electric field response data were collected. For 

each day of survey, the data were inspected for quality before further processing. GPS data from 

the towed receivers were lost on the first day of data collection because of user error; however, 

redundant onboard GPS data were found to be sufficient and thus used. For the following three 

survey days, all instruments functioned as designed.  
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Fig. 3.4:  Map of San Diego area with simplified geology. Sedimentary deposits are shown in 
yellow; hard, mostly crystalline and metamorphic, rock is shown in pink; known and inferred fault 
locations are shown in black. CSEM survey lines presented here are shown in green. The dashed 
green box indicates the boundary of Fig. 3.6. The location of the two-dimensional (2D) geologic 
interpretation from Darigo (1984) used in Fig. 3.5 is shown here in purple. USGS monitoring-well 
sites are indicated with red dots (US Geological Survey 2021)  
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3.5 Results 

Amplitude and phases of the CSEM response functions were extracted from the collected 

raw time-series data using a method detailed by Meyer et al. (2011). To increase the signal-to-

noise ratio, the resulting transfer function estimates were stacked using an arithmetic mean to 

obtain the transfer function estimates for every 30 s along with an error estimate. This method 

yielded high quality amplitude and phase response data for all four receivers as a function of 

position and frequency. Amplitude data for all four receivers at 2.5, 7.5, 13.5, and 32.5 Hz and 

phase data for 7.5 and 13.5 Hz were included in the inversion code. The amplitude data for these 

frequencies were well above the noise floor and sensitive to the known depths of the SDF. Phase 

was neglected at 2.5 Hz as there was little variability in the signal and addition of these data in 

the models resulted in an unbalanced misfit between frequencies due to the model fitting noise in 

the 2.5 Hz phase. Phase was also neglected at 32.5 Hz as there was significant impact from clock 

drift at this frequency.  

The modeling software used in this study is the publicly available, goal-oriented, 

adaptive, finite-element two-dimensional (2D) MARE2DEM inversion and modeling code of 

Key (2016). This code uses Occam’s Inversion, a method that regularizes the inversion to the 

smoothest resistivity model that fits the data to a specified misfit (Constable et al. 1987). CSEM 

data were scrutinized manually for obvious outliers and subjected to a 2% error floor before 

being included in the inversion as finite-length dipoles.  

The starting models included the seawater as a fixed parameter, using conductivity data 

collected by the dorsal and available bathymetric data. Therefore, the free inversion regions were 

reduced to the area below the seafloor and set to a uniform starting resistivity of 1 Ωm. Inversion 
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parameter grids were constructed using 30-m-wide quadrilateral cells that increased in height 

with depth to mimic the loss of resolution of the EM method. Due to the adaptive nature of the 

MARE2DEM code, the computation mesh was allowed to fine where necessary to produce 

accurate responses. The resolution depth was investigated by including a highly conductive (0.1 

Ωm) or highly resistive (1,000 Ωm) layer as a base to the model at varying depths. From these 

tests, the limits of sensitivity are estimated to be at a depth between 400 to 500 m below sea 

level; thus, the final model interpretation and presentation is limited to these depths. Isotropic 

inversions fit the amplitude data, but these models produced biased phase residuals and a 

normalized root-mean-square of 1 was not achieved, suggesting the need to include anisotropy in 

the models (Sherman and Constable 2018). Thus, differing resistivity values in the vertical and 

horizontal directions were included in the models, and allowed for simultaneous fit of both the 

amplitude and phase data. These inversions resulted in anisotropic ratio (vertical resistivity/ 

horizontal resistivity) of up to 5 in the SDF, consistent with the geology of the SDF which has 

been observed to have a series of fining-upward stratigraphic sequences. The anisotropic 

resistivity inversions fit the data to a normalized root- mean-square of 1 with a two-percent error 

floor. See Fig. 3.5a for an example resistivity model and Fig. 3.5b for the data and data fits from 

this model, which are representative of the data quality and model fit of the surveys and resulting 

models discussed in this paper. The final resistivity models that focus on the main resistive 

anomalies offshore Imperial Beach, located in the southern coastal San Diego area, are shown in 

Fig. 3.6.  
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Fig. 3.5: a Plot of 2D vertical resistivity model from one line of data, with data and data fits from 
the third receiver in the array (300-m transmitter to receiver offset). 2D vertical resistivity model 
with overlain geologic interpretations (marked in white) by Darigo (1984) are shown (a). The 
location of the vertical resistivity model is shown in Figs. 4 and 6 and the location of the geologic 
interpretations by Darigo (1984) are shown on Fig. 3.4. The resistivity model is run with an 
anisotropic penalty weight of 0.05 and is fit to a normalized root mean square of 1. Warm colors 
(red, yellow) indicate areas where pore fluids are fresh-to-slightly saline (<3,000 ppm total 
dissolved solids), assuming a porosity value between 30 and 45%. Cool colors (blue) indicate 
moderately-saline-to-highly-saline pore fluids. The white labels are from Darigo (1984): H 
Holocene sediment; P Pleistocene channel fill; Tmp undifferentiated Miocene and Pliocene (SDF). 
Conductive U-shaped features interpreted as paleochannels are labeled EPC (eastern 
paleochannel) and WPC (west- ern paleochannel). b Plots the data and error (error bars) and 
modeled response (black lines) for all data used in the inversion from the third receiver in the array. 
The data quality and data fit presented here are representative of both the data quality of the other 
receivers in the array and the data fit achieved by the other inversion results discussed in this paper. 
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3.6 Discussion 

The structural San Diego basin is a pull-apart sedimentary basin which underlies much of 

the San Diego area and was formed concurrently with deposition of the SDF during the middle-

to-late Pliocene to Pleistocene (Kennedy and Peterson 1973. The San Diego basin is observed to 

increase in depth from north to south, with the SDF also thickening until both the basin and the 

SDF gradually shallow and flatten near the USA–Mexico border. The SDF also shallows and 

thins both to the east and west and is interpreted to be thickest beneath the city of Imperial Beach 

(Huntley et al. 1996). The western edge of the SDF is not well defined, but current 

hydrogeologic models which incorporate gravity, seismic, and borehole data indicate that the 

western boundary occurs approximately 5 km west of the present shoreline.  

The 2D models of vertical resistivity contain numerous highly resistive anomalies 

offshore Imperial Beach. The depth to these resistive anomalies is approximately 50–80 m below 

sea level, which is consistent with the depth at which the SDF is encountered in nearby USGS 

monitoring-well sites. Additionally, Darigo (1984), using acoustic reflection methods, 

interpreted the locations of these resistive features to be the SDF (see Fig. 3.5a). As such, the 

locations of these resistive anomalies are interpreted to be within the SDF. Archie’s law, the 

resistivity models, and known geologic parameters of the SDF were used to predict the salinity 

of the pore fluids within these resistive anomalies. The resistive anomalies (>10 Ωm) offshore 

Imperial Beach correspond to areas where pore fluids are fresh-to-slightly saline (<3,000 ppm). 

Assuming a porosity of 30% and a thickness of 100 m, consistent with model geometries, the 

volume of the mapped fresh-to-slightly-saline groundwater is approximately 390 million m3 

(103 billion gallons). The onshore volume of the SDF is estimated to be between 341 and 532 
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million m3 (City of San Diego 2016). The estimated offshore volume of groundwater nearly 

doubles the total volume of the SDF which is consistent with predictions by Keller and Ward 

(2001).  

 

Fig. 3.6: Fence plot of 2D vertical resistivity models offshore Imperial Beach; CSEM survey lines 
and fence plot extent also are shown in Fig. 3.4. Models are run with an anisotropic penalty weight 
of 0.05 and are fit to a root mean square of 1. Black lines indicate the surface locations of known 
faults (USGS Interactive Fault Database 2019); thin blue lines indicate the present-day shoreline. 
Red dots onshore indicate locations of USGS monitoring-well sites (US Geological Survey 2021). 
Warm colors (red, yellow) indicate areas where pore fluids are fresh-to-slightly saline (<3,000 
ppm total dissolved solids), assuming a porosity value between 30 and 45%. Cool colors (blue) 
indicate moderately-saline-to- highly-saline pore fluids. Conductive U-shaped features interpreted 
as paleochannels are labeled EPC (eastern paleochannel) and WPC (western paleochannel). 

 

The resistive anomalies appear to be north-south trending and are separated by down-

dropped blocks controlled by segments of the Silver Strand fault zone. In previous seismic 
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surveys, the down-dropped blocks have been observed to be collocated with Pleistocene and 

Quaternary paleochannels that were incised into the continental shelf during the last glacial 

maximum, a time when the continental shelf was sub- aerially exposed (Darigo 1984; Graves et 

al. 2021). Similar west (W) and east (E) paleochannels (PC) were found in this CSEM survey 

and are indicated by conductive U-shaped features labeled respectively as WPC and EPC on 

Figs. 5a and 6.  

The paleochannels marked EPC are collocated with areas in which the SDF appears to be 

conductive, signifying saline pore fluids. This observation indicates, in these areas, that the 

paleochannels may have been incised into the lower- permeability sediment that functionally 

trapped the fresh SDF pore fluids, allowing for fluid migration into and out of the SDF. As sea 

level rose, drowning the shelf, these incisions would allow for diffusion of saltwater into the 

SDF below the paleochannels. Saline pore fluids appear to have infilled the SDF below the 

paleochannels marked EPC. Conversely, the paleochannels marked WPC, which run parallel and 

west of Silver Stand section 1, also appear to have been incised into the SDF, but the resistive 

anomalies remain intact below these paleochannels. This preservation of fresh-to-slightly-saline 

pore fluids within the SDF, despite the presence of overlying paleochannels, may result from 

locational differences in the SDF stratigraphy.  

Depositionally, the SDF is a mixture of shallow marine and nonmarine sediment (Keller 

and Ward 2001). As a result, the SDF contains multiple fining-upward sequences, sandy marls, 

conglomerates, and clayey layers (Ellis 1919) which is evident in the anisotropic ratios generated 

from the final resistivity models. The fining-upward sequences and clayey layers may form a 

series of less permeable sediment, which could aid in preserving freshwater in the more 
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permeable layers below. This vertical restriction to groundwater flow is illustrated in the 

confined response observed during regional-scale, multiple-well aquifer tests and single-well 

pumping tests (Brandt et al. 2020). The depositional character of the SDF may be one reason that 

the fresh-to-slightly-saline pore fluids are preserved below the paleochannels marked WPC, west 

of Silver Strand section 1. In these areas, the fining-upward sequences may form a series of caps 

to pore fluids within the SDF. The WPC paleochannels may have been incised into some, but not 

all, of these caps, which could leave parts of the SDF undisturbed.  

An additional reason for irregularities in the highly resistive locations could be the 

discontinuous nature of the more permeable parts of the SDF, which are separated by clayey 

sediment (Huntley et al. 1996). This depositional pattern may explain the discontinuous nature of 

the resistors offshore, but it does not explain the boundaries being collocated with fault traces. 

Therefore, geometries and lo- cations of the highly resistive features mapped via CSEM may 

result from a combination of stratigraphy, regional faulting, and lithification.  

Finally, the Silver Strand fault zone is made up of a series of strike-slip, right-lateral 

faults within a generally transtensional regime (Maloney et al. 2016). These faults transect the 

offshore SDF, creating migration pathways for freshwater flushing. This phenomenon, in the 

form of freshwater springs along the fault zone, has been noted in historical records of Coronado 

Island (Keller and Ward 2001). The 2D resistivity models suggest upward fluid migration from 

the lower fresh-to-slightly-saline anomalies along the Silver Stand fault sections 1 and 3. These 

anomalies extend in some cases to the seafloor. The vertical orientation of, depth to the tops of, 

and collocation with known faults of these resistive features suggest the presence of freshwater 

flushing along Silver Stand fault sections 1 and 3.  
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3.7 Conclusion  

The use of CSEM offshore San Diego, California, USA, has resulted in a resistivity 

model identifying sections of the SDF with substantial volumes of fresh-to-slightly- saline pore 

fluids, sequestered offshore. These results also indicate that CSEM could be a useful and 

efficient tool for mapping the extent of other coastal aquifers across diverse geologic settings. 

The results, however, also illustrate the potential complications related to withdrawing water 

from the naturally charged SDF or using the SDF for aquifer storage and recovery. Possible 

freshwater flushing from these sections has been interpreted along the transtensional faults 

related to the Silver Strand fault zone. In this case, offshore faulting may act as conduits for 

saltwater intrusion into the onshore SDF. Conversely, offshore faulting may act as partial 

barriers to groundwater flow and inhibit movement of fresh or saline ground- water into the 

onshore SDF. Further research and data collection are needed to understand how well this off- 

shore, submarine groundwater is connected hydraulically to the onshore SDF.  
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CHAPTER 4 

A case study in controlled source electromagnetism: Near 

seabed hydrocarbon seep systems of Coal Oil Point, 

California, USA 

Co-authors: Steven Constable and Jillian M. Maloney 

This chapter, in full, is a reformatted reprint of the material published in: King, R. B., Constable, 

S., & Maloney, J. M. (2022). A case study in controlled source electromagnetism: Near seabed 

hydrocarbon seep systems of Coal Oil Point, California, USA. Marine and Petroleum Geology, 

139, 105636. 

4.1 Abstract 

Marine hydrocarbon seeps are found on all continental margins and release significant 

amounts of greenhouse gases and hydrocarbons into the atmosphere and hydrosphere. Most 

methods of studying seeps rely on seafloor or near-seafloor observations, but seepage rates and 

seep locations can be variable, leading to uncertainty. We exploit the fact that hydrocarbons are 

electrically resistive compared with surrounding sediments and use marine electromagnetic 

methods to study the deeper sources and accumulation sites, which are controlled by local 

geology and should be more stable than the seabed expressions. Our surface towed marine 

controlled source electromagnetic system used a horizontal electric dipole transmitter and 

floating electric dipole receivers spaced 100–400 m from the transmitter, collecting frequency 

domain amplitude and phase data at ~2 Hz and harmonics. The survey targeted known and 
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inferred hydrocarbon seeps within the Coal Oil Point seep field offshore Santa Barbara, 

California, USA. Two dimensional inversions of the data indicate that the method is sensitive to 

the shallowly buried (<400 m) structure of the marine hydrocarbon seeps and is an efficient and 

effective tool in their identification and characterization. The results show spatial variability of 

seafloor hydrocarbons along the Coal Oil Point seep field and indicate at least two previously 

unidentified intermediate depth accumulation sites. The depth and lateral extent of these 

hydrocarbon accumulation sites may improve seep emission models for the Coal Oil Point seep 

field.  

4.2 Introduction 

Marine hydrocarbon seeps (MHS) are pervasive across almost all continental margins 

and are an important part of the global carbon budget. Recent estimates indicate that these seeps 

account for up to a fifth of all global geological methane emissions (Etiope, 2009; Etiope et al., 

2019). However, estimates of the total emissions from MHS have significant uncertainties as 

seeps can be irregularly active and the hydrocarbon migration pathways and shallow (<400 m) or 

near seabed accumulation of hydrocarbons are under-studied (Leifer, 2019). Many previously 

successful methods used to identify and estimate emission rates of MHS rely on the seep being 

active at the time of surveying. These methods have included side scan sonar, multibeam 

bathymetry, seismic profiling systems, gas capture systems, airborne spectroscopy, remote 

operated vehicles, and many others (e.g., Hornafius et al., 1999; Mitchell et al., 2018; Razaz et 

al., 2020; Leifer et al., 2006). Although these methods are useful for identifying seepage rates at 

the time of surveying, it has been noted in numerous studies that seep rates and seep areal extent 

can vary on subhourly, semidiurnal, diurnal, seasonal, and even on decadal scales (Leifer and 
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Boles, 2005b; Fischer, 1975). Therefore, more information of the migration pathways and 

surrounding structures of MHS systems will aid in the understanding of overall seep activity.  

A new method was developed to image hydrocarbon accumulation and migration related 

to MHS fields within the surrounding geology to a depth of 400 m below sea level. As 

hydrocarbons are significantly more electrically resistive than sediment, MHS systems are well-

suited to detection by marine controlled-source electromagnetic (CSEM) methods (Constable, 

2010; Constable and Srnka, 2007 & Orange et al., 2009). For the surveys presented here, a newly 

developed surface-towed CSEM system was deployed. This system is inexpensive and easy to 

use in a coastal setting (Sherman et al., 2017).  

4.3 Study Area 

The Coal Oil Point (COP) MHS field is located offshore Isla Vista in Santa Barbara 

County, California, in water depths from a few meters to 80 m (Fig. 4.1) and has two primary 

trends. The trend closer to the shoreline is in a few meters water depth and is associated with the 

folded and fractured source rock outcropping and seeping at the seabed. The offshore trend is in 

water depths of 50–100 m and is generally controlled by the South Ellwood Anticline. In this 

paper, the study area and the term COP are limited to the offshore seep area associated with the 

South Ellwood Anticline (see Fig. 4.1 for extent). Due to the prolific nature of this field and 

proximity to dense coastal populations, this area has been subject to numerous field 

investigations that have identified many seeps, geochemical markers, and the geologic structure 

underlying the region (e.g., Leifer, 2019; Lorenson et al., 2009; Hornafius et al., 1999; 

Kamerling et al., 2003). The stratigraphy of the COP seep field is folded, creating a series of 

structural traps for hydrocarbon accumulation within and above the source rock (Eichhubl et al., 



 

 
 
 

62 

2000). The source rock is capped by the relatively impermeable Sisquoc Formation and the traps 

are fed by fractures, faults, or through updip migration along bedding planes (Fig. 4.2) 

(Finkbeiner et al., 1997; Ogle et al., 1987).  

 

Fig. 4.1: Coal Oil Point seep field area offshore Isla Vista located within Santa Barbara County, 
California. COP-D1 CSEM Survey tracks (red lines) represent locations of data collected in 
January 2019. COP-D2 CSEM Survey tracks (blue lines) represent locations of data collected in 
May 2021. Survey track lines were chosen based on proximity to seep area outlined from 1995 
seep gas spatial distributions by Hornafius et al. (1996) and inferred and located seep locations 
identified and defined by the USGS (Lorenson et al., 2009). The seep area outlined from 1946 gas 
and oil distributions is by Fischer (1978). La Goleta seep field is labeled LGS and Patch Seep is 
labeled PS (all seep names are informal). Finally, South Ellwood Anticline, South Ellwood 
Syncline, and fault locations from Leifer et al., (2010) and California Geological Survey are 
plotted: RF - Rudder Fault, RMF (CGS) - Red Mountain Fault trace by California Geological 
Survey (Treiman, 2006), SEF – South Ellwood Fault. Water depth contours are marked in black. 

Within the COP seep field, there are two main seep areas located along the South 

Ellwood anticline. The La Goleta MHS field is located near the shallowest crest of the Monterey 

Formation below the COP seep field and Patch Seep is located toward the eastern end of the 
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COP seep field (Fig. 4.1). Based on the local geology, the accumulation site of the La Goleta 

MHS field and the Patch Seep should be located at least 1 km below sea level and controlled by 

the South Ellwood Anticline and South Ellwood Fault System (Leifer et al., 2010). La Goleta 

MHS field has displayed variable emission trends and hydraulic conductivity between different 

seeps (Bradley et al., 2010; Leifer, 2019) and delays have been observed between deep reservoir 

pressure changes and seepage rates (Leifer, 2019). These observations indicate that individual 

seeps may be connected at depth above the source rock. However, the locations of possible 

shared migration pathways or accumulation sites are not well defined.  

The seep model for the COP MHS field described by Leifer and Boles (2005a) assumes a 

deep hydrocarbon reservoir plus an additional near-seabed reservoir to account for seepage 

behavior at La Goleta MHS field and Patch Seep. According to the model, seepage rates are 

pressure-sensitive and related to changes in hydrostatic pressure from tidal forcing and pressures 

from deep reservoirs. The balance of over- pressure and reservoir pressure result in changing 

emission rates at the seep sites (Leifer and Boles, 2005a; Leifer and Wilson, 2007). Generally, 

the effect of hydrostatic pressure decreases with seabed depth (Boles et al., 2001). Leifer and 

Boles (2005b) predicted the lower bounds of tidal influencing through changing hydrostatic 

pressure in the COP region to be in water depths of 100–200 m. The flow of oil and gas from 

seep systems also is controlled by reservoir pressure, which increases with depth (Leifer and 

Wilson, 2007). The relationship between these two pressures is significantly impacted by the 

depth of the reservoir and the surrounding geology.  

This marine CSEM study aimed to test the seep model of Leifer and Wilson (2007) by 

mapping the location of the hydrocarbon accumulation beneath La Goleta MHS field and Patch 
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Seep. These fields are attractive targets to test for the existence of near-seabed hydrocarbon 

accumulation as upward hydrocarbon migration is controlled by the many local faults and the 

anticlinal structure could provide many potential intermediate traps for accumulation below the 

field.  

 

Fig. 4.2: a) Cartoon demonstrating potential fluid migration pathways (light blue arrows) upward 
from lower Monterey Formation (source rock) to intermediate near- seabed accumulation sites 
below the survey area. Illustration based on geologic models by Leifer et al., (2010). Note: 
illustration is not to scale. Dashed black lines indicate the intersection points of 2D resistivity 
profiles associated with the 2019 EM survey. b) illustrates hydrocarbon accumulation sites imaged 
in EM line COP-D1_L3 as well as a deep reservoir from previous studies (Leifer et al., 2010; 
Tennyson and Kropp, 1998).   

4.4 Methodology 

4.4.1 CSEM survey design 

The marine CSEM method uses an electric current transmitter that emits electromagnetic 

fields that pass through seawater and propagate into the seafloor and to receivers, which measure 

the resulting electric fields, either on the seafloor or towed through the water. The recorded fields 

are proportional to electrical resistivity, making the method suitable for detecting hydrocarbons 
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which are significantly more resistive in comparison to seawater or the surrounding seafloor 

sediment (e. g., Constable, 2010).  

Because the water depths of La Goleta MHS field and Patch Seep are shallow, the 

custom-built small, low power, surface-towed CSEM system of Sherman et al. (2017) can be 

used effectively to map hydrocarbon occurrences to depths of 400 m below sea level. This 

system has the added benefit that it is inexpensive to use, can be hand-deployed, and requires a 

non-specialized vessel to efficiently survey the shelf. The system, illustrated in Fig. 4.3, consists 

of an electromagnetic transmitter, four electric field receivers, and a dorsal device that collects 

water-conductivity and water-depth data. The horizontal electric dipole, four receivers (referred 

to as porpoises), and dorsal are towed on the surface of the water on floating high molecular 

weight polyethylene rope, behind a vessel traveling between 2 and 4 knots. The frames of the 

receivers and dorsal are made from rigid plastic that is designed to slough off kelp or other ocean 

debris, to hold a rigid 2 m dipole 0.67 m beneath the sea surface, and to provide mounting for a 

vertical GPS mast that provides position and timing, and doubles as a flashing beacon for better 

visibility to other vessels. To maximize sensitivity to the predicted geology related to La Goleta 

MHS field, the receivers were separated by 100 m creating a maximum source-receiver spacing 

of 400 m and a total towed array length of 430 m. From sensitivity tests, the limits of sensitivity 

using this array are estimated to be at a depth between 400 and 500 m below sea level. 

Horizontal resolution is roughly 5–10% of the receiver to target distance; for example, if the 

investigation depth is 100 m below sea level, this array could yield horizontal resolution of 5–10 

m at this depth.  
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Fig. 4.3: a) Schematic of CSEM array used for survey offshore Isla Vista, Santa Barbara County, 
California. Horizontal electric dipole is labeled here as ‘HED’. Here, the emitted electromagnetic 
field from the HED is labeled ‘Transmitted EM Field’. b) Photo of all four porpoises (receivers) 
and dorsal (front) staged on deck. Logger is a grey pressurized case held in place with a white 
frame. GPS masts are orange vertical instruments affixed to the back of each white frame. The 
receiver frames have blue weights at the base to keep the instruments upright during towing 
operations. 

The electromagnetic transmitter operates on 110–240 VAC power and outputs a GPS 

stabilized binary or ternary waveform. For this survey, the transmitter output was a 30-amp, 

current-controlled waveform- D of Meyer et al. (2011) on a 10-meter antenna. This configuration 

resulted in a 300 amp-meter horizontal electric dipole moment, a signal strength well suited to 

the source-receiver spacing chosen for this survey. Waveform-D was chosen as it generates 

higher amplitude responses in the 1st, 3rd, 7th, and 13th harmonics than other waveforms, 

allowing for collection of data across a broad frequency range (Meyer et al., 2011). The data 

presented here were collected during two separate cruises in January of 2019 and May of 2021. 

The survey design remained the same for both surveys except for the fundamental frequency of 

the waveform. A 2 Hz fundamental waveform was used to collect the initial 2019 CSEM data; 

following analysis of the data, the fundamental frequency was increased to 2.5 Hz for surveying 

in 2021 to increase the frequencies of the higher harmonics.  
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4.4.2 Survey data quality 

A total of 37 km of high-quality inline electric field responses were collected in 350 min 

over the course of two survey days, one for each survey year (see Fig. 4.1 for survey locations). 

Following both surveys, the data were inspected for quality before processing. In January of 

2019 (shown in red on Fig. 4.1), surveying from the FV Amigo, the last receiver in the array did 

not function because it reset, probably because of an impact that occurred during transportation, 

and the GPS mast of the first receiver in the array did not transmit data due to problems with a 

pin connection. In May of 2021 (shown in blue on Fig. 4.1), surveying from the RV Bob and 

Betty Beyster, the first receiver in the array malfunctioned due to a faulty battery. The rest of the 

receiver systems in both surveys functioned as designed.  

4.4.3 Data processing and model design  

Amplitude and phases of the CSEM response functions were extracted from the raw 

time-series data using a method detailed by Meyer et al. (2011). To increase the signal-to-noise 

ratio, the resulting transfer function estimates were stacked using an arithmetic mean to obtain 

the complex transfer function estimates for every stacking window along with an error estimate. 

Due to rough wave conditions (3 plus meter wave heights and 7 m/s wind gusts) in January 2019, 

stacking windows of 30 s were used. Sea state was calm in May of 2021 allowing for smaller 

stacking windows of 10 s to achieve similar errors to the previous survey in 2019. 

This method yielded high quality amplitude and phase response data for two receivers and three 

receivers as a function of position and frequency for the 2019 and 2020 surveys respectfully, 

although the first harmonic was excluded due to low signal to noise of the responses. The CSEM 
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data associated with the 3rd, 7th, and 13th harmonics were well above the noise floor, making 

them suitable for inversion.  

The modeling software used in this study is the publicly available, goal-oriented, 

adaptive, finite-element two-dimensional (2D) MARE2DEM inversion and modeling code of 

Key (2016). This code uses Occam’s Inversion, a method that regularizes the inversion to obtain 

the smoothest resistivity model that fits the data (Constable et al., 1987). CSEM data were 

scrutinized manually for obvious outliers and subjected to a two-percent error floor for amplitude 

data and a one-percent error floor for phase data before being included in the model as finite-

length dipoles. The 10 m-long horizontal electric dipole (HED) was modeled as a finite-length 

electric bipole and assumed to have a dip of 10◦, consistent with direct observations during the 

survey.  

The starting models included seawater as a fixed parameter, using conductivity data 

collected by the dorsal and available bathymetric data. Thus, the free inversion regions were 

reduced to the area below the seafloor and set to a uniform starting resistivity of 1 Ωm. Inversion 

parameter grids were constructed using quadrilateral cells that increased in height with depth to 

mimic the loss of resolution of the EM method with distance. Due to the adaptive nature of the 

MARE2DEM code, the computation grid was allowed to refine where necessary to accurately 

predict the model’s data response (this is sometimes called the dual grid approach). The 

resistivity inversions were run to the minimum root mean square misfit possible; this value was 

then increased by ten percent to avoid overfitting and the final resistivity inversions converged to 

a root-mean-square misfit between 1 and 1.1, and are shown in Fig. 4.4.  
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Fig. 18.4: Fence plot of 2D resistivity models over La Goleta MHS field (labeled here as ‘LGS’) 
and Patch Seep (labeled here as ‘PS’); CSEM survey lines and dates of collection are also shown 
in Fig. 4.1. Dark blue lines indicate areal extent of seep gas distributions from Hornafius et al. 
(1996). Black squares indicate located seeps, and grey stars indicate the inferred location of seeps 
identified and defined by the USGS (Lorenson et al., 2009). Brown lines indicate the surface 
locations of the Rudder Fault, South Ellwood Fault (Leifer et al., 2010), and Red Mountain Fault 
(Treiman, 2006). Warm colors indicate high resistivity, inferred to be hydrocarbons. Coordinates 
in fence plot are UTM – Zone 11. 

4.5 Results and discussion  

Below La Goleta MHS field and PS, the South Ellwood Anticline locally creates a trap in 

the fractured reservoir approximately 1 km below sea level (Fig. 4.2) (Leifer et al., 2010; 

Tennyson and Kropp, 1998). This reservoir is supplied by updip and near vertical hydrocarbon 

migration along thick damage zones (<20 m) associated with the South Ellwood Fault System 

(Leifer et al., 2010) from the deeper source rock (Kamerling et al., 2003). Further upward 

migration to shallow traps or to the seafloor is facilitated by the South Ellwood Fault System, 
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Rudder Fault, other unmapped faults in the Monterey Formation, and open fractures and joints 

within the Sisquoc Formation.  

The 2D resistivity models presented here contain several resistive anomalies below La 

Goleta MHS field, Patch Seep, and several unnamed seep sites (Fig. 4.4). The resistive 

anomalies collocated with known and inferred seep sites have resistivity values consistent with 

those expected from hydrocarbons (Constable, 2010), and so resistors encountered in this survey 

are interpreted to be hydrocarbons. Prior studies, based on water column and seafloor 

observations, have indicated that the areal extent of La Goleta MHS field is consistent and 

controlled by the South Ellwood Anticline and damage zones associated with the Rudder Fault 

(Washburn et al., 2005; Hornafius et al., 1999;Leifer et al., 2005a; Leifer, 2019). Conversely, the 

spatial extent of the Patch Seep has been observed to change based on water column sampling 

studies; for example, the northern edge of the seep field has been recorded to shift up to ~600 m 

depending on the time of surveying (Fig. 4.1). The seafloor resistivity values modeled here are in 

agreement with these observations (Fig. 4.5). Previous maps of the La Goleta MHS field are 

collocated with high seafloor resistivity and vertical resistors below the seep field (Figs. 4, Fig. 

4.5, and Fig. 4.6) (Hornafius et al., 1996; Fischer, 1978; Lorenson et al., 2009). These resistive 

features are collocated with the Rudder Fault, indicating hydrocarbon migration along related 

damage zones. Possibly due to changes in spatial extent of the Patch Seep, the highest seafloor 

resistivities near the Patch Seep are north of the area most recently mapped as an active seep site, 

although they are within previously mapped seep extents (Figs. 1 and 4). Additionally, a vertical 

resistor is imaged below Patch Seep which may be a hydrocarbon migration pathway within 

open fractures related to anticlinal flexure from the South Ellwood anticline (labeled in Fig. 4.6). 

There are several plausible reasons for the mismatch in seafloor resistivity and the most recent 
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Patch Seep locations, most notably the presence of oily bubbles that can lead to oil deposition 

within the seep vents and bacterial or tar mats which can obstruct seepage, resulting in vent 

evolution or movement (Leifer, 2010).  

 

Fig. 4.5: Maps of logarithmic resistivity at and below the seafloor. Peak resistivity appears to 
correspond to the South Ellwood Anticline and is collocated with La Goleta MHS field, but is not 
collocated with Patch Seep. Peak resistivity is encountered both at the seafloor and again at 
approximately 250 m below seafloor (mbsf). The geometry of the seafloor and 250 mbsf resistor 
generally trend with the South Ellwood Anticline. 

Below the MHS presented here, a resistor approximately 25 m below the seafloor (mbsf) 

is pervasive across all survey lines (Fig. 4.4 and labeled ‘near seabed reservoir’ in Fig. 4.6). 
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According to geologic models and seismic reflection profiles, this resistive layer is located 

within the Sisquoc Formation (Leifer et al., 2010; Kamerling et al., 2003; Sliter et al., 2008) and 

the feature could be produced from horizontal migration of hydrocarbons within a coarse layer of 

this formation (Fig. 4.2) (Boles et al., 2001; Boetius and Suess, 2004; Chen et al., 2021). This 

interpretation is supported by chip analysis from onshore and offshore wells that indicate local 

sandstone layers within the Sisquoc Formation (MacKinnon, 1989) and that the resistive layer 

appears to be constrained by the mapped anticline and synclines with several vertical features 

extending to known MHS locations. A trapping mechanism such as pore throat blockage or a 

change in permeability may lead to this near seafloor build-up of hydrocarbons. As this 

accumulation site is shallowly buried (~150 m total depth), changes in hydrostatic pressure 

through tidal forces may have a more pronounced effect on the associated MHS fields when 

compared to MHS fields supplied by deeper reservoirs. 

Finally, a deeper resistor is encountered at approximately 200–250 mbsf within the 

Sisquoc Formation (Fig. 4.5 and labeled ‘intermediate reservoir’ in Fig. 4.6). This resistor 

appears to be constrained by the South Ellwood Anticline and has multiple vertical resistors 

connecting it to the seafloor seep locations (Fig. 4.6). Due to these observations, this resistor is 

interpreted as a hydrocarbon accumulation site that supplies the MHS fields above and the 

vertical features are interpreted to be migration pathways facilitated by open fractures related to 

the Rudder Fault or anticlinal flexure from the South Ellwood Anticline (Ogle et al., 1987). This 

accumulation zone is shallower than the previously identified hydrocarbon reservoirs located 

approximately 1000 m below La Goleta MHS Field. Therefore, the resistor located 200 to 250 

mbsf could be an intermediate reservoir; a feature most recently proposed by Leifer (2019) to 

accurately model the temporal variability of seepage observed within COP. Before this CSEM 



 

 
 
 

73 

survey, the existence of intermediate reservoirs beneath COP were inferred, but the depth and 

extent were not known.     

 

Fig. 4.6: 2D Resistivity Models of COP- D1 Lines 1 through 3 plotted with approximate locations 
of major seepage associated with La Goleta MHS Field (LGS) and Patch Seep (PD). Also plotted 
are locations of known and inferred seep locations as identified and defined by the USGS 
(Lorenson et al., 2009) with crossline distances to known hydrocarbon seep locations indicated. 
See Fig. 4.1 for plan view of model locations. The surface trace of the Rudder Fault is plotted in 
brown. Here, depth refers to meter below sea-level. 
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4.6 Conclusion 

The surface towed CSEM method used in this survey has been shown to be both efficient 

and effective at detecting marine hydrocarbon seep systems to total depths of 400 m. Our system 

detected two previously unidentified near seabed hydrocarbon accumulation sites which may 

supply the overlying MHS fields. The existence of one accumulation site is assumed in the 

model of Leifer (2019); however, the depth and lateral extent has not been characterized until 

now. The addition of this new knowledge in seep models could better constrain overall seep 

emission rates. Additionally, the 2D resistivity models indicate significant changes in extent and 

movement of the Patch Seep at the seafloor while the underlying MHS sources remain controlled 

by the South Ellwood Anticline. These results highlight the variability in the seafloor location of 

seeps and importance of studying the buried hydrocarbon accumulation sites and migration 

pathways to gain further insights into MHS character. More information is needed to characterize 

and predict the seep behavior in this region; however, CSEM methods could be useful in the 

identification of other hydrocarbon seep systems, as they can survey large regions relatively 

quickly and are sensitive to these targets.  
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CHAPTER 5 

How low can you go: an investigation of sensitivity and 

resolution with depth using towed marine CSEM systems.  

Co-author: Steven Constable 

This chapter, in full, has been submitted for publication. King, R.B. & Constable, S. How low 

can you go: an investigation of sensitivity and resolution with depth using towed marine CSEM 

systems. The dissertation author was the primary investigator and author of this material. 

5.1 Abstract 

 Understanding the depth of investigation for electromagnetic and electrical methods is 

important in experimental design and for interpreting inversions. Many studies have defined the 

depth of investigation for electromagnetic sounding methods, but none have included 

continuously towed CSEM methods. Nodal CSEM surveys using ocean-bottom electromagnetic 

(OBEM) receivers have generally been found to have a depth of investigation limited to about 

half the maximum source–receiver spacing, but experience using continuously towed arrays 

suggests a sensitivity to targets at depths approaching the source–receiver spacing. We test this 

on 2D synthetic data using two methods.  A rigorous approach is to re-invert data as a highly 

conductive or resistive basement is included at successively shallower depths.  When the data 

misfit becomes unacceptably high we can conclude that the maximum depth of inference has 

been passed.  Rather than use overall misfit, we note that it is more realistic to examine the data 

sensitive to largest depths (longest offsets and lowest frequencies).  A more practical approach is 

to determine the depth at which a conductivity contrast can be imaged by inversion, noting that 
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knowledge of a contrast is geologically useful even if the actual conductivities cannot be 

recovered.  Both approaches confirm that the increased data density of towed EM systems 

increases the depth of investigation to about the maximum offset distance.  

5.2 Introduction  

 The depth of investigation (DOI) of electrical and electromagnetic methods has been of 

interest since the Schlumberger brothers first started to develop electrical methods for 

geophysical prospecting (Schlumberger & Schlumberger, 1932). Some understanding of the DOI 

is essential to the design of geophysical surveys – if the geology of interest is thought to be, say, 

one kilometer deep, then it is pointless using a geophysical method that optimistically has a 

maximum DOI of 500 m. The study presented in this paper investigates the practical DOI for 

continuously towed, dipole-dipole, marine controlled-source electromagnetic (CSEM) methods, 

such as those described by Edwards (1997), Ming et al. (2010), Schwalenberg et al. (2010), 

Engelmark et al. (2014), Constable et al. (2016), Sherman et al. (2017), and Wang et al. (2017). 

While marine CSEM methods using ocean-bottom electromagnetic (OBEM) receivers are 

generally thought to have a DOI limited to about half the maximum source–receiver spacing 

(e.g., Constable, 2010), recent studies using deep- and surface-towed CSEM arrays suggest that 

structure as deep as the maximum source-receiver spacing is resolvable (Kannberg & Constable, 

2020; King et al., 2022). However, one reviewer of the King et al. paper questioned the method’s 

ability to resolve such deep structures. While beyond the scope of the King et al. paper, this is an 

important question worthy of further study. Here we show that continuously towed systems are 

indeed sensitive to depths as deep as the maximum source–receiver separation. 
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 Marine CSEM surveys combine both parametric (variable frequency) and geometric 

(variable source–receiver spacing) sounding in order to control depth sensitivity. Both 

magnetotelluric (MT) sounding and time domain electromagnetic (TEM) sounding are 

parametric methods. The depth penetration of MT signals is controlled by (1) period, 𝑇, through 

the skin depth, 𝑧!,	which is dependent on electrical conductivity, σ, and for a uniform conductor 

is given by: 

𝑧! = ' "#
$%!

      (1) 

 

or the distance over which electric and magnetic fields decay by about 37%. The DOI for MT is 

about 1.5 skin depths in simple structures, but since the MT magnetic source field spectrum 

increases as frequency decreases (i.e., a red spectrum), for MT the DOI is limited only by the 

time taken to make the measurement (or until the electric field response becomes too small – at 

which point geomagnetic depth sounding can be used instead). 

 For TEM sounding, Spies (1989) showed (2) that the analogous quantity is the time-

domain diffusion depth: 

 

𝑧& = ' "&
$%!

      (2) 

where 𝑡 is the time after transmitter switch-off. Again, the diffusion depth is dependent on 

conductivity, but since the signal to noise ratio of the longest measurement time is given by the 

power of the transmitter (and is degraded by a red noise spectrum), the DOI for TEM methods is 

limited by instrumentation. 



 

 
 
 

82 

 DC resistivity sounding is purely geometric. Roy and Apparao (1971) estimated the DOI 

of various resistivity arrays as 0.25𝐿 at best, where 𝐿 is the largest electrode spacing, assuming 

transmission current is high enough to make measurements with this electrode spacing. 

 In marine CSEM sounding, an electric transmitter antenna is towed through the water 

while emitting a current shaped by some waveform. Because of the highly conducting seawater, 

currents of up to 1,000 amps are achievable, and 100 amps are possible with only a few kilowatts 

of power. Time domain can be used, but a modified square wave with a broad frequency content 

is more efficient (Connell & Key, 2013) since the energy is concentrated in delta functions at the 

frequencies of the discrete harmonics. Classically, OBEM receivers are placed on the seafloor to 

record transmissions at distances of several tens of kilometers, at which point signals become too 

small to be measured. As long as the skin depth in the seafloor at the lowest frequency is large 

enough, the DOI is determined by the maximum source–receiver offset at which the signal to 

noise ratio is adequate. Constable (2010) estimated this to be about half the source–receiver 

spacing for OBEM surveys based on a perturbation analysis. Constable and Cox (1996) and Key 

et al. (2012) observed similar depths for real data using the maximum depth of inference method 

of Parker (1982). As an alternative to deploying ocean-bottom instruments, receivers spaced at 

regular intervals can be towed behind the transmitter, up to a fixed maximum offset, and is the 

subject of the current paper. 

 

5.3 Maximum Depth of Inference  

 Skin depth and diffusion time provide only approximate guidelines as to the DOI that 

might be achieved by a given method. In practice, the DOI will depend on data quality (signal to 

noise ratio), conductivity structure, as well as the parameters/geometry of the method. In other 
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words, it will be specific for every survey and will vary across a particular 2D or 3D model. It is 

also important to distinguish between sensitivity and resolution. An inversion of a data set may 

include structure at depth that, when removed, degrades the model’s fit to the data. Clearly then, 

the data are sensitive to structure at this depth for this particular model, and the sensitivity 

kernels can extend to considerable depth, but that does not mean that this particular structure 

must be included in some other model. That is, it is possible that the structure is not truly 

resolved by the data. 

 The most rigorous approach to this question was outlined by Parker (1982). Armed with 

the analytical least squares solution to the one-dimensional (1D) MT problem developed by 

Parker and Whaler (1981), Parker introduced an infinite conductor at increasingly shallow depths 

and repeatedly inverted the rest of the model to see if the data could still be fit to an acceptable 

level. The maximum depth of inference was defined when the rest of the model could not 

compensate for the infinite conductor and the data misfit became statistically unacceptable. 

Although not as rigorous as the study presented by Parker (1982), modern derivative-based 

algorithms such as the Occam algorithm of Constable et al. (1987) can in practice fit the data as 

well as is practically possible, and so can be used to re-invert a data set as the model is 

terminated by an extreme conductor or resistor at increasingly shallow depths. Once the 

algorithm cannot find an acceptable fit to the data, the maximum depth of inference is defined.  

 Model regularization provides some insight as to DOI. If structure is penalized, the model 

will go featureless at some depth. If the penalty is against a starting model, then the inversion 

will revert to this model at depths too deep to constrain. Oldenburg and Li (1999) exploited this 

by inverting data using different starting models and compared the results to infer DOI. Many 

schemes use information in the Jacobian matrix, the derivatives of data with respect to model 
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parameters, to infer the DOI for a particular data set (see, for example, the recent paper of 

Christensen, 2022). Ultimately, stochastic inversion, the so-called Bayesian methods, can be 

used to infer model resolution, but currently these require a prohibitive amount of computation 

for any but 1D models. 

 Our current paper does not seek to add to the rich literature on a-posteriori model 

assessment. Rather, we ask a simpler, but very important question: Do the continuously towed 

CSEM methods have a deeper DOI than one would infer from other geometric sounding methods 

such as resistivity, or the conventional OBEM type CSEM surveys? This is important because of 

the logistical limits of towed arrays. Increasing the length of an array makes towing close to the 

seafloor hazardous, and loses more time during turns. However, deploying OBEM instruments to 

extend source–receiver offsets adds considerable additional expense to a survey. Our hypothesis 

is that the increased data density of towed arrays contributes to an improved DOI, and so we take 

a 2D approach to this study in order to capture the behavior of typical data sets. There is some 

evidence that 1D analysis significantly underestimates the DOI (Sherman, 2018) since the full 

data density of continuous towing is not captured. There is also a pragmatic aspect to a 2D 

approach – variations in resistivity at depth along a survey line can provide useful information on 

geological structure, even if the true resistivities cannot be resolved. 

5.4 Two-Dimensional Tests of Maximum Depth of Inference  

 The rigorous test used below was first developed by Parker (1982) for 1D 

electromagnetic induction. Parker’s test aimed to resolve the depth in which the addition of a 

conductive or resistive layer ceases to influence magnetotelluric admittance. We have expanded 
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this test into 2D media using the publicly available MARE2DEM inversion and modeling code 

of Key (2016). 

 We tested the maximum depth of inference for three commonly-used CSEM systems: the 

conventional OBEM type CSEM surveys referred to as a nodal system from hereon, a deep-

towed system, and a surface-towed system. We aimed to find the relationship between source-

receiver offset and DOI in these differing systems. Despite the obvious benefit of potentially 

high source-receiver offsets gained from the use of a nodal system, we chose to limit maximum 

source-receiver offsets in all three systems to 1000 meters in order to make a direct comparison. 

Additionally, as we aim to test the depth of sensitivity of these systems in regards to geometric 

sounding, a 0.25 Hz waveform-D (Myer et al., 2011) was used. This frequency results in a skin 

depth of approximately ~1400 meters in typical marine sediments, well below the previously 

encountered sensitivity limits of these three systems. 

5.4.1 Forward Model Design 

 Synthetic response data were generated from 1 Ωm half-space models representative of 

typical survey environments encountered by all three CSEM system types. The model 

parameters for each starting model are shown in Table 5.1. All three systems use a towed 

transmitter which advances through the model in 50-meter increments to mimic 30-second 

stacking intervals often used in EM processing to increase signal-to-noise. In the nodal models, 

the receivers remain in place on the seafloor while the transmitter is towed 50 m above the 

seafloor; in towed-systems the entire array advances with the transmitter, either 50 m above the 

seafloor or on the sea surface. Using these parameters, we ran forward models to obtain response 

functions. Vertical and inline responses were used in the deep-towed system models while only 

inline responses were included in the nodal and surface-towed system models, consistent with 
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typical survey design. To mimic the environmental and navigational noise common in marine 

surveys, 2 percent random Gaussian noise was added to all synthetic data used in these tests 

before being included in the inversions. As surface-towed systems receive a GPS timing pulse 

during typical surveys, noise associated with phase response is lower than the noise in the 

amplitude data. Therefore, we added only 1 percent random Gaussian noise to the synthetic 

phase data for the surface-towed data to most closely simulate noise encountered in these types 

of surveys.  (Although the absolute noise floor is much smaller for nodal systems than towed 

systems, at the 1,000 m offsets modeled here all data are above the absolute noise floor.) 

Table 5.1: Model parameters used in 2D tests of maximum depth of inference 
System Nodal Deep-Towed Surface-Towed 
Seawater Resistivity (ohm m) 0.3 0.3 0.225 
Depth to Seafloor (m) 1000 1000 50 
Receiver Depth (m) 999.9 950 0.67 
Transmitter Depth (m) 950 950 1.5 
Number of Receivers 9 4 4 
Receiver Spacing (m) 500 250 250 

 

5.4.2 Inversion Parameters and Maximum Depth of Inference 

 The synthetic data generated from half-space models were included in a series of 

inversions in which a 1000 Ωm resistor was added iteratively at varying depths from 500 meters 

to 2000 meters below the seafloor (mbsf). The resistor, air, and seawater were fixed parameters 

reducing the free region for inversion to be between the seafloor and the resistor. The inversions 

were allowed to run until either an RMS of 1 was achieved or the model could no longer improve 

the fit to the data.  Tests were also run with the addition of a conductor; however, depth 

constraints derived from conductive layer tests were deeper than those derived from the addition 

of a resistor so we limit discussion to only the results gained from tests using a resistor at depth.  
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5.4.3 Lessons in Data Fit 

 Inversions were run for the three systems and the final depth of inference was determined 

from overall RMS. These results are shown in Table 5.2. One may note that the nodal system 

was less sensitive to the addition of a resistor at depth. However, a 700-meter depth of inference 

for nodal systems is still an improvement to previous estimates using 1D sensitivity tests which 

indicated a loss of sensitivity at approximately 50 to 60 percent of the total source-receiver offset 

(Constable, 2010; Key et al., 2012). This improvement in depth of sensitivity may not 

necessarily be due entirely to the change from 1D tests to 2D tests, which significantly increases 

the overall data included, but may also be a result of lower noise used in our tests versus the 

noise encountered in early applications of this system. The surface-towed system could no longer 

fit the data to an RMS of 1 when a resistor was added 800 mbsf and the deep-towed system 

could no longer fit the data to an RMS of 1 when a resistor was added 900 mbsf. This indicates 

that the initial observations that the depth of inference for marine CSEM systems is around half 

of the maximum source-receiver offset is not accurate for towed systems. Instead, the depth is 

improved to 80 to 90 percent of the maximum source-receiver offset, probably due to the density 

of data made possible by continuously towing the receiver array. 

Table 5.2: Depth of inference obtained from overall RMS value compared to inequal RMS 
values from data channels 

System Nodal Deep-
Towed 

Surface-
Towed 

Depth of Inference (mbsf) from overall RMS value 700 900 800  
Depth of Inference (mbsf) from >20% change in RMS 
in at least one data channel 

700 1500 900 

 

 It is worth noting that when the model is broken down by receiver, amplitude, and phase, 

more information as to the behavior of the models with the addition of a resistor can be gained. 
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For example, bias in the residuals of the data begins to develop before the overall RMS of the 

model indicates poor fit to the data (see Fig. 5.1). From the plots in Fig. 5.1, the RMS from the 

lowest frequency data, both amplitude and phase, tends to increase before the overall fit to the 

data can no longer achieve an RMS of 1. Most prominently, the RMS associated the 0.25 Hz 

phase data from the deep-towed system tests approaches an RMS of 1.2 at a depth of 1500 mbsf, 

600 meters deeper than the depth of inference inferred from overall RMS. This can also be seen 

in the surface-towed 0.25 Hz amplitude data, but to a lesser degree. Interestingly, in all three 

systems, the RMS from the amplitude and phase responses do not linearly increase as the overall 

RMS increases. Instead, the RMS of the amplitude and phase responses tend to oscillate between 

higher and lower RMS values. This could be due to prior iteration results placing structure within 

the free portions of the models resulting in complicated interactions between the model fit at 

different frequencies. 

 These changes in the individual RMS values associated with different response data 

indicates that the model is influenced by the addition of a resistor at greater depths than was 

inferred by the overall RMS. To further illustrate the formation of structure, or bias, within the 

models with the addition of the resistor, histograms of the residuals for the furthest receiver in 

the array of the surface-towed system for several sensitivity tests are presented in Fig. 5.2. When 

a resistor is placed in the models 2000 mbsf, the residuals from the lowest frequency phase data 

are nearly indistinguishable from zero-mean normal distribution (plotted in red in Fig. 5.2.).  

However, as the resistor is moved toward the seafloor, the residuals in the lowest frequency of 

phase data begin to deviate from a normal distribution and the mean of the residuals moves away 

from zero.   
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Fig. 5.1: Overall RMS of the model and RMS from individual data groupings from the receiver 
with the maximum source-receiver offset are plotted for all three CSEM system sensitivity tests as 
a terminating resistor is made successively shallower. On the far left, the RMS values are plotted 
for a half-space model, indicated here as ‘No Resistor’.  
 
 This suggests that one should not rely heavily on total RMS unless the residual 

distribution is random, but instead investigate data fit and possible signs of bias within the 
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residuals. The development of structure in the residuals indicates that the models may be 

sensitive to the resistor at greater depths than is inferred by the RMS value of the model as a 

whole. It also suggests that the model may be influenced by these resistive features at depth, but 

is able to accommodate the resulting misfit in one data type by overfitting the data in another. It 

is therefore advisable to review the entirety of the model fit to the data, as structure in the 

residuals may be indicative of potential features at depth.   

 
Fig. 5.2: Histograms of normalized residuals for 0.25 Hz phase data from the last receiver in the 
surface-towed array (1000 meter source-receiver offset) from a series of inversions fitting the half 
space data set to RMS 1 with a fixed resistor placed at 800m, 1000m, 1500m, and 2000m. As the 
resistor decreases in depth, the residuals become biased away from a zero-mean normal 
distribution. A zero-mean normal distribution is plotted in red on each plot for comparison to the 
residual distributions. 
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5.5 Resolution with Depth  

 To gain greater insight into the DOI of these CSEM systems, we can also investigate the 

limits of resolution by asking: at what point are we no longer able to resolve structure at depth? 

For these tests, we created a series of quarter space models that included a 100 Ωm feature that 

was moved iteratively toward the seafloor in a series of tests. For the sake of clarity, we will 

refer to this resistor included in the quarter space models as the ‘starting QS resistor’; the starting 

QS resistors are outlined with a dashed white line for all models shown in Fig. 5.3. Forward 

models were run on each of these quarterspace models to obtain responses using the three CSEM 

systems. The responses were then degraded with 2 percent gaussian noise and inverted. The 

starting models used the same parameters as shown in Table 1 and the seawater and air in all the 

models were set as fixed parameters. The region below the seafloor was set as a free parameter 

and initialized to a uniform starting resistivity of 1 Ωm. Inversion parameter grids were 

constructed using 50-meter-wide quadrilateral cells that increased in height with depth. The 

models were run until the models achieved an RMS of 1 before comparing the results. 

 Examples of the resulting models from all three systems are plotted in Fig. 5.3. When the 

starting QS resistor is well within the sensitivity limits predicted in the previous section of this 

paper, a strong resistor of the correct approximate size and shape is resolved in the inversions. 

However, the resistivity of the starting QS resistor is never truly attained. Additionally, the depth 

to the top of the resolved resistor is at a deeper depth than the starting QS resistor. As these are 

not parameterized inversions, it is not surprising that the starting QS resistivity values are not 

resolved and the depth of the resolved resistor is shifted deeper, as regularized inversion drives 

the model toward the smoothest solution possible while still fitting the data. The Occam’s 

inversion algorithm attempts to fit a step function in resistivity by smoothing the true amplitude 
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of the step, which has been noted in a variety of publications since the algorithm was first 

released (e.g. Key, 2009). This results in a Gibbs type oscillation in the structure of the 

inversions which is evident in Fig. 5.3 by the downward shift of the peak resistor (defined as the 

maximum resistivity value encountered in the inversion) from the starting QS resistor depth, but 

also by the addition of a minor conductor above the resistor. 

 When the starting QS resistor is placed at the sensitivity limit obtained in the previous 

section, a resistive feature must be included in the inversion to achieve an RMS of 1, but the 

resistivity of that feature is near the starting resistivity of the model (1 Ωm) (see Fig. 5.3 f, g, and 

h). In tests with a starting QS resistor at 1100 mbsf, a faint resistor was needed in the final 

inversions to achieve fit to the data in towed systems, suggesting a resolution limit of 

approximately 110% of maximum source-receiver offset in these systems. For nodal systems, the 

starting QS resistor was barely resolved in the inversions to a maximum depth of 800 mbsf or 

80% of the of the maximum source-receiver offset in these systems.  

 Previous efforts to estimate sensitivity of non-linear inverse problems have linearized the 

problem by making use of the Jacobian (or sensitivity) matrix (Farquharson & Oldenburg, 1996; 

McGillivray et al., 1994), even though these methods can be computationally expensive and 

dependent on data distribution (Farquharson & Oldenburg, 1996).  The MARE2DEM code of 

Key (2022) computes a normalized sensitivity from the Jacobian derivative matrix by 

normalizing the summation of the Jacobian matrix by area, resulting in a final sensitivity unit of 

log10(S/m)/m2.  The output sensitivity contours can be useful to understand the depth in which to 

limit interpretation of the model, although quantitative interpretation can be difficult. One 

contour of this sensitivity is plotted as a black line in Fig. 5.3.  The normalized sensitivity 

reflects the diminishing sensitivity of the system with depth and conductivity. We found that a 



 

 
 
 

93 

sensitivity value of -3.5 log10(S/m)/m2 generally corresponds with the depth of peak resistivity 

values. Below this depth, the resistivity of the feature decreases, indicating diminishing 

sensitivity of the CSEM systems below this depth. Additionally, this normalized sensitivity depth 

is, of course, driven by skin depth and is thus affected by the resistivity values present within the 

model. This can be observed in the left half of all the models presented in Fig. 5.3 where the 

sensitivity contour is deeper within the resistive feature (within the bounds of the white dashed 

line) compared to the 1 Ωm portion of the quarter space model. This highlights the value of using 

these sensitivity contours when interpreting real world data as the structure in the model 

influences the depth of sensitivity so each model will have its own unique DOI. 
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Fig. 5.3: Plots of quarterspace tests of resolution for surface-towed, deep-towed, and nodal CSEM 
surveys. All inversions presented here have an RMS of 1. The dashed white line indicates the 
extent of the 100 Ωm starting QS resistor included in the forward model. The black line is a contour 
of a normalized sensitivity value of -3.5 log10(S/m)/m2 output by the MARE2DEM code. 

5.6 Discussion 

 The sensitivity and resolution tests presented here are intended to provide the reader with 

general information to aid in survey design and in later inversion and interpretation.  It is limited 
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in that there are many other factors such as survey noise, navigational error, or geology that will 

influence the DOI for any given data set, but we aim to provide insight into the difference 

between towed CSEM surveys and nodal systems and, more specifically, the tradeoffs between 

these survey techniques.  

 Our results indicate that nodal systems have a DOI of approximately 70 percent of the 

maximum source-receiver offset in ideal scenarios. This ratio of DOI to maximum source-

receiver offset is smaller than that achievable with towed CSEM systems. However, since the 

source-receiver offset in a nodal survey can be increased to much greater values than is possible 

with a towed array, the ultimate DOI of a nodal system can be extended to deeper depths than 

towed systems. This has been done in numerous CSEM nodal surveys and, in some extraordinary 

circumstances, a DOI of approximately 65 km has been achieved (S. Constable & Cox, 1996).  

 Despite the increased maximum DOI possible with a nodal system, the resolution 

possible from towed CSEM systems appear to be superior in some sense. This is most likely a 

result of the higher density of data achieved from continuously towing the array and is a strong 

argument for use of towed systems, which can also resolve finer-scale shallow structure in the 

inversions.  

5.7 Conclusion 

 Overall, the DOI obtained from the tests presented here indicate that the DOI of both 

towed and nodal systems are deeper than previously thought. This was observed both with 

rigorous tests of sensitivity that rely on the depth a resistor would no longer influence overall 

RMS, but also in less rigorous quarter-space tests of resolution. When maximum source-receiver 

offset was held constant, the towed systems outperformed the nodal systems in both sensitivity 
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and resolution tests. Our study highlights the trade-offs between using nodal and towed CSEM 

systems when aiming to achieve greater sensitivity with depth of resolution, and can be used to 

better optimize surveys for future exploration efforts.  
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CHAPTER 6 

CUESI: A near seafloor CSEM system 

6.1 Introduction 

 Coastal regions are some of the most densely populated areas on Earth which means that 

communities living there have a high demand for energy and food sources, but also commonly 

have limited available land for infrastructure which addresses their needs. Thus, many 

communities are considering the region offshore as a potential area for infrastructure projects 

such as wave power systems, aquaculture, and wind farms. As a result, the large-scale 

development of offshore infrastructure projects has seen significant investment and consideration 

from industry and political entities all around the world. However, before the construction of any 

offshore infrastructure projects can begin, baseline studies with minimal seafloor impact of the 

planned development areas are required. Baseline studies will often involve the collection of data 

pertinent to the identification and characterization of culturally and biologically sensitive 

regions, benthic habitats, and seafloor hazards. Additionally, many offshore projects require 

appropriate seafloor conditions for the anchors and moorings to function. Proper installation of 

anchors and moorings is dependent on geotechnical conditions such as sediment stratigraphy and 

porosity in the upper tens of meters of the seafloor.  

Bottom-dragged EM surveys have become an established geophysical approach to study 

changes in seafloor porosity in a variety of shallow seafloor settings (e.g. Cheesman et al., 1993; 

Evans, 2001, 2007; Evans et al., 1999; Micallef et al., 2020; Schwalenberg et al., 2005, 2010). 

However, due to their disturbance of the seafloor during data collection, existing bottom-dragged 
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EM systems are limited to seafloor settings that are heavily sedimented and without protected 

status, eliminating many seafloor areas from study. Thus, when a project was launched in a 

National Marine Sanctuary to identify debris piles (e.g., shell middens) left from Pleistocene 

hunter gatherers, these original bottom-dragged EM systems were not appropriate for use. 

Instead, a new, neutrally buoyant CSEM system, known as the CUESI (Compact Undersea 

Electromagnetic Source Instrument) system, was developed to fly between 1 to 2 meters above 

the seafloor, thereby minimizing seafloor disturbance. The original debris pile targets for this 

new CSEM system result in subtle changes in porosity in the seafloor, can be small (~3 meter 

wide and 20 cm thick), and will likely be within the top tens of meters of sediment. To achieve 

sensitivity to these targets, the CUESI system collects both inline and vertical electric field data 

and improves resolution in the shallow seafloor by emitting higher frequency signals and using 

shorter source-receiver offsets than previous systems.  

This chapter will describe a series of case studies on the sensitivity and resolution of the 

CUESI system over a variety of targets offshore Santa Barbara, California and within the 

Channel Islands Marine Sanctuary, and present preliminary results on a new CSEM system. The 

goals of these studies are to develop and iterate on a potential new EM tool to collect porosity 

data of the shallow seafloor for use in offshore infrastructure projects and in studies of shallow 

subseafloor character.  

6.2 Existing Systems 

Inductive electromagnetic methods rely upon the skin depth, which describes the length 

scale at which fields decay in conductive media. The skin depth equation (1) describes the 
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approximate distance (𝛿) in meters in which the field amplitudes are reduced to 1/e and phase 

progresses 1 radian in a uniform medium. 

 

𝛿 = 503(1 𝜎𝑓2 )'/"      (1) 

 

Here, 𝜎 is the conductivity of the medium (Siemens per meter) and 𝑓 is the frequency of the 

transmission. One may note that higher frequencies would sample shallower geology in the 

seafloor, whereas lower frequencies would be sensitive to deeper depths. Thus, to enhance 

resolution in the shallow seafloor, higher frequencies are used. However, higher frequency 

signals quickly diminish in conductive seawater, so the source and receivers need to be close to 

the seafloor to reduce this effect.  

  Bottom-dragged systems can minimize the attenuation from the seawater, as well as 

achieve maximum coupling to the seafloor and simplify navigation in the vertical direction. 

These EM systems have been developed to characterize and map the top tens of meters of the 

seafloor over the past three decades to study a range of targets from groundwater discharge to 

gas hydrates (e.g., Cheesman et al., 1993; Evans, 2001, 2007; Schwalenberg et al., 2005, 2010). 

However, because these systems are dragged across the seafloor, they can only be used in 

seafloor settings that are heavily sedimented and without protected status. 

  This limitation significantly restricts potential survey areas as nearly 41 percent of U.S. 

marine waters are classified as protected and many offshore infrastructure projects require a 

baseline study of a planned development area during which the environment should not be 

significantly altered. Thus, an EM system with minimized impact on the seafloor is essential for 

surveying in these scenarios and regions. In order to investigate the shallow subseafloor in 
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protected areas (e.g., marine protected regions, national parks, cultural heritage sites) or beneath 

regions with rocky or variable benthic habitats, an EM system would need to limit seafloor 

contact, while not losing sensitivity to the seafloor.  

Limiting contact with the seafloor, or ‘flying’ the system over the seafloor, has the added 

benefit of potentially collecting vertical electric field data, which are particularly sensitive to 

changes in near-seafloor resistivity variations (Constable et al., 2016). Indeed, during 

preliminary sensitivity tests for this study, much of the sensitivity to a small conductive target, 

representative of an anthropogenic pile of shell debris, was from changes in vertical electric field 

amplitude. Thus, a ‘flying’ system was designed which would allow for three-axis electric field 

receivers. The design is inspired by a system of Sheehan et al. (2014) which was tested and 

proven to be non-destructive to benthic habitat over a range of seafloor settings. 

6.3 CUESI system design 

The new CSEM system is designed to fly within 1 to 2 meters of the seafloor while 

minimizing impact on benthic habitats. This system, illustrated in Fig. 6.1, is made up of a 

negatively buoyant EM transmitter, CUESI, followed by three towfish. CUESI doubles as a 

depressor weight, dampening the effects of variable tow speeds and surface wave action on the 

vertical positions of the towfish. To stabilize the position of the source dipole, CUESI transmits 

the source signal to an instrument towed 10 meters behind CUESI, labeled as the transmitter 

towfish. Here, a current controlled signal is transmitted into the seawater with two 10 cm long, 

1.5 cm diameter soft copper tubing sections held 2 m horizontally apart on the rigid frame of the 

transmitter towfish (see Fig. 6.2 for a photo of the CUESI array and winch on deck).  
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Fig. 6.1: Schematic of the CUESI array with buoyancies for all components labeled. CUESI is 
negatively buoyant to act as a depressor weight for the array. The towfish are trimmed to tow 
within 2 meters of the seafloor. Syntactic foam is attached to the cables between the instruments 
to offset the weight of the cable and wire ropes are attached to the base of each towfish to act as 
counterweights.  
 

The following two towfish, labeled as receiver towfish, are the three-axis electric field 

“Vulcan” receivers of Constable et al. (2016). These receiver towfish are tethered and towed 20 

meters and 40 meters behind CUESI. All three of the towfish are designed to be slightly 

positively buoyant instruments (noted in Fig. 6.1) with a small counterweight in the form of a 

short cable affixed to the base of each frame. When the cable contacts the seafloor, the overall 

buoyancy of the towfish becomes neutrally buoyant, allowing the frame to maintain a 1 to 2 

meters distance from the seafloor depending on water conditions. A similar ‘flying’ array design 

was included in a study comparing a variety of bottom-towed systems for seafloor disturbance 

(Sheehan et al. 2014). This design was incorporated into the CUESI system design because the 
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‘flying’ array was found to be non-destructive to the benthic habitats even over a range of 

seafloor settings.  

 
Fig. 6.2: CUESI system ready for deployment on the back deck of a vessel with several 
components labeled. Yellow cable spooled around the towfish is the telemetry and towing cable 
connecting the towfish together and to CUESI. The red cable on deck is the antenna cable 
supplying power from CUESI to the electrodes mounted on towfish 1. The blue cable is the 
coaxial/tow cable connecting CUESI to the vessel. 
 

6.4 CUESI system build  

The CUESI system was initially developed to detect the debris pile sites, known as shell 

middens, of Pleistocene hunter-gatherers submerged offshore from the northern Channel Islands. 

Some of these sites straddle the present shoreline and others may be theoretically located in 

waters as deep as 110 meters. The initial research goals aimed to target the submerged sites in a 

range of water depths from 5 to 110 meters. Vessels capable of navigating these shallow water 

depths are typically smaller and without specialized towing equipment. Thus, during the 

development of the CUESI system, deck-space, instrument weight, and power limitations were 

considered and incorporated into the design. 
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The CUESI system was developed at the Scripps Marine Electromagnetic Laboratory 

which also developed the three-axis electric field receivers known as ‘Vulcans’ (Constable et al., 

2016;. Weitemeyer et al., 2006; Weitemeyer & Constable, 2010). These Vulcan receivers are 

included as towfish in the CUESI system array. The last two towfish in the array are standard 

Vulcan receivers as described by (Constable et al., 2016) that have been altered only to change 

buoyancy, affix counterweight cables, and reduce gain on the loggers to avoid signal saturation 

associated with the reduced source-receiver distances. The first towfish, the transmitter towfish, 

in the array is a Vulcan that has been altered to function as a mount for the horizontal electric 

dipole. This Vulcan also has a counterweight cable and the buoyancy has been trimmed. Most 

notably, the first Vulcan is altered to only record the vertical electric field with a nominal gain of 

1 on a set of stainless steel electrodes. 

This chapter discusses the most recent build of the CUESI system. See Appendix A for 

more information on the iterative development and initial tests of the system.  

6.4.1 CUESI hardware 

CUESI, pictured in Fig 3, is 140 cm long, 23 cm wide, and 60 cm in height (including the 

tail wing; 31 cm without wing). The frame is constructed with stainless steel Unistrut fittings that 

are welded and reinforced at the joints for added support. The frame weighs approximately 140 

lbs in air and is outfitted with handles at the front and aft of the instrument to simplify recovery 

and deployments. The frame is attached to the tow cable slightly aft of center so the instrument 

will have minimal pitch when towed through the water. Following initial field tests, the tow 

point was redesigned to have a single pivot point, reducing the range of motion of the instrument. 

The frame is open sided to reduce drag in the water and provide ease of access to the 

instrumentation inside. A camera in a pressurized case on a pivot bar, a LED light, a CT sensor, 
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an altimeter, a depth sensor in pressure bottle (not pictured), and a pressure case are all mounted 

inside the CUESI frame.  

Power and communications from topside are transmitted through the towline to CUESI 

with a single coaxial cable. Commands from the user are given using a frequency shift key at 30 

characters per second. Within CUESI, the 110 VAC vessel power is transformed down to 10 

VAC, rectified, and switched under computer control, to provide arbitrary binary or ternary 

waveforms switched in increments of 1/2000 second time units. The timing and switching of the 

waveform are controlled by internal CUESI hardware using specifications given by the user and 

stabilized using an internal Seascan oscillator/clock. The Seascan clock is synchronized to GPS 

time before launch and maintained by an internal battery to avoid timing disruptions associated 

with power interruptions or surveying complications. CUESI outputs a current-controlled 

waveform of up to 10 amps on a 2 meter horizontal electric dipole mounted on the transmitter 

towfish.    

 
Fig. 6.3: a) Photo of CUESI during pier tests with sensors and frame-mounted instruments labeled. 
The pressure sensor was not attached during this test, but the location of the sensor is indicated.  
B) Schematic of the side-view of CUESI. C) Schematic of the top-view of CUESI. 
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6.4.2 Telemetry for real time navigation 

The CUESI system is designed to be towed within 5 meters of the seafloor. Therefore, 

accurate navigation data must be received in real-time from the full instrument array to avoid 

impact with the seafloor and troubleshoot problems with navigation. 

All three towfish telemeter the output from a depth sensor in each towfish as well as time, 

pitch, roll, and heading to CUESI via a data port. The towfish are strung together via data ports 

with a tow cable that consists of two twisted pairs of polypropylene insulated 22 AWG copper 

wire, a para-aramid strength member, and an outer jacket of polyurethane. The shared 

transmission cable for telemetry means that information traveling up the cable could be subject 

to ‘cross talk’ if the instruments telemetered information at the same time. To avoid telemetry 

interference, the instruments have a staggered start time and frequency of communications to 

telemeter information to CUESI.   

Once the towfish navigation is sent to CUESI, this information is included in the data 

stream being sent topside using a microprocessor within CUESI. CUESI includes altitude 

readings from the altimeter, output current and voltage, sea temperature and conductivity, and 

time in the data package sent topside. Topside, navigation data for each instrument may be 

monitored in real-time to ensure consistent towing altitudes. If necessary, tow speeds may be 

adjusted or CUESI may be lifted or lowered using winch controls to correct tow heights. In most 

settings, towing CUESI between 2 to 5 meters off the seafloor allowed the towfish to maintain a 

consistent distance of 1 to 3 meters from the seafloor (see Fig. 6.4 show image of towing heights 

of the array). This configuration also had the added benefit of effectively maneuvering the array 

to account for changes in the bathymetry or to avoid seafloor obstacles.  
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Fig. 6.4: Plot of the depth of the array while surveying. The towfish maintained a distance 
between 1 to 4 meters off the seafloor during the survey.   
 

6.4.3 Time correction signal 

Each towfish records electric field data that are timestamped with an internal Seascan 

clock. These clocks have drift rates of approximately 2 milliseconds per day. To achieve more 

accurate timing measurements and as a redundancy within the tow packages, CUESI also sends a 

digital signal corresponding to the transmitted waveform to the towfish. This digital signal is 

recorded on a logger channel using a 500 Hz sampling rate in each towfish.  The digital signal 

can be used to correct for clock drift on the phase data recorded on each instrument. 

The timing of the emitted signal can also be compared to the digital signal directly using 

the data recorded on the transmitter towfish. This transmitter towfish is a novel design and the 

recorded data can be used to capture zero-time offsets or any timing errors with the emitted 

signal. The transmitter towfish both emits a current-controlled waveform on a 2 meter rigid 

dipole, and also records this same signal on a 1 meter vertical dipole using stainless steel 

electrodes. This means that the transmitter towfish directly records the emitted signal as well as 

the digital signal corresponding to the transmitted waveform. As the field is being recorded at the 

source and on the same internal clock, the transmitter towfish can capture any timing errors 

0 500 1000 1500 2000 2500 3000
Inline distance (m)

5

10

15

20

25

30

35

De
pt

h 
be

lo
w

 s
ea

 le
ve

l (
m

)

Seafloor and depth of CUESI array

seafloor
CUESI
towfish 1
towfish 2
towfish 3



 

 
 
 

109 

between the emitted source and the digital signal. Generally, drift rates from the Seascan clocks 

appear to be linear, but there is a timing offset upon starting transmission. Accurate phase data 

can be achieved with a measurement of both the timing offset (a fraction of a sample in most 

cases) and the linear drift rates.  

 
Fig. 6.5: All phase data presented in these panels are from a 25 Hz frequency signal. Top panel is 
a plot of the phase from the digital timing pulse recorded on the fifth channel of the first towfish 
and the phase from the recorded vertical electric field data. Both digital timing phase and electric 
field phase appear to drift as both sets of data are time stamped with an internal clock which drifts 
at a rate of approximately 2 miliseconds per day. Both sets of phase data have a zero-time offset 
of 22 degrees consistent with the 0.0024 second time tag recorded from the internal clock in 
CUESI. The second panel is a plot of the difference between the digital timing phase and electric 
field phase which is generally 0.5 degrees, capturing the timing offset of 0.055 miliseconds ( a 
fraction of a sample) beteen the two sets of phase data. The third panel plots the digital timing 
phase and electric field phase from the third towfish in the array. The bottom panel is the electric 
field phase from the third towfish corrected both from the internal clock drift on this instrument 
and from the timing offset from CUESI (shown in the second panel).  
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As an example, Fig. 6.5 shows the 25Hz phase data and phase corrections using both the 

linear drift correction from internal clock and static shift correction captured with the transmitter 

towfish. In Fig. 6.5, the top panel is of the phase from the digital timing channel and phase from 

the vertical dipole. Phase drift, from the internal clock, is generally linear; however, a zero-time 

offset of around -22 degrees is noted for both the digital timing channel phase and vertical dipole 

phase which is consistent with the time tag of 0.0024 seconds recorded from the internal clock in 

CUESI before deployment. The second panel of Fig. 6.5 shows the difference between the phase 

from the digital timing channel and vertical dipole. Here, the phase from the vertical dipole is 

shifted to be 0.5 degrees higher than the phase from digital timing channel. This timing shift is 

the equivalent to a timing error of 0.055 milliseconds on a 25Hz signal which is a fraction of 

sample and indicates a that the digital timing signal arrived just after transmission began. The 

phase from the vertical dipole and digital timing channel for the last towfish in the array are 

plotted in the third panel where linear drift from the clock can be observed. Finally, the last panel 

plots the corrected phase for the third towfish. The correction included the individual clock drift 

from the third towfish as well as the 0.5 degree shift from the timing lag of the digital signal. 

Using these correction values, the corrected phase for the third towfish is in good agreement with 

the predicted response generated from forward models.  

6.5 System performance and navigation 

In the conductive marine environment, electromagnetic signals attenuate quickly. Thus, 

the received signal is dependent on the distance between the electromagnetic source, receivers, 

and the seafloor. If this distance is overestimated, the resistivity of the seafloor will be inferred as 
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more resistive than it is. To reduce error in the models, the depth of the array and the bathymetry 

must be well constrained. Additionally, navigational errors can lead to large errors in CSEM data 

with short source-receiver offsets (e.g., Myer et al., 2012), so navigational data such as pitch and 

heading of the instruments should be captured and included in data processing. 

CUESI and all three of the towfish measure depth to a fraction of a meter in 1 second 

increments using pressure sensors. This provides depth data for each instrument, but the height 

of the seafloor also must be established. Depth to the seafloor is measured both by CUESI and by 

the vessel. The vessel typically measures the full water depth, while CUESI measures its current 

distance to the seafloor using an altimeter with centimeter accuracy. The altimeter data and 

pressure data from CUESI can be combined into a depth profile of each survey line. Assuming 

fixed offsets, the altitude of each towfish is calculated. Fig. 6.4 shows the altitude of CUESI 

system above the seafloor and the overall water depth. Generally, the tow height of the array 

appears to be within 1 to 3 meters of the seafloor with a few exceptions when more irregular 

seafloor bathymetry is encountered. The altitude of the last towfish in the array tended to be 

slightly greater with distances between 2 to 4 meters of the seafloor. Overall, the array 

functioned as designed, flying within 5 meters of the seafloor for the duration of the surveys.  

The location of the CUESI array is not directly measured during the survey. Thus, the 

location of the array is calculated using the layback distance and heading of the vessel and 

instruments. Layback can be determined by first recording the length of cable out to CUESI 

during the survey. The length of cable will fluctuate depending on tow speeds and water depth so 

measurements of the length are recorded every 5 minutes during surveying. Using trigonometry, 

the approximate location of the array can be determined with cable out, but more accuracy can 

be achieved by comparing depth profiles made from the vessel versus CUESI. If the array 
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tracked behind the vessel, the layback is the distance the vessel depth profile must be moved 

laterally to match the CUESI bathymetric profile while still considering cable out. With this 

method and with heading data, a location for each towfish can be generated.  

 
Fig. 6.6: Top panel shows the heading recorded on the external compasses mounted to each towfish 
and the course over ground of the vessel The three towfish appear to have similar headings 
indicating that the array towed in a straight line; however the heading of the towfish compared to 
the vessel’s course over ground indicates that the array did not track directly behind the vessel, but 
instead crabbed through the water possibly due to currents near the seafloor. The bottom panel is 
pitch recorded on the external compasses of each towfish. Towfish 2 and 3 have a pitch near 0 
inidcating that these two towfish maintained a horizontal orientation during towing except for in a 
few locations where snagging may have occurred on the line or tow speeds may have been 
inconsistent. The first towfish has a positive pitch (front end up) throughout the survey which may 
have been from CUESI pulling the front of this towfish upward during towing.  
 

Crossline distances along the array are not measured and are more difficult to determine. 

However, if all instruments record similar headings, the array is inferred to have tracked in a line 

and a crossline distance of zero is assumed. It is likely that this assumption does not fully 

represent the reality of towing behavior and is therefore a potential source of error in the models. 

The top panel of Fig 6 is the heading data for each towfish recorded on external compasses as 
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well as the course over ground of the vessel. The course over ground of the vessel does not align 

with the towfish headings which indicates that the array may have been crabbing through the 

water. However, as the transmitter heading is comparable to the receiver headings, the array 

appears to be towing in a straight line. When heading is irregular, such as at the approximately 

17:57 in Fig. 6.6, data associated with this point in time are excluded from the final models. 

Pitch of the instruments also effects the amplitude and phase of the electric field.  Thus, pitch 

data are recorded and included in the models to reduce the effects of navigational error. The 

bottom panel of Fig. 6.6 is the pitch of the towfish. Generally, the two receiver towfish (2 and 3) 

have a pitch around zero with brief periods of irregularity. The transmitter towfish appears to 

have a consistently positive pitch, aft down and front facing upward, configuration during 

towing. This pitch may be from CUESI pulling the front of the transmitter towfish upward 

slightly as it is at a higher altitude than the rest of the array.  

6.6 Case Studies 

During its development, the CUESI system has been tested in several areas offshore 

Southern California. The case studies presented here are limited to the two regions highlighted in 

Fig. 6.7. Coal Oil Point is a known location of multiple marine hydrocarbon seeps. Hydrocarbons 

are highly resistive making this region an attractive area to initially test the sensitivity of the 

CUESI system to significant changes in resistivity within the seafloor. Additionally, this region 

has been previously surveyed using the more established surface-towed CSEM system of 

Sherman et al. (2017) so comparison between datasets is possible.  

The northern Channel Islands were chosen as a test site for the CUESI system because 

sediment core, acoustic reflection, and CSEM data are available in this region. Using the 
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sediment core data, the CUESI system was tested for its ability to resolve porosity changes 

within the shallow seafloor. The acoustic reflection profiles provide context for the core 

locations and lateral constraints on the local geology.  

 

 
Fig. 6.7: Case study survey areas offshore Southern California. The pink region marks the 
approximate boundary of the Coal Oil Point seep field south of Santa Barbara and the yellow 
polygon marks the boundary of the study area between Santa Rosa Island and Santa Cruz Island 
within Channel Islands National Marine Sancturary. 
 

6.6.1 Sensitivity to Seafloor Resistors – Coal Oil Point 

An initial test of the CUESI system was conducted in May of 2021 and targeted the Coal 

Oil Point seep field. This case study aimed to test how the system functions, tows through the 

water, and if the system is sensitive to a known resistive feature. This test occurred during the 

initial development of the CUESI system so there were few navigational constraints and sparse 

data collection.  
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The Coal Oil Seep field was previously imaged with a surface-towed CSEM system 

(King et al., 2022) so the locations of resistive features were well defined prior to the CUESI 

survey. In Fig. 6.8, amplitude data from a CUESI survey are compared to a resistivity profile of 

an active seep. In this image, the red feature at the seafloor is interpreted as hydrocarbons on the 

seafloor. The blues are indicative of typical marine sediment which has a resistivity between 1 to 

2 Ωm. The top panel of Fig. 6.8 is the amplitude of the inline electric field response stacked in 10 

second windows from the third towfish. Electric fields are attenuated in conductive mediums 

which results in a decrease in the amplitude data; conversely resistive features preserve electric 

fields resulting in higher amplitude responses. Therefore, the amplitude of the response data is 

expected to be higher over the resistive hydrocarbons compared to over the more conductive 

marine sediment.  

The amplitude of the inline response data recorded with the CUESI system is as 

predicted, with higher amplitude responses recorded over the seep field compared to the more 

conductive surrounding area. The correlation between the amplitude response and the location of 

the seafloor resistors indicates general functionality of the system toward detecting changes in 

resistivity. Unfortunately, there were inadequate navigational data collected from this survey to 

create pseudosections, but the overall response of the system to the seafloor was promising and 

led to further development.  
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Fig. 6.8: Comparison between amplitude data from the CUESI system and a resistivity profile 
generated from surface-towed CSEM data over an active seep within the Coal Oil Point seep field. 
The top panel is the inline amplitude data from the third towfish in the CUESI array. The bottom 
panel is a collocated resistivity profile from King et al. (2022). 
 

6.6.2 Comparison to core data – Channel Islands National Park 

Following the initial functionality tests of the CUESI system, the array was moved to 

northern Channel Islands National Marine Sanctuary. Here, the CUESI system was used to 

survey several areas where sediment cores were collected on a previous cruise. Due to sea-

conditions, surveying time was limited and the survey areas were reduced to a few locations 

within the survey area mapped in Fig. 6.7. During the survey, a 25 Hz, 2.5 Amp square wave was 

transmitted on a 2 meter horizontal dipole. 

The inline electric time series measured on the second and third towfish during these 

surveys was Fourier transformed and stacked into 10 second windows. Stacking the data 
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provides error estimates as well as increasing the signal to noise ratio. The first and third 

harmonics from the transmitted 25 Hz square wave were included in the processing.   

From these surveys, pseudosections were generated using the inline electric field data 

from the second and third towfish. Pseudosections use the navigation data collected from each 

towfish and the water depth and conductivity collected by CUESI during the survey. Forward 

solutions are calculated from 1D models that include the water depth and seawater conductivity 

underlain by halfspaces ranging from 0.1 to 1000 Ωm. Apparent resistivity values are obtained 

by interpolating between the forward solutions and each value of the stacked amplitude data. The 

general depth of each apparent resistivity value is calculated from the approximate skin depth of 

each frequency used and the source receiver offset. Each apparent resistivity value is then 

represented by a pixel with location data and these pixels are combined to create pseudosections. 

Pseudosections are good indicators of lateral changes in resistivity, but have limited ability to 

determine actual depths to features (Weitemeyer et al., 2006). 

Pseudosections generated from data collected over two core locations are shown in Fig. 

6.9. Here, the top pseudosection was created from data collected while targeting sediment core 

CI-VC-B4. This sediment core was initially collected to target a mound identified in acoustic 

reflection data shown in Fig. 6.10. The core is more porous than the surrounding sediment cores 

presumable because it contains abundant intact and fragmented shells which have created voids 

in the sediment. To test the ability of the CUESI system to detect changes in seafloor porosity, 

the apparent resistivity values must first be converted into porosity values. Typically, resistivity 

and pore fluids are related using Archie’s law which is given by the equation: 

 

𝜌) =	𝜌*𝜙+,      (2) 
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where 𝜌) is the bulk resistivity of the water-saturated material, 𝜌* is the resistivity of the pore 

fluids, 𝜙 is the porosity of the material, and 𝑚 is the cementation factor. Generally, the 

cementation factor is a measure of how the resistivity of a rock changes with permeability, 

assuming the pore fluids are more conductive than the grains. The original form of this equation 

(2) does not account for grain texture, and thereby could underestimate porosity by up to 20 

percent (Glover, 2016; Winsauer et al., 1952). Therefore, Winsauer et al. (1952) introduced the 

‘tortuosity’ or ‘lithology’ parameter, 𝑎, to Archie’s law which has the form: 

 

𝜌) =	𝑎𝜌*𝜙+,     (3) 

 

In this study, the Winsauer et al.’s (1952) Humble formula, which is commonly used for 

unconsolidated sediments or loose formations such as marine sands (El-khatib, 1997), was used. 

The Humble formula, named after Humble Oil where it was first created, uses a cementation 

exponent of 2.15 and a tortuosity factor of 0.62. Using this formula and data collected by the 

CUESI system (see upper right panel of Fig. 6.9), the apparent porosity of sediment collocated 

with core CI-VC-B4 was calculated to be 68.8 percent, consistent with the bulk porosity of the 

core which was 69%.  

Unfortunately, due to strong currents between the islands, the CUESI profile could not be 

collocated with the acoustic reflection profile shown in Fig. 6.10. However, the mound 

associated with core CI-VC-B4 is the intersection point of the two profiles (the CUESI profile 

has a 112 degree heading and the acoustic reflection profile has a 52 degree heading) and is 

apparent in both profiles. The mound in Fig. 6.10 appears to be 45 meter-wide discrete feature 
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within marine sands. In the top panel of Fig. 6.9, a 45 to 50 meter-wide discrete high-

conductivity feature is observed to be collocated with the mound, showing good agreement 

between acoustic reflection data and the apparent resistivity profile.  

 

 
Fig. 6.9: The top profile is a pseudosection generated from a CUESI survey targeting core CI-VC-
B4. The CI-VC-B4 core is from a mound-like feature within marine sediment as shown in Fig. 
6.10. The bottom profile is a pseudosection generated from a CUESI survey targeting core CI-VC-
6d. The CI-VC-6d core contains lithics and layers of silt resulting in a lower overall porosity value 
compared to the surrounding sediment. Photos and CT scans of both cores are shown to the left.  
 

The bottom panel of Fig. 6.9 is a pseudosection created from data collected while 

targeting core CI-VC-6d. This core is predominately comprised of sand, fragmented shells, 

lithics, and thin layers of silt resulting in moderately porous sediment. Again, using the Humble 

formula and data from the CUESI system (see Fig. 6.9), the apparent porosity of the seafloor 

collocated with the core was calculated to be 61.4% whereas the bulk porosity of the core was 

63%.  
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Fig. 6.10: High-resolution Chirp subbottom profile over core CI-VC-B4 collected in 2016. 
Courtesy of Jillian Maloney.  
 

The agreement between apparent porosity values from the CUESI system and the core 

porosity indicates that the CUESI system is sensitive to the porosity of the shallow subseafloor. 

However, this test was extremely limited and the CUESI system will need to be tested over more 

core locations and over a variety of seafloor types before determining the overall sensitivity of 

the system. 

6.6.3 Comparison with existing CSEM systems – Channel Islands National Park 

The final case study presented here uses the most current version of the CUESI system, 

which includes more navigational constraints and data with a higher signal to noise ratio than 

prior surveys. These data were included in inversions and used for direct comparison of 

resistivity profiles created using an existing CSEM system and the CUESI system.  

6.6.3.1 CUESI and Surface-Towed Data Processing and Model Design 

The CUESI system was used to resurvey a profile mapped in Fig. 6.11 where data were 

previously collected using a surface-towed CSEM system, known as the porpoise system. In this 
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profile, the porpoise system previously passed over a known fault and identified several resistive 

features. For the CUESI survey discussed here, the transmitter towfish emitted a 25 Hz 2.8 Amp 

square wave on a 2 meter horizontal dipole. The CUESI system was towed within 1 to 4 meters 

of the seafloor at 1 to 2 knots for 45 minutes resulting in data collected over ~2350 meters of 

seafloor. During this survey, the camera mounted to the CUESI frame collected images of the 

seafloor every 3 seconds which are shown in Fig. 6.12.  

As described in the previous section, amplitude and phase of the CSEM response 

functions were extracted from the raw time-series data on the second and third towfish using the 

methods detailed by Myer et al. (2011). To increase the signal-to-noise ratio, the resulting 

transfer function estimates were stacked using an arithmetic mean to obtain transfer function 

estimates every 10 seconds along with error estimates. As the tow rates of the survey ranged 

between 1 and 2 knots, each transfer function estimate from this level of stacking resulted in one 

sample per towfish per frequency every 5 to 10 meters along the survey line. This approach 

yielded high quality amplitude and phase response data for the last two towfish as a function of 

position and frequency.  

Navigational error has a greater effect on amplitude data than phase data and this effect is 

worse at short source-receiver offsets. Thus, only phase data from the second towfish, a 10 meter 

source-receiver offset, were included in the inversion whereas both amplitude and phase data 

from the third receiver, a 30 meter source-receiver offset, were included in the inversion. As the 

harmonics of a square wave fall off geometrically, only data from the first and third harmonics 

(25 Hz and 75 Hz) were used. Using these constraints, the profile from the CUESI survey shown 

in Fig. 6.12 has a total of 1446 CSEM data and these data were assigned a 5 percent error floor to 
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account for navigational uncertainties before being included in the inversion as finite-length 

dipoles.  

 
Fig. 6.11: Location of the resistivity profiles presented in Fig. 6.12. The green line marks the 
location of the surface-towed CSEM survey and the pink line marks the location of the CUESI 
survey line. The red lines represent the surface trace of the Santa Rosa Island Fault which crosses 
through both surveys and is marked with dashed red line in Fig. 6.12.  Black squares mark the 
locations of documented tar accumulations on the beaches from Lorenson et al. (2009). 
 

The modeling software used in this study is the publicly available, goal-oriented, 

adaptive, finite-element two-dimensional (2D) MARE2DEM inversion and modeling code of  

Key (2016). This code uses Occam’s Inversion, a method that regularizes the inversion to the 

smoothest resistivity model that fits the data to a specified misfit (Constable et al., 1987). The 

starting model included the seawater as a fixed parameter, using conductivity data collected by 

CUESI. The bathymetry profile included in the starting model was generated by combining the 
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depth and altimeter data, also collected by CUESI. This bathymetry profile was checked with 

depth data collected by the vessel and with the depth profile generated using an altimeter from 

the prior surface-towed CSEM survey, as a test of the functionality of the CUESI depth sensor 

and altimeter. Using this model structure, the free inversion regions were reduced to the area 

below the seafloor and set to a uniform starting resistivity of 1 Ωm.  An inversion parameter grid 

was constructed using 10-meter-wide quadrilateral cells that increased in height with depth to 

mimic the loss of resolution of the EM method. Intrinsic to the adaptive nature of the 

MARE2DEM code, the computation mesh was allowed to refine where necessary to produce 

accurate responses. The resistivity inversion was allowed to run until the final inversion model 

response converged to a root-mean-square misfit of 1. The final resistive inversion, labeled 

‘CUESI Profile’, in shown in Fig. 6.12.  

The surface-towed CSEM data were collected using the CSEM system of Sherman et al. 

(2017) in January 2019, nearly two years prior to the CUESI data in January of 2019. The 

surface-towed survey is described in detail in King et al. (2022). During the surface-towed 

CSEM survey, the transmitter output was a 2 Hz, 30-amp, current-controlled waveform-D of 

Myer et al. (2011) on a 10-meter antenna. The array was made up of 4 receivers spaced 100 

meters apart for a total array length of 400 meters. Only the second and third receivers in the 

array (200- and 300-meter source-receiver offsets) collected data on the survey line described 

here.  

The surface-towed CSEM data were processed using the method described above and by 

Myer et al. (2011); however stacking windows were increased to 30 seconds to account for the 

rough wave conditions encountered during this survey. Additionally, waveform-D results in a 

broader range of high amplitude harmonics,  and so amplitude and phase data for the 3rd, 7th, 
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and 13th harmonics (6 Hz, 14 Hz, and 26 Hz) were included in the inversion for both receivers. 

The amplitude data were subjected to a two-percent error floor and the phase data were subjected 

to a one-percent error floor before being included in the model as finite-length dipoles. The 

surface-towed CSEM array was towed at a rate of 3 to 4 knots which when combined with 30 

second stacking windows results in one sample per receiver per frequency every 45 to 60 meters 

along the survey line. The profile from the surface-towed CSEM, shown and labeled ‘Porpoise 

Profile’ in Fig. 6.12, has a total of 752 CSEM data.  

The MARE2DEM inversion code was used to generate inversions for the surface-towed 

CSEM survey. Here, the starting models included seawater as a fixed parameter, using 

conductivity data collected by a separate towed instrument in the porpoise array and available 

bathymetric data. The free inversion region below the seafloor was set to a uniform starting 

resistivity of 1 Ωm and parameterized using 20-meter-wide quadrilateral cells that increased in 

height with depth. The resistivity inversion was allowed to run until the final resistivity inversion 

converged to a root-mean-square misfit of 1. The final resistive inversion, labeled ‘Porpoise 

Profile’, is shown in Fig. 6.12. The extent of the CUESI profile is outlined with a black box and 

overlain on the Porpoise Profile.  
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Fig. 6.12: Resistivity models from the CUESI survey and surface-towed CSEM (Porpoise) survey 
offshore Santa Rosa Island. The top panel, labeled ‘CUESI Profile’, is a resistivity model from the 
survey line mapped as a pink line in Fig. 6.11. The location of the CUESI profile is marked by a 
black box on the middle panel. The middle panel, labeled ‘Porpoise Profile’, is a resistivity model 
from the surface-towed CSEM survey mapped as a green line in Fig. 6.11. Warm colors indicate 
high resistivity and cool colors indicate conductors in both resistivity profiles. The black and white 
circles and triangles in both profiles mark the locations of the transmitters and receivers used in 
the modeling code. The black squares on both the top and middle panels are the locations of the 
photos captured by the CUESI system and shown in the bottom panel.  
 

6.6.3.2 CUESI and Surface-towed CSEM System Model Comparison and Interpretation 

The two resistivity models shown in Fig. 6.12 are in good agreement where the models 

are co-located. The CUESI system resulted in a higher resolution model of the subseafloor 

resistivity due to shorter source-receiver offsets and higher source frequencies. This survey 

design resulted in greater sensitivity to changes in the immediate seafloor resistivity, but with the 

trade-off of reducing the depth of sensitivity compared to the Porpoise system. The depth of 
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sensitivity with the Porpoise system used in this study is around 400 meters below sea level 

whereas the CUESI system shows a significant reduction in sensitivity (sensitivity value of -3.5 

log10(S/m)/m2 using the MARE2DEM code) between 80 to 100 meters below sea level (60 to 90 

meters below the seafloor). This depth of sensitivity for the CUESI system corresponds to 

approximately one skin depth in a 1 Ωm medium. The depth of sensitivity achieved with the 

CUESI system is deeper than what is expected from a towed CSEM array with a maximum 

source-receiver offset of 40 meters. The deeper depth of inference obtained with the CUESI 

system could be explained by the high frequencies used in the survey possibly resulting in a 

signal limited by parametric aspects of EM propagation instead of geometric limitations, the 

increased data density achieved with the CUESI system, and/or the placement of the transmitter 

and receivers near the seafloor.  

The higher resolution of the CUESI model, is evident in the better defined fault trace of 

the Santa Rosa Island Fault in the CUESI profile compared to the Porpoise profile. In the CUESI 

profile, the fault clearly laterally separates a more conductive material underlain by a resistor 

from a resistor underlain by a conductor to the north. This general resistive structure is resolved, 

but smoothed, in the Porpoise profile. At depth the fault appears to be collocated with a vertical 

resistor in the Porpoise profile, possibly indicating resistive fluid migration, such as freshwater 

or hydrocarbons, up the fault. Historically, accumulations of hydrocarbons have been 

documented on the nearby beaches on Santa Rosa Island (Lorenson et al., 2009) so the resistors 

along the fault could be interpreted to be tar.  
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Fig. 6.13: Photo of tar accumulation on the seafloor offshore Angola. Image from Jones et al. 
(2014). 
 

This interpretation is supported by the photos captured by the CUESI system during the 

survey. The images captured during the survey are in the bottom panel of Fig. 6.12 and the 

locations are marked with black squares on both the CUESI and Porpoise profiles. In photo A, 

the seafloor appears to be made up of sand with several sparce accumulations of fractured shells. 

Here, the seafloor resistivity in the CUESI profile is approximately 1 Ωm, signifying typical 

marine sediment with saline pore fluids. The location of photo B marks the southern edge of a 

10 Ωm resistor on the seafloor of the CUESI profile and is the first occurrence of dark material 

in the photo series along the tow line. Photo B appears to capture a seafloor character similar to 

Fig. 6.13, which is a photo of confirmed asphalt/tar mounds offshore Angola. The resistivity and 

appearance of the seafloor at the location of photo B indicate the presence of tar accumulations 

on the seafloor. The Porpoise profile also includes a resistive feature at the seafloor in this 

approximate location.  

Travelling farther north along the towlines, photo C is located above a strong resistor 

(>30 Ωm) in the CUESI profile. Photo C captures a dark patchy seafloor environment and this 
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photo is consistent with other photos taken between 3.5 km to 3.7 km along the towline, the 

approximate span of the seafloor resistor. The seafloor along this section of the towline may be 

seafloor sediments with hydrocarbon coatings or seafloor sediment saturated with hydrocarbons. 

This type of hydrocarbon accumulation is associated with hydrocarbon seeps that may become 

temporarily sealed or slowed due to changes in sea state or reservoir pressure (Leifer, 2019). 

Both the CUESI and Porpoise profiles resolve a strong resistor at the seafloor collocated with the 

regions of darkly colored seafloors captured in the photos. The seafloor resistor extends from the 

photo B location until approximately 3.85 km along the towline where the seafloor resumes a 

~1 Ωm resistivity in the Porpoise profile and a seafloor character shifts to resemble the seafloor 

captured in Photo D.  

The photo observations and resistivity profiles indicate that this survey imaged a 

previously unidentified hydrocarbon seep at the seafloor that is fed from a deeper source, 

resolved as a resistor ~250 to 350 meters below sea level in the Porpoise profiles, along the Santa 

Rosa Island Fault.  

6.7 Conclusion 

 Through a series of tests comparing the CUESI system to profiles of known resistors and 

sediment core data, the new system appears to be in good agreement with existing datasets. The 

results from these tests indicate that the CUESI system is sensitive to changes in porosity in the 

upper few meters of seafloor. Additionally, when compared to the surface-towed CSEM system 

of Sherman et al. (2017), higher resolution resistivity profiles of the shallow subseafloor are 

achieved using the CUESI system with the tradeoff of a significant decrease in the depth of 
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investigation. More tests of the CUESI system over a variety of seafloor types and targets are 

necessary to better understand the sensitivity and resolution available with the new system. 
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CHAPTER 7 

Discussion and Conclusions 

The work presented in this dissertation highlights the versatility of the CSEM method to 

detect and characterize a variety of features on the continental shelves. The results presented are 

in good agreement with other datasets, but also build upon and expand previous research, in that 

these studies mapped novel hydrocarbon migration systems, imaged a previously unidentified 

hydrocarbon seep, and even identified a new source of freshwater for San Diego. Additionally, 

much of the data presented was collected on small vessels and with modest budgets, establishing 

CSEM as an effective and efficient tool for use in shallow marine studies.  

 The use of CSEM toward investigating resources on the continental shelves is likely to 

increase, especially in the search for new sources of freshwater. As over a quarter of the world’s 

population is expected to face extreme water stress in the next two decades (Hofste et al., 2019), 

many countries and communities are looking for more sources of freshwater, and in some cases, 

looking offshore. The search for submarine groundwater can be conducted with onshore 

modeling or through offshore drilling projects if the geology is relatively simple. For example, 

submarine groundwater can sometimes be connected to onshore freshwater systems through 

continuous lenses meaning that onshore groundwater modeling can effectively capture the 

system. Conversely, the study offshore San Diego demonstrated that submarine groundwater 

systems can also be more complex than previously predicted, highlighting the need to map these 

systems directly to effectively model groundwater flow. Thus far there have been a limited 

number of studies using CSEM to identify submarine freshwater in a range of geologic settings 

(Attias et al., 2020; Gustafson et al., 2019; King et al., 2022; Micallef et al., 2020), but these 
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studies demonstrate that CSEM is a powerful tool to identify submarine groundwater. In a 2020 

U.N. Brief, CSEM was recognized as a promising and effective tool to identify offshore fresh 

groundwater (Qadir, 2020).  

 Demand for food and energy, like water, is also expected to increase in the coming 

decades. Thus, large-scale development of offshore infrastructure projects, such as wave power 

systems, aquaculture, and wind farms has seen significant investment from industry and political 

entities all around the world to meet demand. Problematic to many of these developments is the 

existence of marine hydrocarbon seeps which are pervasive across nearly all continental margins 

and pose a significant hazard when developing offshore regions (Zolezzi & Parker, 2009). Many 

remote sensing systems have been established as effective tools to map the seafloor extent of 

marine hydrocarbon seeps. However, many of these methods are not sensitive to the 

hydrocarbons below the seafloor and instead rely on the seep being active at the time of 

surveying for identification. As shown in Chapter 4 of this dissertation, the near seabed (<25 

meters below the seafloor) accumulations of hydrocarbons can be much more extensive than the 

seafloor expressions of the seeps. This observation is not only pertinent to accurately modeling 

the emission rates of seeps, but is also important to offshore development. For example, the 

misidentification of seep sources in these scenarios could complicate efforts to install wind farm 

foundations which commonly penetrate the seafloor to depths of 30 meters or more. It is likely 

then, that as wind farm and other infrastructure development occurs offshore, CSEM methods 

will be added to the suite of existing tools to identify suitable areas for development.  

 The geotechnical conditions of the seafloor, such as sediment stratigraphy and porosity, 

must also be considered for safe and stable installation of many types of offshore infrastructure. 

Currently, there are very few methods to quickly and effectively map changes in seafloor 
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porosity and many of these methods are limited in the areas that they can be used. Thus, the 

newly developed near seafloor CSEM system discussed in Chapter 6 may be a useful new tool in 

these seafloor characterization studies. This new system is still in early development, but the 

initial tests are promising. The system will need to be iterated upon to improve navigational data 

collection so that the vertical field data can be used in future inversions. The sensitivity of the 

system is expected to improve noticeably with the addition of vertical field data (Constable et al., 

2016). Additionally, the photos from the camera mounted to the front of the array, although 

blurry, were surprisingly useful when interpreting the resistivity models. These images, if 

improved, could also be useful for identifying archeological sites, sensitive benthic habitats, or 

setting target points for sample collection using diving or ROV operations. The CUESI system 

will likely be developed further in the coming years and if these improvements are made, may be 

added to the suite of commonly used CSEM systems available today.  
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