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Abstract

Simulation-Based Testing, Validation, and Training with Probabilistic Programming

by

Edward Kim

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Sanjit A. Seshia, Co-chair

Professor Alberto Sangiovanni-Vincentelli, Co-chair

Cyber-physical systems (CPS) are increasingly becoming autonomous. Self-driving cars, for
example, need to navigate through bustling streets of San Francisco. To avoid the risk of
injuries, simulation provides a safe setting to extensively test these systems prior to their
deployment. However, as these autonomous systems operate in more complex environments,
this poses a challenge as to how to formally model and generate these environments in
simulation. In this dissertation, we argue that a domain-specific probabilistic programming
language (PPL) can be an adequate formalism to naturally capture the stochasticity and the
constraints deriving from physical interactions of these systems with their environments.

The contribution of this thesis is to show how a domain-specific PPL can be effectively used
as an environment modeling formalism to test, validate, and train autonomous systems.
First, we formalize a machinery to scalably test a system of multi-objectives in parallel sim-
ulations with distributions of environments, and summarize the likely causes of those failures
in an interpretable manner. Second, we validate whether the identified system failures in
simulation transfer to reality, with probabilistic programs as consistent environment models
across both simulation and reality. Informed by the validated system failures, we develop
algorithms to train components of autonomous systems to be robust against those failures.
Furthermore, we devise a personalized algorithm to also train human-CPS (h-CPS), cyber-
physical systems that operate in concert with human operators, via simulations in augmented
and virtual reality.
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Chapter 1

Introduction

Over the past decade, machine learning (ML) [6] driven by deep neural networks (DNNs) has
contributed to unprecedented advances in cyber-physical systems (CPS). Most prominently,
DNNs have enabled these systems to perceive the physical world remarkably well in some
cases. This significant advance in perception, combined with control theory, equipped these
CPS with increasing autonomy. These autonomous systems operate in complex environments
often physically interacting with humans. To name a few, we observe fleets of self-driving cars
transporting people in San Francisco [141], navigator bots at airports escorting passengers
to their gates [169], bots serving food at restaurants [28], and indoor cleaner bots navigating
homes to vacuum and mop floors [122].

In contrast, we witness the rising concern over these growing use of DNNs. Despite their
high performance, DNNs have been repeatedly shown to be surprisingly brittle to even im-
perceptibly small changes in sensor data [81]. In fact, it is very difficult for researchers to
understand why they are so brittle [4]. The sheer sizes of these DNNs, consisting of large
numbers of nodes and weights, have made it extremely challenging to interpret what these
models have learned, let alone check their validity. Consequently, we are left in an uncomfort-
able situation where developers of autonomous systems are uncertain when their DNNs may
fail and how their system would behave then. Most concerning is that these DNNs are op-
erating in safety-critical systems like self-driving cars, in which certain important properties
like safety must be guaranteed. For instance, in 2022, automakers reported approximately
400 crashes of vehicles with partially automated driver-assist capabilities [93]. These high
performing systems, yet with lack of safety guarantees, have raised public safety concerns.
This motivates the needs for formal methods to assure the safety of artificial intelligence
(AI) and ML-based autonomous systems [156].

Given the urgency of this safety issue, in this thesis, we propose formal techniques to
design and analyze autonomous systems or their DNN components in simulation to conform
to desired properties. First and foremost, we base our techniques in simulation because
there is no risk of physical injury to endanger public safety. And, we can flexibly control
environments to examine systems in diverse situations, especially in ones that are rarely
encountered in reality to stress test them. Additionally, it is much more cost-effective to
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reconstruct environments in simulation than via manual physical labor. These cost benefits
allow us to scalably and extensively examine DNNs or systems in simulation. On the other
hand, in practice, system design and analysis solely based on simulation is problematic due to
potential discrepancies between simulation and reality. In particular, synthetically generated
sensor data in simulation may result in system failures that are not reproducible with real
sensor data captured in reality. Worse, the system may perform without error in simulation
but not in reality. Hence, the motivating research questions for this dissertation are:

1. How should we formally search for failures of autonomous systems or their DNN com-
ponents in simulation and analyze their causes in an interpretable manner?

2. What are efficient ways to validate whether identified failures in simulation transfer to
reality?

3. Guided by the results of 1 and 2, how should we effectively (re-)design these systems?

1.1 Thesis Preview
Reflecting the three research questions, this dissertation spans a cycle of system design and
analysis as visualized in Fig. 1.1. It formalizes and devises machinery to (i) formally evaluate
a system or its components in simulation and intuitively understand likely causes of failures,
(ii) efficiently validate whether identified failures in simulation are reproducible in reality,
and (iii) update or re-design the failing components of the system via targeted training
informed by the results of (i) and (ii).

Figure 1.1: Overview of this thesis.

To formulate the problems and
provide algorithmic solutions, we
integrate theories and ideas from
disparate research fields from for-
mal methods [33] to probabilistic
programming language (PPL) [68].
In particular, an underlying chal-
lenge in our cycle of system de-
sign and analysis is to realistically
model the increasingly complex en-
vironments where autonomous sys-
tems like self-driving cars operate.
A unique angle of this thesis is to
investigate an existing, adequate formalism to model such environments and address the
challenges in utilizing the formalism to evaluate, validate, and train a system.

1.1.1 Challenges of Modeling Environments of CPS
Autonomous systems like self-driving cars and indoor bots physically interact with humans
both outdoors and indoors. These settings incur complexities that are difficult to model
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Formalism Controllable Dynamic Reactive Stochastic Spatio-Temporal
Constraints

Scene Graphs ✓ ✓ X X ✓
GANs, Diffusion △ ✓ X ✓ ✓

LLMs
Domain-Specific ✓ ✓ ✓ ✓ ✓

PPLs

Table 1.1: Comparison between existing formalisms to model and generate sensor data in
different environments. GANs stand for Generative Adversarial Networks. LLMs stand for
Large Language Models. The ✓ indicates satisfaction of a property, whereas X represents
non-satisfaction, and △ an incomplete satisfaction.

for several reasons [156]. First, the interactions with humans naturally incur variations, or
stochasticity, both in spatial and temporal aspects. For example, when encountering an
autonomous vacuum cleaner bot, people may avoid the bot in various ways. Some may
walk to the left or right of the bot, another may stop and yield, and others may even step
over the bot. These are temporal constraints on how humans may interact with the bot in
time, in contrast to any random sequences of actions. Also, prior to the collision avoidance
interaction, the initial states (e.g. positions and orientations) of the human and the bot
may vary. They may be approaching from a perpendicular or straight head-on directions.
These are spatial constraints over the space of random directions and positions. Even for
this simple case of collision avoidance with the bot, humans exhibit stochasticity which needs
to be modeled. Second, the interactions of these autonomous systems in the physical world
naturally abide by physical spatio-temporal constraints. Trivially, the initial positions of
the objects cannot be physically intersecting with each other, which is unrealistic. This is
a spatial constraint. Also, for the collision avoidance example, the human and the bot need
to be on a collision path such that collision is bound to occur if no action is taken on either
side. This is a temporal constraint. Hence, to model the complex operating environments of
autonomous systems, we need to model stochasticity and constraints over spatio-temporal
relations among physical objects.

1.1.2 Existing Environment Modeling Formalisms
Table 1.1 compares the pros and the cons of existing formalisms to model and generate either
desired environments in simulation or contents of sensor data. In particular, we compare
whether formalisms can precisely model dynamic and reactive behaviors of objects, and
control, or generate, environments. Specifically, the reactive behaviors refer to being able
to interact with a blackbox autonomous system provided for an evaluation, whose behavior
is unknown a priori. Also, we compare whether these formalisms can model and generate
stochastic, or distributions of, environments with spatio-temporal constraints over the initial
states and behaviors.
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Scene graph [31] is a popular graphical formalism to model and generate environments. Its
nodes represent objects (e.g. pedestrian, car) and edges represent spatial relations between
the connected objects (e.g. a pedestrian is in front of a car). In conjunction with a simulator,
scene graphs can generate static sensor data in desired environments. Various extensions of
scene graphs have been introduced to also model and generate time series data [31]. However,
scene graphs or their extensions cannot model either distributions of environments or reactive
behaviors of objects in response to a given blackbox system.

Natural languages like English have been increasingly popularly used to generate sen-
sor data through the advances in text-to-image and text-to-video algorithms backed by
generative adversarial networks (GANs) [110], diffusion [109], and large language models
(LLMs) [5]. Instead of relying on a simulator, these generative models can directly render
time series sensor data with environments specified using natural languages, with which we
can model and generate dynamic and stochastic behaviors with spatio-temporal constraints.
However, it is often difficult to generate sensor data with desired environments using these
generative models, requiring extensive prompt engineering. Furthermore, the generated sen-
sor data are not reactive because these algorithms do not take into account the actions of
a blackbox autonomous system under evaluation when generating sensor data. Although
the dynamics of these autonomous systems and their policies may be modelled using neural
networks, the cost of training such networks and the uncertainties in their outputs stand as
practical challenges.

The existing general probabilistic programming languages such as PROB [68], Church [66],
and BLOG [119] do not provide domain-specific supports necessary to model and generate
complex physical environments. These languages primarily focus on inference rather than
generation for testing purpose. In particular, it is challenging to model spatio-temporal
constraints over distributions with these languages, let alone correctly sampling from the
distributions to satisfy such constraints. In contrast, domain-specific PPLs [60, 115, 54] do
support all five functionalities in Table 1.1 that are necessary to model and generate complex
physical environments in a simulator.

1.1.3 Environment Modeling with Domain-Specific PPLs
Note that we emphasize the “domain-specific” aspects of PPLs. To model and generate phys-
ical environments, the environment formalism should support domain-specific functionalities
to (i) model pertinent spatio-temporal constraints and (ii) correctly sample an environment
from a distribution with such constraints. If we merely specify distributions with no spatio-
temporal constraint, then we may generate unrealistic environments where, for example, two
vehicles are instantiated physically intersecting with each other. Hence, PPLs with these
domain-specific supports are desirable for modeling the operating environments of CPS.

Various domain-specific probabilistic programming languages have been employed to de-
fine generative models for objects and scenes, such as Quicksand [100] and Picture [99].
However, they do not provide dedicated syntax or semantics to model geometry or dynamic
behaviors. Note, for instance, Picture was solely used for inverse rendering and not data
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generation. In this thesis, we use a domain-specific PPL called Scenic [60, 59], whose syn-
tax and semantics are designed to model geometric and dynamic behaviors. We will explain
its details later in the Background (Sec. 2). The primary advantage of Scenic over these
languages lies in its domain-specific syntax and semantics. This permits concise represen-
tation of complex environments and enables specialized sampling techniques with emphasis
on the generation of scenarios.

1.1.4 Challenges of Testing, Validation, and Training of CPS with
Probabilistic Programming

It takes a strong discipline to rigorously test, validate, and train or design a system to satisfy
certain properties, i.e. requirements. In this thesis, we build upon the discipline of formal
methods [33], but the challenges arise from incorporating the PPL formalism to techniques
in formal methods. Before we expand on the challenges, we justify our choice of discipline.
Formal methods is a promising approach to rigorously design, analyze, and verify certain
properties like safety based on mathematical reasoning. This rigor starts with specification,
i.e. the process of encoding unambiguous properties, which the system must abide by, into
a machine-readable formalism. Given the specification and the models of both the system
and its operating environment, formal methods provides techniques to prove that the system
satisfies the specification or, if not, provide a counterexample. The identified counterexamples
can be used to better design the system. Note that to design, analyze, and verify properties
of a system, formal methods require a model of its environment.

The challenges we address in this thesis arise from incorporating a PPL formalism to
model environments while devising machinery that are compatible with formal methods.
Although this effort has previously been initiated [58], there are still many open questions
to be resolved which we expand on in the following.

Testing

We focus on the challenges pertaining to the scalability and the interpretability of system
testing. In regards to scalability, Although there have been prior work which develop mech-
anisms to incorporate Scenic domain-specific PPL to formal methods [60, 46, 115], their
support for scalable testing has been limited. First, they do not provide a formalism to spec-
ify multiple system properties with differing priorities, with a partial order. For example,
a self-driving car should not only transport a passenger to a destination but also abide by
traffic rules, and, most importantly, avoid collision. Second, given a distribution of scenarios
modelled with Scenic, how to intelligently search, or sample, the distribution to identify
any counterexamples with respect to scaled system properties with varying priorities is not
addressed. Finally, the machinery to scale, or speed up, the testing with parallel simula-
tion to support the intelligent search of counterexamples for the scaled number of system
properties is also missing.
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In addition to identifying system failures, it is crucial to analyze and understand why
the failures occur in order to accurately debug the system. For example, it would be helpful
to understand that a self-driving car tends to crash when taking an unprotected left turn
under a rainy weather due to a perception failure. How can we devise an algorithm which
automates the analysis and succinctly outputs its summary in an interpretable manner? In
particular, we focus on using the Scenic formalism as a means to symbolically summarize
the causes of failures.

Validation

Once we identify system failures via testing in simulation, another relevant problem is to
validate whether the failures transfer to, or are reproducible, in reality. For brevity, we
use sim-to-real validation to denote this problem of validating system performance from
simulation to reality. The necessity for this sim-to-real validation derives from a number
of discrepancies between simulation and reality. To list a few, for instance, in autonomous
driving domain, the dynamics models of vehicles in simulation may not represent all the
physical variables (e.g. tire friction, air drag) that affect the dynamics in reality. The
modeled behaviors of vehicles and pedestrians in simulation may not be representative of
the behaviors observed in reality. Also, the synthetics sensor data (e.g. RGB images, LiDAR
point cloud) from simulation may differ from the real data collected with sensors in reality,
which may induce system behaviors and, therefore, invalidating the results of testing in
simulation.

An approach for sim-to-real validation is to physically reconstruct failure environments in
the real world to validate the system performance. In autonomous driving domain, for exam-
ple, track testing [61] is a well-established means for sim-to-real validation. The strength of
this approach is that it takes into account many of the aforementioned discrepancies between
simulation and reality, simultaneously. Yet, its scalability, in terms of the number of envi-
ronments that can be physically reconstructed, is severely limited due to the labor-intensive
nature. Hence, it is crucial to carefully select which test environments to reconstruct. Can
we effectively leverage simulation, with Scenic as an environment formalism, to generate
test environments for track testing such that they reproduce system failures in reality? This
is one of the two challenges relating to sim-to-real validation we focus on in this thesis.

Although track testing jointly considers different sources of discrepancies between sim-
ulation and reality, its scalability is severely restricted. To scale the validation process, we
restrict our attention to a single dimension of the discrepancies and focus on relaxing the
need for physical reconstruction of environments. In particular, we focus on sim-to-real vali-
dation for sensor data discrepancy with application to validating performances of DNN-based
perception. The challenge here is to algorithmically compare the contents of environments
represented in synthetic versus real sensor data. For example, suppose we identify in simu-
lation that an autopilot fails to perceive another vehicle abruptly cutting into its lane. If we
can identify a set of real sensor data with the same contents of such cut-in behaviors, then
we can test the perception model on those real data for sim-to-real validation, without hav-
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ing to physically reconstruct such environments. Given that massive amounts of real sensor
data are collected and labelled [41, 32], the challenge is to use Scenic as an environment
formalism to query the labelled dataset to output a subset of real sensor data with contents
of interest.

Training

After we identify and validate environments which result in system failures, we need to de-
bug the components of the ML/AI-based CPS. These failure-inducing environments can be
encoded as probabilistic programs. Previous literature have utilized these probabilistic pro-
grams as generative models of sensor data for training data augmentation, with application
to DNN-based perception [45, 57]. Yet, there is an insufficient debugging technique for other
potentially ML-based components of autonomous systems, given Scenic as an environment
formalism. Hence, we focus on debugging deep reinforcement learning (RL) [165] algorithms
which are increasingly utilized for planning and control. Specifically, we investigate how to
use Scenic to effectively and efficiently fine-tune these RL algorithms in either online or
offline.

Furthermore, leveraging the techniques we develop in this thesis, we also focus on training
human cyber physical systems (h-CPS), which refer to autonomous systems with human in
the control loop. For example, a fork truck maneuvered by a human driver, a drone whose
trajectories are designated by a human, or a soldier on a battle field wearing a helmet
with a display which visualizes real-time information of surroundings are h-CPS. In addition
to AI/ML-based components, the performances of these h-CPS depend on the abilities of
humans who may have varying degrees of control. We focus on training the humans to
better control the systems to better achieve tasks. To safely train humans, we use immersive
augmented and virtual reality (AR/VR) [123]. The challenge is to personalize the training
environments, modelled with Scenic, to each human’s learning speeds to maximize one’s
learning.

1.2 Contributions
This thesis contributes a collection of algorithms, which incorporates a domain-specific PPL
as an environment modeling formalism, in order to (i) scalably test and analyze the causes of
system failures in an interpretable manner, (ii) efficiently validate the simulation test results
in reality, and (iii) systematically train these systems informed by the test and validation
results.

1.2.1 Scalable and Interpretable Testing
We propose two complementary algorithms. First, in the context of adversarial ML [81]
and formal methods [33], we develop a toolkit which formally specifies multiple system
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properties with varying priorities [183]. It efficiently searches, or samples, from distributions
of environments modeled with Scenic to identify environments that violate the system
properties with parallel simulations. Second, in the context of explainable AI [4], we devise
a system-level debugging algorithm which analyzes system failures and makes a novel use of
Scenic to succinctly summarizes the causes [89].

1.2.2 Sim-to-Real Validation of System Performance
We contribute two algorithms for sim-to-real validation. The first algorithm can validate a
full scale system with limited scalability, while the second algorithm validates a DNN-based
perception models in a scalable way. The first algorithm generates effective test environments
for track testing [61]. This algorithm extensively tests an autonomous system in simulation
with distributions of environments modeled using Scenic and selects environments which
would likely induce system failures in reality. Given a big, labelled real sensor dataset, the
second algorithm uses Scenic as a query language to model environments and retrieve sensor
data which matches the environment description [91].

1.2.3 Failure-Informed Targeted Training
Using the generative aspects of Scenic, we develop online and offline training techniques for
RL algorithms which are increasingly adopted for CPS [13]. Furthermore, we contribute a
personalized algorithm in augmented and virtual reality (AR/VR) [123] to train h-CPS [90].
In particular, this h-CPS training algorithm focuses on training skills to humans so they can
better control the systems and more efficiently achieve tasks. Given a set of skills to train
and a corresponding set of probabilistic programs modeling training environments, the algo-
rithm models the human’s knowledge state and personalizes, or individually adapts, training
environments in AR/VR accordingly to maximize learning. This algorithm contributes to
computational interaction [187], an intersection of formal methods [33] and human-computer
interaction (HCI) [77].

1.3 Thesis Outline
This thesis is divided into three major parts mirroring the contributions.

1.3.1 Preliminaries
We explain the background necessary to fully appreciate the thesis in Ch. 2. Specifically,
we introduce Scenic which is utilized throughout this dissertation, as well as VerifAI [46]
which is a toolkit for design and analysis of AI/ML-based CPS and supports Scenic as an
environment formalism.
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1.3.2 Part I: Scalable and Interpretable Testing
Chapter 3 describes our toolkit which enables scalable testing of an autonomous system.
Chapter 4 explains our algorithm which analyzes system failures and summarizes their causes
as probabilistic programs.

1.3.3 Part II: Sim-to-Real Validation of System Performance
Chapter 5 focuses on effective test case generation for track testing to validate autonomous
systems in reality. Chapter 6 describes our algorithm, which uses Scenic as a query lan-
guage, to retrieve real sensor data provided a big, labelled dataset to validate DNN-based
perception models.

1.3.4 Part III: Failure-Informed Targeted Training
Chapter 7 expands on our techniques to train, or fine tune, deep RL algorithms in either
online or offline. Chapter 8 describes our h-CPS training algorithm in AR/VR.

1.4 Bibliographic Notes
The purpose of bibliographic notes is to provide historical contexts, or related literature, for
each chapter of this thesis. For this bibliographic note, however, is slightly different in that
we acknowledge our collaborators and funding organizations that contributed to the works.
We acknowledge that texts, figures, and tables from joint papers with our collaborators are
used or adapted for this thesis. We would like to thank the National Science Foundation
(NSF) Graduate Fellowship program. It provided us the freedom to pursue our interest and
passion.

1.4.1 Part I
The idea to devise a machinery for scalable testing (Ch. 3) is inspired by the VeHICal NSF
Cyber-Physical Systems (CPS) Frontier project [155] – in particular, in our interactions with
Kesav Viswanadha, Francis Indaheng, Tommaso Dreossi, Daniel Fremont, Shromona Ghosh,
and Xiangyu Yue. We would also like to thank Prof. Pravin Varaiya, Alex Kurzhanskiy,
Akhil Shetty, and Mengqiao Yu from UC Berkeley for sharing their insights, which helped us
shape our research. The subsequent work (Ch. 4) on an interpretable analysis of system fail-
ures is an outcome of a summer internship at NASA AMES Research center in collaboration
with Corina Pasareanu and Divya Gopinath.
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1.4.2 Part II
Our work on test case generation for track testing (Ch. 5) is the result of industrial collabora-
tion with American Automobile Association1 (AAA) and LG Electronics. We acknowledge
our contributors from Daniel Fremont and Yash Pant from UC Berkeley, Atul Acharya,
Xantha Bruso, and Paul Wells from AAA, and Steve Lemke, Qiang Lu, and Shalin Mehta
from LG Electronics. Our experience of track testing has informed us the labor intensive
aspect of track testing which served as a motivation for Ch. 6. We thank Eunsu Ryu, a
former principal engineer at Cruise, who advised us to leverage labelled, massive data that
AV companies have been collecting. This influenced us to formulate sim-to-real validation
problem as a data query problem. We acknowledge the contributions from our collaborators,
Jay Shenoy, Sebastian Junges, and Daniel Fremont from UC Berkeley for Ch. 6.

1.4.3 Part III
The case study on the application of a PPL to train reinforcement learning agent (Ch. 7) is
in collaboration with Abdus Salam Azad and Kimin Lee from UC Berkeley. The subsequent
work on training humans for psychomotor skills with PPL (Ch. 8) spawned from interactions
with Prof. Zachary Pardos in the education department and Prof. Bjoern Hartmann in
the electrical engineering and computer sciences (EECS) department at UC Berkeley. We
also thank the contributions from undergraduates from UC Berkeley’s extended reality club,
Alton Sturgis and James Hu, who helped implementing the training system in virtual reality.

1Specifically, we collaborated with AAA’s Northern California, Nevada and Utah (NCNU) division



11

Chapter 2

Background

2.1 Scenic: Probabilistic Scenario Modeling Language
Scenic [60, 59] is a domain-specific probabilistic programming language to model environ-
ments and to generate the environments of CPS in simulation. The language provides the
following key features that make it applicable across domains as shown in Fig 2.1: (a) mod-
eling distributions of environments with physical constraints, and (b) sampling from the
distributions with the physical constraints.

Figure 2.1: Examples of various application domains and simulators Scenic is interfaced to
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2.1.1 Definition of Scenarios
So, what is an environment? In this thesis, we denote an environment as an abstract scenario,
which is a distribution of concrete scenarios. An abstract scenario consists of (i) objects,
(ii) a distribution of initial states, and (iii) a distribution of behaviors. The objects may
represent either physical objects, e.g. autonomous systems or humans. The state is defined
using semantic features of these objects, e.g. positions, orientations, and colors of physical
objects and weather conditions and time. An abstract scenario consists of a distribution of
initial states, e.g. time may vary uniformly randomly from 8am to 12pm. A distribution
of a behavior is defined as a mapping from a history of states to a distribution of actions,
where an action is an instantaneous operation executed by an object like setting a throttle
or a steering angle. A behavior, therefore, can maintain a memory. A concrete scenario is an
instantiation of an abstract scenario, with concrete values assigned to the initial state and
the behaviors mapping a history of actions to a concrete action. In the rest of the thesis, we
will simply denote concrete scenarios as scenarios.

2.1.2 Intuitive, Probabilistic Modeling with Physical Constraints
Scenic is a programming language embedded in Python, one of the most popular program-
ming languages. Its intuitive and probabilistic syntax blends Python syntax with simple
keywords in English to help users, even non-programmers, to easily model, interpret, mod-
ify, and communicate complex scenarios with others. First, Scenic’s concise notation based
on English makes it easy to learn, write, and interpret Scenic programs. Second, the prob-
abilistic language helps users efficiently model the stochasticity and uncertainty in the real
world. For example, there are various ways a lane change behavior on a road can occur.
Rather than writing a scenario program for each variation, Scenic helps users to model and
generate a distribution of scenarios with a single Scenic program with realistic physical con-
straints. To concretely demonstrate the intuitive and probabilistic aspects of the language
for example in the autonomous driving domain, we refer to an example Scenic program in
Fig. 2.2 modeling a distribution of scenarios, where a badly parked car pulls into a road as
another car, which we denote by ego, approaches from behind as visualized in Fig. 2.3.

First, note the intuitive syntax highlighted in yellow that resembles the natural English.
This syntax helps users model the geometric spatial relations among objects in the initial
state. In line 9, ego is uniformly randomly placed on a lane. This lane refers to any lanes
in the map of the simulated world. In line 12-15, we model a distribution of initial states of
the badly parked car. In line 14, the parkedCar is positioned left of a spot by 0.5 meter.
This spot, in line 12, is uniformly randomly sampled from a visible curb, i.e. intersection
of a curb and the ego’s view cone. In line 15, the orientation of the parkedCar is perturbed
by badAngle with respect to the traffic flow direction at the parkedCar’s position. This
badAngle is uniformly randomly sampled from a range of 10 to 20 degrees with either positive
or negative sign (i.e. right or left orientation). Furthermore, we can model declarative
constraints over spatio-temporal constraints in Scenic. In line 18, we specify a spatial
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Figure 2.2: A snippet of an example Scenic program modeling a distribution of badly
parked car scenarios.

constraint over the initial state that distance from ego to parkedCar is less than 20 meters.
In line 19, we model a temporal constraint that ego must be able to see the otherCar during
the scenario at all time.

Scenic further provides syntax and semantics for users to specify the interactive behav-
iors of objects. egoBehavior assigned to ego is defined in line 1-7, using Scenic’s try/inter-
rupt block. The egoBehavior by default uses FollowLaneBehavior in the try block. Note
that the do syntax is used to invoke a behavior. However, if the interrupt condition in line 4
is satisfied, then Scenic pauses the default behavior in the try block and simultaneously ex-
ecutes both the actions which disengages the throttle and applies full brake. The interrupt
condition is defined using a pre-defined helper function, withinDistanceToObjInLane(),
which checks whether there is another object within the given safety distance on the self’s
lane. Here, self refers to the object that is executing the behavior, which is ego in this
case. Once the interrupt condition no longer satisfies, then the paused default behavior in
the try block resumes.

Note that there can be multiple interrupt conditions to assign different priorities over
interaction conditions. If there are multiple interrupt conditions, then the conditions stated
lower have higher priorities. Hence, the second interrupt condition in line 6 has a higher
priority than the one in line 4. This means that if both interrupt conditions are satisfied,
the behavior or action(s) of the higher priority condition will be executed. Finally, Scenic
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Figure 2.3: Scenes generated from the Scenic program in Fig. 2.2 in GTA-V [63] (top
images) and in CARLA [44] (bottom images) simulators

Figure 2.4: Overview of interactions between Scenic and a given simulator

provides a syntax, terminate to end the simulation. In line 6-7, the simulation is to terminate
when a collision occurs.

2.1.3 Sampling from Distributions with Constraints
In order to generate scenarios in simulation, Scenic provides domain-specific support to
correctly sample scenarios from a distribution with physical constraints, such that the sam-
ples satisfy the constraints. To efficiently sample scenarios, Scenic uses internal pruning
heuristics based on an analysis of the constraints (refer to [60]). The architecture of how
Scenic interacts with a given simulator to generate reactive scenarios is shown in Fig. 2.4.
First, the Scenic program and the simulator forms a server-client relation to initiate com-
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munication. Scenic program samples a scene, i.e. initial state, which contains information
such as initial position, orientation, and color of objects, as well as weather condition, time
of day, etc. The sampled scene is sent to the simulator which instantiates the scene, as
visualized in Fig. 2.4 with a dotted line. The simulator updates the state of the world (at
this point, the world state is the same as the initial state) and sends it to the Scenic pro-
gram. Given the world state, the Scenic program samples action(s) per object to simulate
for 1 simulation timestep and send them to the simulator. Users can flexibly determine the
duration of this timestep. The simulator simulates the action(s) per object for 1 simulation
timestep, updates the state of the world, and sends the world state back to the Scenic
program. This cycle of communication continues either until the scenario completes.

2.2 VerifAI Toolkit
Scenic provides a modeling language with the ability to generate concrete scenarios. How-
ever, the design and verification of AI based systems requires many more algorithmic com-
ponents. These are implemented in VerifAI toolkit [46]. The architecture of VerifAI is
shown in Fig. 2.5. VerifAI takes as inputs the (i) system model, (ii) environment model,
and (iii) property. A property is a requirement that the system should satisfy. For the
system model, an implementation of the system is used, e.g. autopilot software. The envi-
ronment model can be specified as a Scenic program. And, the property of the system can
be flexibly encoded using an objective function or temporal logic [103]. In the following we
explain each component (highlighted with colors) in VerifAI.

2.2.1 Semantic Feature Space
A semantic feature space consists of a set of features and their ranges. In VerifAI, one
can either directly define the semantic feature space or use Scenic to do so. If a Scenic
program is given, VerifAI analyzes the structure of the program and extracts a semantic
feature space (colored in green in Fig. 2.5). For example, the Scenic program may specify
distributions over features such as positions, orientations, and colors of objects as well as
weather conditions and time of day. These feature distributions can often be dependent on
others.

2.2.2 Search (Sampling)
The goal of this search component (colored in blue) is to intelligently search for system
failures by efficiently sampling from the semantic feature space. VerifAI supports both
active and passive samplers. The active samplers sample a scenario based on the history of
sampled scenarios and the corresponding system evaluation results. In contrast, the passive
samplers sample a scenario regardless of this history. For passive samplers, VerifAI imple-
ments uniform random and Halton [74] samplers. For active samplers, VerifAI implements
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Figure 2.5: VerifAI Architecture

cross-entropy [148], simulated annealing [92], bayesian optimization [55] samplers. When
using Scenic with VerifAI, users can designate feature variables in the Scenic program
as external parameters to be sampled by VerifAI. Also, in VerifAI, users can select a
sampler of their choice or import their own samplers. Once the sampler samples a scenario,
it is sent to the simulator which tests the system in the sampled scenario as shown in Fig. 2.5.

2.2.3 Monitor
During scenario generation in the simulator, the monitor (colored in yellow) records the
system trace and the sampled scenario. After the scenario completes, the monitor evaluates
the system using the input property. The monitor shares the information on (a) the sampled
scenario and (b) the system evaluation result in the scenario to the sampler (blue) and the
error table (red).

2.2.4 Error Table Analysis
The error table (colored in red) records the list of sampled scenarios and corresponding
system evaluation results. The error table provides algorithms to support analysis, such as
principal component analysis (PCA) [20] and k-means clustering [160] algorithms. These
algorithms can be used to identify any patterns among the semantic features, which likely
induce system failures, to better understand and debug the system.
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2.2.5 Use Cases
VerifAI serves multiple use cases which are shown on the right side of Fig. 2.5. First use case
is falsification which is to search for scenario(s) which violate a given property [183]. Second
use case is data augmentation [45, 57]. We can collect sensor data from the failure scenarios
with the correct labels from the simulator. This way, we can systematically augment training
data to help train a system to be more robust to the identified failures. Leveraging the
generative aspect of Scenic, VerifAI can also generate variations of scenarios to fuzz test
a system to output system traces [46]. As mentioned in above in the error table analysis
section, VerifAI can analyze any similarities or patterns in the scenarios which induce
system failures, or counterexamples in short, to more systematically debug a system [89].
And, VerifAI can also be used to generate system monitors which can detect system failures
in runtime [152].
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Part I

Scalable and Interpretable Testing
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Chapter 3

Parallel and Multi-Objective Falsification

There are multiple interrelated challenges when conducting system-level testing of autonomous
systems. First and foremost, we need to formally specify potentially multiple objectives of
these autonomous systems with different priorities. For example, a self-driving car should
not only transport people from one location to another, but also abide by traffic rules and,
most importantly, avoid collision. This formalism should effectively guide the falsification
with respect to stochastic operating environments of autonomous systems. Furthermore, an
efficient search (sampling) algorithm is necessary to explore distributions of environments
and find diverse scenarios where the systems violate various priorities of objectives. Finally,
it is unclear how to integrate the solutions for the aforementioned interrelated challenges
with parallelized simulations to expedite falsification.

In this chapter, we jointly address these challenges to devise a machinery for scalable
system-level testing of autonomous systems, with parallel falsification of multi-objectives.
Specifically, we extend the VerifAI toolkit to (i) formally specify multi-objective speci-
fication with priority ordering, (ii) efficiently search a distribution of scenarios modelled
as a Scenic program using a multi-armed bandit (MAB) algorithm, and (iii) parallelize
falsification, running multiple simulations in parallel, to expedite the process [183].

3.1 Methodology

3.1.1 Parallel Falsification
A bottleneck of simulation-based testing is the generation of the simulation trajectory in the
simulator. A simulation trajectory is a sequence of timestamped states which may include
information such as positions and orientations of objects at every timestep. Depending on
the complexity of the scenario description and the computation required by the simulator,
it may take more than a minute to simulate each scenario. This bottleneck affects the
scalability of testing in simulation, limiting the number of scenarios to test per day.

We present an improvement on this pipeline by parallelizing it using the Python library
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Figure 3.1: Parallelized pipeline for falsification using VerifAI.

Ray [120], which encapsulates process-level parallelism optimized for distributed execution
of compute-intensive tasks. Fig. 3.1 illustrates the new setup. We instantiate multiple
instances of the simulator and open multiple Scenic server connections from VerifAI to
the those instances. The Scenic server sends a sampled scenario to each simulator instance
for simulation. The simulation trajectory collected from each simulation instance is evaluated
using the monitor in VerifAI. The simulation result is then sent back to VerifAI’s falsifier,
or the sampler, to update its internal sample space. We aggregate the results of these
simulations into a single error table documenting all the safe and failure scenarios found
during falsification.

Our improved pipeline also includes modifications to the existing sampling mechanism
in VerifAI. Previously, VerifAI invokes its nextSample API to sample the next scenario,
which is incompatible with parallel falsification. The reason is that this API, which consists
of both scenario sampling and internal sample space update, forces all simulations in parallel
to complete first in order to update its internal sample space. Note that this internal update
is necessary for active samplers which take into account the history of sampled scenarios
and their simulation results. In our improvement, we replace the nextSample API with
getSample and update APIs. This decomposition relaxes the previous bottleneck to enable
parallel falsification.

3.1.2 Multi-Objective Falsification
There are typically many different metrics of interest for evaluating autonomous systems. For
example, there are many well-known metrics used in the autonomous driving community to
measure safety: no collisions, obeying traffic laws, and maintaining a minimum safe distance
from other objects, among others [191]. It is also natural to assert priority, for example, that
it is more important to avoid collisions than to follow traffic laws. The existing VerifAI
toolkit only allows specifying a single objective or property which makes it difficult to express
multi-objectives with a priority order. We now discuss how to specify these metrics and their
relative priorities.

Specification of Multiple Objectives Using Rulebooks

We adopt an existing rulebook formalism Censi et al. [29] to model multiple objectives, or
properties, with different priorities. First, a property defines a requirement that a system
should satisfy. Formally, let ρ be a function mapping a simulation trajectory, x, generated
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Figure 3.2: Left: example rulebook over functions ρ1 . . . ρ6 [29]. Right: graph G used in
experiments.

by Scenic or VerifAI to a vector of concrete values, where ρpxq is the application of ρ to x
and ρjpxq is defined as the value of the j-th property. For this value, note that a real number
can be used, for instance, with robust semantics of signal temporal logic (STL) [116]. Censi
et al. [29] have developed a way to specify preferences over these metrics using a rulebook
denoted by R – a directed acyclic graph (DAG) where the nodes are the metrics and a
directed edge from node i to node j means ρipxq is more important than ρjpxq. We denote
this using the ąR operator, e.g. ρi ąR ρj, which is used in [29].

The left DAG in Fig. 3.2 shows an example of a rulebook over six metrics ρ1, . . . , ρ6. In
this example, we can make several inferences, such as ρ1 is more important than ρ3, ρ3 is
more important than ρ4, and ρ5 is more important than ρ3. However, there are also many
pairs of objective components that cannot be compared; for example ρ1 and ρ5. Never-
theless, we would like to have a way to order objective vectors to know which values are
maximally violating the specification during active sampling. Therefore, the rulebook R
allows a preorder, ą, over the objective vectors. Censi et al. defines the preorder as follows.

ρpx1q ą ρpx2q fi @i.
`

pρipx1q ă ρipx2qq ùñ Dj.ppρj ąR ρiq ^ pρjpx1q ą ρjpx2qqq
˘

Multi-Objective Active Sampling

Given a rulebook R and a preorder ą, the goal of falsification is to search for the worst
counterexample scenario by sampling scenarios, ideally violating all the properties. When
performing active sampling (refer to Ch. 2.2) to search for unsafe test inputs, we need a
specialized sampler to support having multiple objectives to guide the search process. The
samplers previously available in VerifAI focus either on exploration of the search space or
entirely on exploitation of a subset of the search space to find unsafe inputs. We present
a sampler that balances these and builds up increasingly-violating counterexamples in the
multi-objective case.

The Multi-Armed Bandit Sampler. We implement a multi-armed bandit (MAB) sam-
pler by adapting the algorithm from Carpentier et al. [24] to our falsification setting; the
idea of this sampler is to balance the trade-off between exploitation and exploration. To
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understand the motivation for the sampler, we first look at the formulation of the MAB
problem [98]. Consider a bandit which has multiple lotteries, or “arms", to choose from,
each being a random variable offering a probabilistic reward. The bandit does not know
ahead of time which arm gives the highest expected reward. In this setting, the objective is
to efficiently sample the arms while maximizing the average earned reward during the sam-
pling process. In other words, one needs to explore different arms to identify their associated
expected rewards while exploiting this knowledge to earn higher average reward.

Carpentier et al. [24] present the Upper Confidence Bound (UCB) algorithm that achieves
this goal. To briefly explain, the algorithm samples the arm, j, that maximizes a quantity,
Qj, which is defined as:

Qj “ µ̂j `

d

2

Tjpt´ 1q
ln

ˆ

1

δ

˙

(3.1)

where t is the trial number, Tjpt ´ 1q is the number of times the jth arm is sampled until
pt´ 1qth trial, δ is a confidence parameter, and µ̂j is the observed reward of arm, j.

Qualitatively, this formulation balances between exploitation of the reward distribution
learned so far (the first term) and exploration of seldom-sampled arms (the second term).
We adapt this algorithm to our falsification setting. Suppose a rulebook R, its preorder ą,
a system, and a simulator are provided. We discretize the scenario space into N number of
buckets which we equate to the notion of arms in the MAB problem. By selecting a bucket,
we (a) uniformly randomly sample a scenario from the bucket, (b) test the system under
the scenario in the simulator to collect a simulation trajectory x, and (c) compute ρpxq. We
equate this ρpxq to the reward in the MAB problem. The goal of falsification is to search
for scenarios which results in the worst ρpxq value according to the preorder relation, ideally
violating all the properties in the rulebook.

In the following, we describe our adaptation of the Upper Confidence Bound (UCB) al-
gorithm developed by Carpentier et al. [24] to our falsification setting. Before we do, we
first define relevant terminologies for a succinct explanation. Recall from the Background
(Ch. 2.1) that a scenario space is equivalent to a semantic feature space. We denote a seman-
tic feature space consisting of k number of features to be D “ D1

Ś

D2

Ś

...
Ś

Dk, where Di

is the domain of the ith feature. We formalize a sampled scenario as f “ rf1, f2, ..., fns P D,
where fi represents a concrete value for the i feature. With these denotations, we explain
our adaptation below.

Setup
1. Evenly split the domain of each feature, Di, into N number of domains for all k features.
2. Initialize matrix T of size kˆN to keep track of the number of trials that each bucket is

selected, where its column index corresponds to features and row index to the features’
N buckets. Tij element records the number of trials that the ith feature selects its jth
bucket.

3. Initialize a dictionary, d, to keep track of which buckets result in high rewards. First,
we abstract a vector-valued ρ reward to a boolean vector reward, b. We convert non-
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boolean values in the reward vector to booleans by thresholding the values1. The
dictionary, d, maps the abstracted worst boolean reward, b, to a matrix Mb of size
kˆN . Mb,ij records the number of trials where the ith feature selecting its jth bucket
yields the reward, b. Note that there can be multiple worst counterexamples due to the
preorder relation. As we will see in the Sampling stage below, the boolean abstraction
of the reward helps us better bookkeep which buckets yield desired rewards. Otherwise,
the original reward with non-boolean values (e.g. real numbers) may be too specific to
be obtained again such that Mb,ij would likely to be at most 1 for all i and j.

4. Sample from each bucket once initially, updating d and T according to the update
algorithm described below. The purpose of this is to avoid division by zero when
computing Q, as Tjpt´ 1q “ 0 at initialization.

5. Initialize the time, t, to zero along with the allotted time for falsification. Start the
time.

Sampling
1. Compute a matrix µ̂ of size k ˆ N where µ̂ij approximates the observed reward from

sampling the jth bucket for the ith feature by computing
ř

bMb,ij.
2. Compute a matrix Q based on Eq. 3.1 above. For the confidence parameter, we use a

time-dependent value of 1
δ
“ t to reflect the increasing knowledge of buckets’ rewards

over time.
3. To sample a scenario, we sample a bucket for each feature. For each ith feature, select

the jth bucket with the highest Q value by computing j˚ “ argmaxj Qij. Break ties
uniformly at random. This is a key step in the sampling process as it is frequently the
case initially that several buckets may have the exact same Qj value. We break ties
this way to avoid bias towards any specific bucket. Sample uniformly randomly within
the domain that the bucket j˚ represents.

Updating Internal State
1. Given the reward vector ρ, we compute our vector of booleans b as described in the

Setup stage.
2. If b does not exist in the dictionary d and is among the set of worst boolean rewards

found so far, i.e. @b1 P d. b1 č b, then add b as a key to the dictionary d and initialize
its value as 0kˆN .

3. For any b1 P d such that b ą b1, remove b1 from d.
4. Increment the count Mb at each position Mb,ij for the jth bucket sampled from the ith

feature.
5. After the update, increment the time, t, by 1. If t is greater than the afforded time for

falsification, abort. Otherwise, return to the Sampling stage.
1For example, if the ith property is that a self-driving car maintains a safety euclidean distance of 5

meters with respect to a pedestrian. Suppose ρi computes the negation of the distance. To convert this
property’s non-boolean value to a boolean, we may threshold such that the value becomes true if the distance
is greater than -5 meters, otherwise, false.
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3.2 Experiment
We conduct two experiments to evaluate (i) the time efficiency gained from parallelization;
(ii) the effectiveness of the multi-armed bandit (MAB) sampler in balancing exploration and
exploitation; and (iii) the effectiveness of VerifAI to falsify multiple objectives. We have
developed a library of Scenic scripts based on the list of pre-crash scenarios described by the
National Highway Traffic Safety Administration (NHTSA) [127]. These scripts cover a wide
variety of common driving situations, such as driving through intersections, bypassing vehi-
cles, and accounting for pedestrians. For our experiments, we selected 7 of these scenarios2,
running the VerifAI falsifier on each one in CARLA [44] for 30 minutes, with individual
simulations limited to 300 time steps („30 seconds). All parallelized experiments were run
using 5 worker processes to perform simulation. We compare the MAB sampler with the ex-
isting passive and active samplers in VerifAI, which are Halton [74] and cross-entropy [148]
samplers, respectively.

3.2.1 Time Efficiency of Parallelization
In our first experiment, we investigate the time efficiency gains from parallel falsification. For
this experiment, we use a single objective specifying that the centers of the ego vehicle and
other vehicles must stay at least 5 meters apart at all times. This specification means that
counterexamples (i.e. scenarios in which the ego vehicle violates the objective) approximately
correspond to collisions or near-collisions. Across the seven scenarios, we compare the number
of simulations completed using serial versus parallel simulation with Halton, cross-entropy,
an multi-armed bandit samplers. Also, we compare the number of counterexamples identified
in each case.

The bar chart in Fig. 3.3 summarizes the results. For each scenario on the x-axis, the
number of counterexamples (orange) and the number of total completed simulations are
highlighted with different color bars. We observe that parallel simulations notably identify
more counterexamples and completes more simulations than serial simulations. To quantify
the observed time efficiency from parallel simulation, we use speedup factor metric, which is
the ratio of the number of sampled scenarios in parallel over serial falsification. The speedup
factor results in Table 3.1 show that we gain 3-5x speedup in the number of simulations
using 5 parallel simulation processes. The variation in the number of samples generated can
be attributed to termination conditions set in Scenic, which terminate simulations early if
specific conditions are met. For some of these scenarios, termination occurred much sooner
on average than other scenarios, leading to more simulations completing in 30 minutes.
In regards counterexamples, we observe that cross-entropy sampler tends to find the most
number of counterexamples, followed by MAB sampler and then the Halton sampler with
the lowest performance.

2Refer to Appendix A for the descriptions of these 7 scenarios
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Figure 3.3: Comparison of (i) the serial and parallel versions of the falsifier for cross-entropy
and Halton sampling and (ii) the multi-armed bandit sampler with the cross-entropy and
Halton samplers all in parallel. The orange part of the bars represent the number of coun-
terexamples found out of the total number of samples.

Scenario # 1 2 3 4 5 6 7
Speedup Factor 3.96 4.27 3.87 4.27 2.73 3.26 5.04

Table 3.1: The speedup factor and confidence interval width ratio metrics for the 7 scenarios.

3.2.2 Effectiveness of MAB Sampler: Exploration vs. Exploitation
In this section, we further analyze the results of the first experiment to validate whether
the MAB sampler adequately balances the exploration and the exploitation of the scenario
sample space. Fig. 3.4 summarizes the comparison by visualizing a scatter plot per sampler.
The scattered dots in each plot represent the simulated scenarios per sampler. The colors of
the dots represent the outcome of each simulation: orange (counterexample) and blue (safe
example) based on the objective we use. The x, y, and z axes of the plot represent three
different semantic features with continuous uniformly random distributions (i.e. intervals
over real numbers). We observe noticeable patterns emerge from the scatter plots of the
three samplers. The cross-entropy tend to exploit the smallest subset of the scenario sample
space. Although cross-entropy sampler finds the highest number of counterexamples, this
analysis reveals that the diversity of counterexamples as well the overall simulations are
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Figure 3.4: Comparison of points sampled for cross-entropy, MAB, and Halton samplers.

biased to specific subset of the sample space.
In contrast, Halton sampler explores the sampling space the most, but in trade-off per-

forms the worst in finding counterexamples. Meanwhile, Fig. 3.3 visually shows that the
MAB sampler balances the two extreme sampling patterns of the active sampler (cross-
entropy) and the passive sampler (Halton). MAB sampler explores the sampling space
better than the cross-entropy while less so than Halton. Yet, it exploits more than Halton
to find more counterexamples. We observe these three patterns across the seven scenarios
we experiment with.

3.2.3 Effectiveness of Falsifying Multi-Objective
For this experiment, we investigate the effectiveness of the MAB sampler in falsifying multiple
objectives. We compare the falsification performances of the Halton, cross-entropy, and MAB
samplers in serial versus parallel simulation cases, with respect to three distinct rulebooks
with the same five properties but different preorder relations: (a) a completely disconnected
graph representing no preference ordering, (b) a linked list structure L fi ρ1 ąR ρ2 ąR

... ąR ρ5 representing a total ordering, and (c) the graph G on the right in Fig. 3.2, which
is the mixture of (a) and (b) in structure. We use a Scenic program that instantiates the
ego vehicle, along with 5 adversarial vehicles at random positions with respect to a 4-way
intersection and has all of them drive towards the intersection and either go straight or make
a turn. The multi-objectives specify metric components ρj which say the ego vehicle must
stay at least 5 meters away from vehicle j for all j P t1, 2, 3, 4, 5u.

We find that when using L or G rulebooks, all three samplers falsify 4 of the 5 objectives
with serial falsification, and all 5 objectives with parallel simulation in 30 minutes. When
having no preference ordering, the three samplers falsify 3 of the 5 objectives with serial
falsification, and 4 of the 5 objectives in the parallel case. As a case study, we have utilized the
multi-objective falsification method in experiments with the LGSVL simulator [144]. Using
a multi-objective specification with a variety of common driving situations, we were able to
generate a wide range of test cases that cover much of the space of possible scenarios. These
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experiments were run with Apollo, an open-source autonomous driving software stack [10].
We discovered a number of bugs in Apollo using these new capabilities of VerifAI and
Scenic [182]. For example, in multiple runs of scenarios involving intersections, Apollo gets
“stuck” at stop signs and does not complete turns. We also noticed that Apollo sometimes
stops far beyond the white entrance line at an intersection, potential hazardous scenarios in
reality.

3.3 Bibliographic Notes
Previous literature individually address different aspects of falsification. There have been
related work on falsification or, conversely, optimization of multiple objectives [27, 11, 12,
202, 135]. There are other tools that address simulation-based parallel testing of CPS [8,
133, 2]. However, these methods and tools do not provide support to model complex and
reactive environments of autonomous CPS. We extend VerifAI as it provides an intuitive
formalism, Scenic, to model and generate such environments. Building on to this benefit,
we integrate prior techniques related to multi-objective falsification and parallel simulation
to VerifAI for effective and scalable falsification.

3.4 Chapter Summary
The increasing autonomy of CPS has equipped these systems to operate in complex environ-
ments with stochastic, dynamic, and reactive physical agents. Although many simulation-
based falsification tools have been proposed, they rarely provide adequate support to model
and generate the operating environments of these autonomous systems in simulation. We
extend VerifAI as it provides such support with Scenic. In particular, we enable Ver-
ifAI to (i) formally specify multi-objectives of a system using rulebooks, (ii) implement a
multi-arm bandit sampler to effectively falsify a system, and (iii) parallelize simulations. Our
experiment results show that these extensions could effectively scale the testing of AI/ML-
based autonomous CPS in simulation. There are interesting directions for future work. In
practice, it may not be straight forward how to order priorities over various properties of
CPS. Hence, it may be interesting to investigate the effectiveness of randomizing the topo-
logical structure of rulebooks on falsification. Furthermore, it would be helpful to compare
the strengths of other competing active and passive samplers.
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Chapter 4

Programmatic and Semantic System
Debugging

In Chapter 3, we focus on searching for system-level failures. Yet, these failures do not
explain why these failures occur. Hence, in this chapter, we focus on system-level debugging.
Even as deep neural networks (DNN) have become very effective for tasks in perception,
it remains difficult to explain and debug their behavior. We present a programmatic and
semantic approach to explaining, understanding, and debugging the correct and incorrect
behaviors of a neural network-based perception system [89]. Our approach is semantic in
that it employs a high-level representation of the distribution of environment scenarios that
the detector is intended to work on. It is programmatic in that a scenario representation
is a program in a domain-specific probabilistic programming language which can be used
to generate synthetic data to test a given perception module. Our framework assesses the
performance of a perception module to identify correct and incorrect detections, extracts
rules from those results that semantically characterize the correct and incorrect scenarios, and
then specializes the probabilistic program with those rules in order to more precisely describe
the scenarios in which the perception module operates correctly or not. We demonstrate
our results using the Scenic probabilistic programming language and a neural network-
based object detector. We demonstrate that our approach is effective, producing rules and
refined programs that significantly increase the correct detection rate (from 65.3% to 89.4%)
and incorrect detection rate (from 34.7% to 87.2%) of the network and can thus help with
understanding, debugging and retraining the network.

4.1 Problem Statement
The key idea of our approach is to leverage the high-level semantic features formally encoded
in a Scenic program to derive rules (sufficient conditions) that explain the behavior of a
detection module in terms of those features. Our hypothesis is that since these features
describe the important characteristics that should be present in an image and furthermore
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Figure 4.1: Overview of our approach. The green and red bounding boxes in the images are
ground truth and prediction, respectively.

they are much fewer than the raw, low-level pixels, they should lead to small, compact rules
that have a clear meaning for the developer.

The problem that our technique aims to address can be formalized as follows. Suppose
a function g defines a sensor renderer in a simulator, which maps from a semantic feature
vector, rf1, f2, ..., fns P D1

Ś

D2

Ś

...
Ś

Dn, to synthetic sensor data s P S, where each
Di represents the domain of the semantic feature fi, and S is the domain of s. Let func-
tion m denote the given perception module. Finally, let e be an evaluation function which
compares the perception module’s prediction to the ground truths, and outputs a boolean
class (correct or incorrect) based on a certain performance threshold. We assume that the
necessary ground truth labels for the sensor data are collected in the simulator in use. Given
a Scenic program, according to its feature dependencies and hard and soft constraints, the
feature space, D1

Ś

D2

Ś

...
Ś

Dn, is defined. The problem is to find a subset feature space,
d1

Ś

d2
Ś

...
Ś

dn Ď D1

Ś

D2

Ś

...
Ś

Dn such that when we sample a certain number of
features rf1, f2, ..., fns P d1

Ś

d2
Ś

...
Ś

dn, the probability that epmpgprf1, f2, ..., fnsqqq is
equal to a target class (correct or incorrect) is maximized, while finding the most succinct
rule that maximizes the probability. This trade-off is necessary to avoid the identified subset
trivially containing a single element.

4.2 Methodology
A high-level overview of our analysis pipeline is illustrated in Figure 4.2. We start with
a Scenic program that encodes constraints (and distributions) over high-level semantic
features that are relevant for a particular application domain, in our case object detection
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Figure 4.2: Analysis Pipeline

for autonomous driving. Intuitively, the program (henceforth called scenario) encodes the
environments that the user wants to focus on in order to test the module. Based on this
scenario, we take step (1) as shown in Figure 4.2, where Scenic samples a set of semantic
feature vectors with concrete values (as highlighted in green boxes in Figure 4.2) by sampling
from the specified distributions. An example of semantic features and their associated ranges
of discrete or continuous values are shown in Table 4.1, and an example Scenic program
modeling a distribution of scenes using these semantic features are shown in Figure 4.3. A
set of sampled concrete semantic feature vectors are inputted to a simulator to render a set
of realistic, synthetic sensor data based on those semantic features, as shown in step (2) and
(3) of the figure.

Next, as in step (4), the sensor data are inputted to the learning-based model under
evaluation. Each sensor data is assigned a binary tag, correct or incorrect, based on the
performance of the perception model on the sensor data. The tags obtained for the sensor
data are mapped back to the semantic feature vectors, i.e. scenes, that led to the generation
of the respective sensor data. The result is a labeled data set that maps each high-level
semantic feature vector to the the respective tag. As shown in step (5), these labeled dataset
and associated tags are inputted to rule extraction algorithms.

We then use off-the-shelf methods to extract rules from this data set as in step (6). The
rule extraction is described in more detail in Sec. 4.2.1. The result is a set of rules encoding
the conditions on high-level features that lead to likely correct or incorrect performance. As
in step (7), these rules are then encoded into the original Scenic program to further refine
its distribution.

4.2.1 Rule Extraction
Methods: In principle, any off-the-shelf classification algorithm can be used. We employ
and compare two different methods, decision tree (DT) learning for classification [134] and
anchors [139], to extract rules capturing the subspace of the semantic feature space defined
in the given Scenic program. Decision tree learning is commonly used to extract rules
explaining the global behavior of a complex system, while the anchors method is a state-of-
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Feature Range
Weather Neutral, Clear, Extrasunny, Smog, Clouds,

Overcast, Rain, Thunder, Clearing, Xmas,
Foggy,Snowlight, Blizzard, Snow

Time [00:00, 24:00)
Car Model Blista, Bus, Ninef, Asea, Baller, Bison, Buf-

falo, Bobcatxl, Dominator, Granger, Jackal,
Oracle, Patriot, Pranger

Car Color R = [0, 255], G = [0, 255], B =[0, 255]
Car Heading [0, 360) deg
Car Position Anywhere on a road on GTA-V’s map

Table 4.1: Environment features and their ranges in GTA-V

the art technique for extracting explanation rules that are locally faithful.
A decision tree intuitively encodes decisions in a tree-like structure, starting from a root

node branching out to subsequent nodes below according to different conditions. They are
highly interpretable, provided that the trees are short. One can easily extract rules for ex-
plaining different outcomes, by simply following the paths through the trees and conjuncting
the decisions encoded in the tree nodes.

The anchor method is a state-of-the art technique, back in 2019, that aims to explain the
behavior of complex ML models with high-precision rules called anchors, representing local,
sufficient conditions for predictions. The system can efficiently compute these explanations
for any black-box model with high-probability guarantees. We extract anchors over the
high-level semantic features.

Blackbox vs Whitebox Analysis: So far we explain how we can obtain rules when
treating the detection module as a black box. We also investigate a white-box analysis, to
determine whether we can exploit the information about the internal workings of the module
to improve the rule inference. The white-box analysis is one of our novel contributions.
We leverage recent work [67] which aims to infer likely properties of neural networks. The
properties are in terms of on/off activation patterns at different internal layers that lead to the
same predictions. These invariant patterns are computed by applying decision-tree learning
over the activations observed during the execution of the neural network on a training or test
dataset. For example, an invariant pattern, if triggered, always result in incorrect detection
with respect to the dataset.

However, the support of the invariant activation patterns may be low. In other words,
it is possible that these invariant activation patterns may represent the given perception
model’s responses to a small proportion of the overall incorrectly detected sensor data in the
provided dataset. Yet, we hypothesize that these invariant patterns capture more focused
properties (or rules) among sensor belonging to a target class. Hence, using these invariant
patterns, we augment the binary (e.g. correct vs incorrect detection) target class to provide
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Figure 4.3: An example Scenic program modeling Scenario 1 (refer to Sec. 4.3.1)

more signals for the rule extraction algorithms to better identify rules, in the following way.
For example, using an invariant pattern for the correct class, we created two sub-classes for
the existing “correct” target class. By feeding in only sensor that are previously correctly
detected by the perception module, the sensor data that trigger the invariant pattern is
re-labelled as "correct-by-invariant-pattern," otherwise, "correct-unlabelled." Likewise, we
apply the same augmentation for the “incorrect target” class.

Rule Selection Criteria: Once we extract rules with either DT or anchors, we select the
best rule using following criteria. To best achieve our objective, first, we choose the rule
with highest precision on a held-out testset of feature vectors. If there are more than one
rule with equal high precision, then we choose the rule with the highest coverage (i.e. the
number of feature vectors satisfying the rules). Finally, if there is still more than one rule
left, then we break the tie by choosing the most compact rule which has the least number of
features. The last two criteria are established to select the most general high-precision rule.

In this section we report on our experiments with the approach on the deep neural
network-based object detector. We investigate whether we can synthesize rules that are
effective in generating test inputs that increase the probability of correct/incorrect detection,
thus explaining the correct/incorrect behavior of the analyzed module. We evaluate the
techniques along the following dimensions: decision tree (DT) vs anchor, black-box (BB) vs
white-box (WB).

4.3 Experiment

4.3.1 Study Design
We use a pre-trained SqueezeDet [194] object detector model that is already trained on
10,000 RGB images rendered in GTA-V game simulator [63], involving one to four cars in
various locations of the map with diverse backgrounds. The perception task is to detect
vehicles on road with two-dimensional bounding boxes.
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Figure 4.4: From top-left one-car image, each image corresponds to scenario 1, 2, 3, and 4
in a clockwise manner. The scenario number is the number of cars

Training and Test Sensor Data Generation with Scenic Programs

Using our domain knowledge of driving, we modeled four different distributions of scenarios
as four Scenic programs1. The scenes, i.e. concrete values of environment semantic features,
are sampled from the the programs. These scenes are rendered as RGB images by the GTA-
V simulator, along with the corresponding ground truth two-dimensional bounding boxes.
Sensor data generated from these scenarios are shown in Figure 4.4. Using each Scenic
program, we generated 950 images as a train set and another 950 new images as a test set.

1. Scenario 1 describes the situation where a car is illegally intruding over a white striped
traffic island at the entrance of an elevated highway. A Scenic program modeling
Scenario 1 is shown in Fig. 4.3.

2. Scenario 2 describes two-car scenario where one car occludes the ego car’s view of
another car at a T-junction intersection on an elevated road.

3. Scenario 3 describes scenes where other cars are merging into ego car’s lane. The
location in this scenario is carefully chosen such that the sun rises in front of ego car,
causing a glare.

4. Scenario 4 describes a set of scenes when nearest car is abruptly switching into ego
car’s lane while another car on the opposite traffic direction lane is slightly intruding
over the middle yellow line into ego car’s lane.

1Please refer to Appendix B for Scenic programs of scenario 2,3, and 4.
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Evaluation Metric

We assign binary target class to each RGB image based on the object detector’s correctness,
which we define using the F1 score metric (harmonic mean of the precision and recall) [101].
This metric is commonly used in statistical analysis of binary classification. The F1 score
is computed in the following way. For each image, the true positive (TP) is the number
of ground truth bounding boxes correctly predicted by the detection module. Correctly
predicted here means intersection-over-union (IoU for object detection) is greater than 0.5.
The false positive (FP) is the number of predicted bounding boxes that falsely predicted
ground truths. This false prediction includes duplicate predictions on one ground truth box.
The false negative (FN) is the number of ground truth boxes that is not detected correctly.
We compute the F1 score for each image, and if it is greater than a threshold, we assigned
correct label; if not, incorrect. The threshold used in our experiments was 0.8.

Blackbox and Whitebox Setup

We use off-the-shelf algorithms for rule extraction. For decision tree classification algorithm,
we use the rpart [170] package in R software, which implements corresponding algorithm in
[19], with default parameters. Also, we use the anchor algorithm with its code from [138]
with the default parameters.

We analyze the architecture of the SqueezeDet network and determine that there are
three maxpool layers which provide a natural decomposition of the network. Furthermore,
these layers have relatively low dimensionality making them good targets for property infer-
ence. We consider activation patterns over maxpool neurons based on whether the neuron
output is greater or equal to zero. A decision tree can then be learned over these patterns
to fit the prediction labels. For our experiments we select patterns from the maxpool layer
5, which turn out to be highly correlated to images that lead to correct/incorrect predic-
tions. Using the training dataset, we augment the target class corresponding to the Squeeze
maxpool layer 5 decision pattern as p5c(correct) and p5_ic(incorrect) and the remaining as
correct_unlabelled and incorrect_unlabelled, respectively.

From the train set, we extracted rules to predict each target class based on the feature
vectors. These rules were evaluated on the test set based on precision, recall, and F1 score
metrics. For DT learning we adjusted the label weight to account for the uneven ratio among
labels for both black-box and white-box labels. For the anchor method, we applied it on each
instance of the training set until we had covered a maximum of 50 instances for every label
(correct, incorrect for Black Box, and p5c, p5_ic, correct_unlabelled, incorrect_unlabelled
for White Box). The best anchor rule for every label is selected based on the rule selection
criteria mentioned in section 4.2.1.

Semantic Feature Augmentation

We augmented the feature vector with some extra features that are not part of the feature
values provided by the simulator but are used in Scenic programs. The reason is that the
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Scenario # Correct Detection Inducing Rules
(BaselineÑRule Precision)

Scenario 1 x coordinate ě -198.1
(65.3%Ñ 89.4%)

hour ě 7.5 ^
weather = all except neutral ^

Scenario 2 car0 distance from ego ě 11.3m ^

(72.3%Ñ 82.3%) car0 model = {Asea, Bison, Blista, Buffalo,
Dominator, Jackal, Ninef, Oracle}

Scenario 3 car0 red color ě 74.5 ^
(61.7%Ñ 79.4%) car0 heading ě 220.3 deg

car0 model = {Asea, Baller, Blista,
Scenario 4 Buffal, Dominator, Jackal, Ninef,

(89.6%Ñ 96.2%) Oracle}

Table 4.2: The identified rules that induce correct detection for the four scenarios explained
in Sec. 4.3.1, respectively. These results summarize the best outcomes shown in Table 4.6.

set of feature values provided by the simulator may be too sparse to find any rules among
them. Also, Scenic can utilize the relations among the features, whose values are not
provided by the simulator. For example, in Scenario 1 (shown in Fig. 4.3), the distance from
ego to otherCar is not part of the feature values provided by GTA-V but used in line 10
of the program. However, it can be computed with Euclidean distance metric using (x,y)
location coordinates of ego and otherCar. Also, the difference in heading angle between ego
and otherCar is also added as extra feature to represent badAngle variable in line 7 of the
program. We find this augmentation to be helpful. For instance, in Table 4.4, for Scenario
1, the failure inducing rule with the highest precision includes the distance feature which we
augmented.

4.3.2 Results
Tables 4.2 and 4.4 show the best rules (wrt. precision) extracted with our framework, along
with the baseline correct/incorrect detection rate for each given scenario and the detection
rate for the generated rules. This precision is computed using our test dataset. Hence, of the
950 concrete semantic feature vectors per Scenic program for testing (refer to Sec. 4.3.1),
we retrieve the vectors that satisfy the identified rule. The Rule Precision in Table 4.2
and 4.4 is defined as the proportion (in percentage) of the retrieved vectors that result in
either correct or incorrect detection. On the other hand, Baseline in Table 4.2 and 4.4
represents the proportion of overall 950 vectors per Scenic program which result in correct
or incorrect detection. The results indicate that indeed our framework can generate rules that
significantly increase the correct and incorrect detection rate of the module. Furthermore,
the generated rules are compact and interpretable.
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Scenario # 1 2 3 4

Original Program 0.347 0.277 0.383 0.104
BB Decision Tree 0.703 0.418 0.506 0.375
WB Decision Tree 0.73 0.449 0.494 0.099

BB Anchor 0.872 0.357 0.834 0.573
WB Anchor 0.674 0.422 0.365 0.176

Table 4.3: The precision of incorrect detection inducing rules over 500 new sensor data
generated from refined Scenic programs, respectively. The justification for specifically using
500 sensor data is provided in Figure 4.6.

Our programmatic approach which outputs correct (or incorrect) performance inducing
rules using interpretable semantic features enable intuitive debugging of a learning-based
model, without having to manually look through a large corpus of sensor data. For example,
in Scenario 1, from the rules found using our approach, we identify a counter-intuitive char-
acteristic of the pre-trained perception model used in this study. As shown in Table 4.2, the
correct detection inducing rule for Scenario 1 is "x coordinate ě ´198.1." In GTA-V, given
that ego car’s location is fixed, the condition on the otherCar’s x-coordinate is equivalent
to the otherCar’s distance from ego being greater than 11m. Note that the RGB camera is
mounted on the ego car, and the otherCar is defined in the Scenic program of Scenario 1
in Figure 4.3. On the other hand, as shown in Table 4.4, the incorrect detection inducing
rule for Scenario 1 states that the otherCar to be within 8.84m and its car model to be
PRANGER. In short, the pre-trained model actually performs worse when the other vehicle
of a specific model is closer, and better when further away. We validate this finding by
testing the pre-trained model on such scenes, which are visualized in Figure 4.5.

Results for Correct Behavior: Tables 4.5 and 4.6 summarize the results for the rules
explaining correct behavior. The results indicate that there are clear signals in the heavily
abstracted feature space and they can be used effectively for scenario characterization via
the generated high-precision rules.

Also, the results show that DT learning extracts rules with better F1 scores for all
scenarios as compared to anchors. This could be attributed to the difference in the nature
of the techniques. The anchor approach aims to construct rules that have high precision in
the locality of a given instance. Decision-trees on the other hand aim to construct global
rules that discriminate one label from another. Given that a large proportion of instances
are detected correctly by the analyzed module, the decision tree is able to build rules with
high precision and coverage for correct behavior.

The results also highlight the benefit of using white-box information to extract rules
for correct behavior. Table 4.7 shows the support for the decision pattern is significant
(greater than 65% on average for all scenarios). The support is defined as a correlation of
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Scenario # Failure Detection Inducing Rules
(BaselineÑRule Precision)

x coordinate ď -200.76 ^
Scenario 1 distance ď 8.84 ^

(34.7%Ñ 87.2%) car model = PRANGER
hour ě 7.5 ^

Scenario 2 weather = all except Neutral ^
(27.7%Ñ 44.9%) car0 distance from ego ă 11.3

weather = neutral ^
Scenario 3 agent0 heading = ď 218.08 deg ^

(38.3%Ñ 83.4%) hour ď 8.00 ^
car2 red color ď 95.00
car0 model = PATRIOT ^

car1 model = NINEF ^
Scenario 4 car2 model = BALLER ^

(10.4%Ñ 57.3%) 92.25 ă car0 green color ď 158 ^
car0 blue color ď 84.25 ^
178.00 ă car2 red color ď 224

Table 4.4: Rules for incorrect behaviors of detection module with the highest incorrect
precision from Table 4.3

Figure 4.5: The top (or bottom) three images are generated using the refined Scenic pro-
gram with the correct (or incorrect) detection inducing rule shown in Table 4.2 (or Table 4.4)
for Scenario 1. The green boxes are the ground truth bounding boxes for the detection task,
and red boxes are the predictions of the pre-trained perception model used in this study.
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Scenario # 1 2 3 4

BB Decision Tree 0.723 0.342 0.631 0.622
WB Decision Tree 0.727 0.696 0.601 0.778

BB Anchor 0.361 0.457 0.302 0.438
WB Anchor 0.520 0.188 0.149 0.438

Table 4.5: F1 score of correct rules on testset

Scenario # 1 2 3 4

Original Program 0.653 0.723 0.617 0.896
BB Decision Tree 0.843 0.778 0.787 0.950
WB Decision Tree 0.826 0.823 0.788 0.962

BB Anchor 0.727 0.811 0.652 0.928
WB Anchor 0.894 0.817 0.794 0.928

Table 4.6: Precision of correct rules on the testset

the decision pattern to a specific label. Using this information to augment the labels of the
dataset helped to improve the precision and F1 score of the rules (w.r.t. Scenic features)
for both DT learning and anchor method.

Results for Incorrect Behavior: Tables 4.3 and 4.4 summarize the results for the rules
explaining incorrect behavior. Rule derivation for incorrect behavior is more challenging
than for correct behavior due to the low percentage of inputs that lead to the incorrect
detection for a well trained network. In fact the F1 scores (computed on the test set) for
rules predicting incorrect behavior are too low due to very low (in some cases 0) recall values.

To properly validate the efficacy of the generated rules, we refine the Scenic programs
by encoding the rules as constraints and generate 500 new images. We then evaluated our
module’s performance on these new datasets. Figure 4.6 justifies our choice of 500 as the
number of new images that we generate for evaluation.

All four methods contribute to more precisely identifying the subset features spaces in
which the module performs worse. Specifically, Table 4.3 illustrates that the black-box anchor
method enhances the generation rate of incorrectly detected images by 48% on average in
Scenarios 1, 3, and 4 compare to the baseline. This is a significant increase in the ratio of
incorrectly labelled images generated from the program, providing evidence that the refined
programs are more precisely characterizing the failure scenarios.

We also note that the anchor method outperforms DT learning. This is expected, be-
cause the anchor method extracts rules that are highly precise within a local feature space.
The exception is Scenario 2. We conjecture that the reason that the anchor method does
not perform better than DT learning is due to uncontrollable non-determinism in GTA-
V, which generate pedestrians in close vicinity to the camera of ego car even though its
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Scenario # 1 2 3 4

Correct DP 0.626 0.651 0.514 0.824
Incorrect DP 0.276 0.175 0.234 0.212

Table 4.7: Support for correct and incorrect decision patterns

Figure 4.6: The cumulative ratio of incorrectly detected images generated from refined
Scenic programs (using incorrect rules) stabilizes over 500 samples. Each color has four
graphs representing four different rule extraction methods

Scenic program did not have any pedestrian. GTA-V non-deterministically instantiates
these pedestrians, and this changes in the background may have affected perception. This
is an issue with the GTA-V which originally is not built for data generation purpose. GTA-
V does not allow users to control or eliminate these pedestrians and it does not provide
features related to pedestrians during data collection process. In future work, we plan to
incorporate simulators that allows a deterministic control (such as CARLA [44]) for further
experimentation.

Unlike the results for correct behavior, the whitebox approach tends to perform worse
than blackbox when focusing on incorrect behavior. This outcome can be attributed to very
low support for decision patterns computed for incorrect behavior, with maximum of 27.6%
among the four scenarios as shown in Table 4.7. However, we do observe that the white-box
approach for both DT learning and anchors does, in general, enhance the ratio of incorrectly
detected images as shown in Table 4.3, compared to those of the original programs.

Limitations: Our technique relies on abstracting an image with a high resolution (for
instance 1920 x 1200 in our example) to a vector of a small set of semantic features. In our
experiments we are able to derive compact rules with high precision and coverage. However,
we do note that in other application domains, other than autonomous driving, the abstraction
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may lead to under-determined representation, which may not yield any noticeable patterns.
Therefore, appropriate selection of a subset of essential features for a given application
domain (facilitated by an appropriate definition using Scenic), is essential.

We also note that all the Scenic programs we experiment with contain only uniform
distributions. Also, for each of the scenario programs that we analyzed, we fix the location
and heading angle of the camera. We impose such restriction to prevent too much variations,
or noises, from the signals to extract rules. Our methodology can apply to more general
setting with variations in camera locations and angles. However, increase in variations may
require higher number of images to better reflect the joint distribution of all dimensions of
variations, from which rules can be adequately extracted.

4.4 Bibliographic Notes
Most techniques that aim to provide explainability and interpretability for deep neural net-
works (DNNs) in the field of computer vision focus on attributing the network’s decisions
to portions of the input images( [113, 132, 158, 164, 201]). GradCAM [153] is a popular
approach for interpreting CNN models that visualizes how parts of the image affect the
neural network’s output by looking into class activation maps (CAM). Other techniques fo-
cus on understanding the internal layers by visualizing their activation patterns [26]. Our
approach, on the other hand, aims to provide characterizations at a higher level than raw
image pixels, namely at the level of abstract features defined in a Scenic program.

Recent work aims to explain the decisions of DNNs in terms of higher-level concepts.
The technique in [88] introduces the idea of concept activation vectors, which provide an
interpretation of a neural network’s internal state in terms of human-friendly concepts. Fea-
ture Guided Exploration [188] aims to analyze the robustness of networks used in computer
vision applications by applying perturbations over high-level input features extracted from
raw images. They use object detection techniques (such as SIFT – Scale Invariant Feature
Transform) to extract the features from an image. In contrast to these techniques we directly
leverage Scenic which defines the high-level features in a way that is already understandable
for humans. Existing approaches typically use classification networks whose output directly
corresponds to the decision being made and rely on the derivative of the output with re-
spect to the input to calculate importance. In our application, there is no direct correlation
between the output of the object detector network and the validity of the bounding boxes.
Furthermore, unlike all previous work, we can use the synthesized rules to automatically
generate more input instances, by refining the original Scenic program and then using it to
generate data. These instances can be used to test, debug and retrain the network.
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4.5 Chapter Summary
We present a semantic and programmatic algorithm for characterizing success and failure
scenarios of a provided DNN-based perception model in the form of probabilistic programs.
We use Scenic to represent operating environments of a system using semantic features.
Also, we utilize Scenic as a generative model to generate sensor data with a simulator. The
combination of Scenic’s semantic representation and its generative capability allows us to
associate high-dimensional sensor data with low-dimensional vectors of concrete semantic
feature values. We leverage this benefit to abstract sensor data as semantic feature vectors
and then analyze which set of features are highly correlated with correct or incorrect behav-
iors of the perception model. Our analysis identifies conditions, or rules, over the features.
These rules are used to refine the input Scenic program to characterize success and failure
scenarios of the perception model. Our experiment results show that the identified rules ef-
fectively identifies conditions over a set of semantic features which highly correlate to either
the perception’s correct or incorrect behaviors. Furthermore, our results demonstrate that
with the refined Scenic programs we can systematically generate sensor data which likely
induce the perception model to succeed or fail. These data can be potentially useful to sys-
tematically augment training dataset for fine-tuning. For future work, we plan on extending
this approach to dynamic scenarios involving interactive behaviors among the agents in a
scenario.
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Part II

Sim-to-Real Validation of System
Performance
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Chapter 5

Formal Scenario-Based Track Testing

Part I focuses on identifying system failures and understanding why those failures occur
at component level in simulation using synthetic sensor data. Part II is motivated by a
skepticism towards the identified failures in simulation. Specifically, how can we validate
that the component or system failures identified in simulation also transfer to reality? The
reason for this validation is that there are known discrepancies between synthetic versus real
sensor data. Some of these differences can be perceivable to human eyes when comparing
real and synthetic RGB images. Meanwhile, other discrepancies are subtle like the ways how
rays from LiDAR or radar reflect from various textures and shapes of physical objects in
simulation versus reality. These discrepancies could result in different behaviors of NN-based
models as shown in Fig. 5.1. This is not a conjecture, but a valid concern which led to the
emergence of a new field called domain adaptation [184] within computer vision.

Track testing is a typical approach to test autonomous system in reality. It is an interme-
diate step between testing in simulation and on public roads. This form of testing has much

Figure 5.1: The discrepancy in the behaviors of a neural network-based perception model
on the synthetic (left) versus the real (right) RGB camera images are shown. The contents
of the two images are similar, where a single vehicle approaches from the opposite traffic.
However, the perception on the synthetic image results in a false detection of a non-existent
vehicle. The green boxes represent the ground truths, and the blue represent detections by
the neural network.
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lower risk of injury than testing on public roads. It involves a reasonable degree of control
over the other agents around the AV, such as pedestrian dummies and inflatable cars to use
for crash testing.

However, physically reconstructing these conditions, or scenarios, for track testing can
be very expensive, labor-intensive, and time-consuming. Thus, it is necessary to carefully
select test scenarios for track testing, which will prove most effective at identifying failures or
strange behavior, uncovering bugs, and increasing assurance in the safety of the AVs. Hence,
in this chapter, we take step towards addressing the following two questions:

1. Can formal simulation aid in designing effective road tests for AVs? By formal simu-
lation we mean simulation-based testing that is guided by the use of formal models of
test scenarios and formal specification of safety properties and metrics. More specifi-
cally, do unsafe (safe) runs in simulation produce unsafe (safe) runs on the track How
should one select tests from simulation to run on the track?

2. How well can simulation match track testing of AVs? We aim to quantitatively and
qualitatively compare simulation and track testing data, for a test scenario that has
been formally specified and implemented in both simulation and track testing.

We conduct a study at track testing site with a real self-driving car, which operate
with the same autopilot as tested in simulation with a replica of the map of the track in
reality [61]. From extensive simulations, we select test cases for track testing regarding a
distribution of scenarios modeling a pedestrian crossing and the self-driving having to yield to
the pedestrian. Our results indicate that our formal simulation-based approach is effective
at synthesizing test cases that transfer well to the track: 62.5% of unsafe simulated test
cases resulted in unsafe behavior on the track, including a collision; 93.3% of safe simulated
test cases resulted in safe behavior on the track (and no collisions). Our results also shed
light on potential causes for AV failure in perception, prediction, and planning. While AV
and pedestrian trajectories obtained in simulation and real-world testing for the same test
were qualitatively similar (e.g., see Fig 5.6), we also noted differences as quantified using
time-series metrics [65, 40] and with metrics such as minimum distance between the AV
and pedestrian. Variations exist even amongst simulations of the same test case due to
non-deterministic behavior of the AV stack, although these are smaller.

5.1 Problem Statement
Let M be the simulation model, including the full software stack and vehicle dynamics model
of the AV, and its environment, including models of all other objects and agents in the
simulated world. This model can be configured through a vector of parameters π⃗, typically
supplied through a configuration file or suitable API to the simulator. Each valuation of π⃗
defines a test case x. We assume, for this section, that each test case x produces a unique
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Figure 5.2: Overview of our approach to synthesize failure inducing test cases for track
testing

simulation run.1 The time series data generated by the simulation run is referred to as a
trace τ . Each test case x is designed so as to also be implementable on the real AV on the
track, although such implementation can be non-trivial as we describe later. On the track,
the environment is less controllable than in the simulator, and therefore a single test case xi

can produce multiple test runs ri,1, ri,2, . . ..
A key aspect of our method is to formally specify a set of test cases along with an

associated probability distribution over them. We refer to this distribution of test cases as
a scenario S, which is defined by a Scenic program PS . Typically, a subset of simulation
parameters π⃗ are modeled in PS , while the others are left fixed for the experiment.

5.2 Methodology
Our overall methodology is depicted in Fig. 5.2, and involves the following steps.
Create Simulation Model: First, the initial step involves generating a simulation envi-
ronment that is photorealistic and incorporates dynamical models for various agents that
can be utilized on the test track. This process includes creating high-definition (HD) maps,
gathering sensor data, employing the collected data to develop a detailed three-dimensional
(3D) mesh, uploading the mesh into the simulator, noting specific details of drivable areas in
the simulator, and combining the resulting 3D world model with vehicle and agent dynamics
models.
Formalize Test Scenario: The next step is to formalize the test scenario(s) to execute on
the track. We take a formal methods approach, specifying test scenarios in Scenic.
Formalize Safety Property/Metric: In addition to the formal specification of a scenario,
it is also necessary to define one or more properties that accurately reflect the conditions in
which an autonomous vehicle (AV) can be considered to be operating safely. In the context of

1Note, however, that some industrial simulators and AV stacks tend to be non-deterministic in that the
configurable parameters may not define a unique simulation run. We will discuss later the impact of such
non-determinism on our results.
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formal methods, safety properties that pertain to traces are typically expressed using logical
notation, such as temporal logics. If these properties have a quantitative aspect, they are
referred to as safety metrics.
Identify Safe/Unsafe Test Cases: Once the above three steps are complete, the simu-
lation model, test scenario, and safety properties are fed into the VerifAI tool to perform
falsification. The Scenic scenario PS defines a distribution over the parameters π⃗. We con-
figured VerifAI to sample from this distribution, simulating each corresponding test case
and monitoring the safety properties on the resulting trace. VerifAI stores the sampled
values of π⃗ in safe or error tables depending on whether the test satisfies or violates the spec-
ification. Moreover, VerifAI uses the robust semantics of metric temporal logic (MTL) [48]
to compute a quantitative satisfaction value ρ for the specification φ which indicates how
strongly it is satisfied: ρ ą 0 implies φ is satisfied, and larger values of ρ mean that larger
modifications to the trace would be necessary for φ to instead be falsified. The resulting test
cases are fed to the next step.
Select Test Cases for Track Testing: VerifAI offers various methods, including Princi-
pal Component Analysis and clustering, to automatically examine the safe and error tables
and identify patterns. When working with low-dimensional spaces, direct visualization can
also be utilized to pinpoint clusters of safe or unsafe tests. By employing either of these
methods, diverse modes of behavior can be identified, and representative test cases can be
selected for execution on the track.
Implement Selected Test Cases on Track: After identifying test cases in simulation, the
next step is to execute them on the track. This process requires controlling dynamic agents,
such as environment vehicles, pedestrians, and bicyclists, using parameters that are specified
in the Scenic program and are synthesized into a test case, such as the starting location,
time to begin motion, velocities, and other relevant factors. In addition, it is important to
ensure that the hardware used for track testing can accurately replicate the synthesized tests
in simulation, taking into account any limitations that the hardware may have, even if it is
state-of-the-art.
Record Results and Perform Data Analysis: At the final stage of the process, during
track testing, we collect several types of data such as videos of the AV in motion, data on
the AV which includes sensor and log data from the AV software stack, and information
from the test track hardware like GPS beacons and the hardware used to control dynamic
agents such as a pedestrian dummy. Afterward, this data is analyzed to assess the efficacy of
the selected test cases obtained through formal simulation, to compare the simulation traces
with those obtained from track experiments, and to determine potential reasons behind any
unsafe or intriguing behaviors exhibited by the AV.

5.3 Experiment
We conducted a case study at a track testing site at GoMentum [159] which is AAA’s track
testing site located in Concord, California.
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Figure 5.3: A bird’s-eye view of the scenario S (left) and the (simplified) Scenic program
PS encoding our test scenario.

Simulation Model Creation: First, we created a digital simulation environment that closely
mimics the real-world testing area for autonomous vehicles (AVs) called "Urban A" at Go-
Mentum. The creation process involved collecting various data while driving around the
site, including LiDAR point cloud data, camera images, and location data. The collected
data was then processed and converted into a 3D mesh that represents every detail of the
road surface and surrounding objects such as buildings, curbs, sidewalks, signs, and more.
Textures were applied to the mesh using tens of thousands of captured images. Details of the
drivable areas, including lane lines, driving directions, road speeds, crosswalks, intersections,
and traffic signs, were annotated in the LGSVL Simulator [144]. The annotated, textured
mesh was then compiled into a loadable simulation environment along with HD maps that
were used both in simulation and in the AV for real-world testing. This process created
a photorealistic simulation environment, which is a digital replica of the real-world testing
area.
Test Scenario and Safety Properties: We chose a specific situation for the AV to navigate,
which involves making a right turn at an intersection where a pedestrian hesitates while
crossing a road. The scenario is illustrated in Fig. 5.3. To facilitate execution of this scenario
on the test track, we established predetermined starting positions and orientations for both
the AV and the pedestrian. We also described the pedestrian’s movement as a straight line
with three parameters.2.

• the delay tstart after which the pedestrian starts crossing (with a fixed speed of 1 m/s);

• the distance dwalk the pedestrian walks before hesitating;

• the amount of time thesitate the pedestrian hesitates.
2Other parametrizations are possible. Our choice here corresponds most directly to what we could

implement on the test track
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We encoded this scenario as the Scenic program shown in Fig. 5.3. On lines 7–10 we
specify the parameters above to have uniform distributions over appropriate ranges (e.g.,
tstart P p7, 15q). The functions DriveTo and Hesitate on lines 3 and 6 specify the dynamic
behavior of the AV and the pedestrian, using API calls to Apollo and the LGSVL simulator
to command the AV to drive through the intersection and the pedestrian to walk as described
above.
Finally, we defined specifications for VerifAI to monitor during execution of our test cases.
The most important safety specification is the following: “the AV never comes close to
colliding with the pedestrian.” We can formalize this in Metric Temporal Logic (MTL) [94]
as φsafe “ Gpdist ą 2.5 mq where dist represents the distance between the AV and the
pedestrian (which we can record using the LGSVL Simulator API), and G is the MTL
operator “globally,” which asserts that a condition holds at every time point. We chose a
threshold of 2.5 m because we measured dist as the distance from the center of the AV to
the center of the pedestrian3: the distance from the center of the AV to its front bumper is
2.1 m and to its side is 0.95 m.

Figure 5.4: Satisfaction value ρ of φsafe (i.e. the
minimum distance from the AV to the pedes-
trian, minus 2.5 m) as a function of tstart and
dwalk. The selected test cases used in the ex-
periment are pointed out with arrows. The
arrow colors represent test cases that induce
failure (red), marginally safe (cyan), and safe
(green) system behaviors.

Identifying Safe and Unsafe Test Cases:
Having defined the Scenic program PS
above, we used VerifAI to perform falsifi-
cation, sampling parameter values from the
distribution S, running the corresponding
tests in the LGSVL Simulator, and monitor-
ing for violations of our specification φsafe.
We generated 1294 test cases, of which 2%
violated φsafe. VerifAI’s error table stored
the parameter values for all such cases, along
with the quantitative satisfaction value ρ of
the specification; for φsafe, this is simply the
minimum distance between the AV and the
pedestrian over the course of the test, mi-
nus 2.5 m. We configured VerifAI to store
the safe runs as well to distinguish robustly-
safe runs from near-accident runs. The ρ val-
ues help to identify marginal regions that are
good candidates for testing. Fig. 5.4 shows ρ
as a function of the start delay tstart and the
walk distance dwalk. The darker the points,
the smaller the values of ρ, i.e. the closer
they are to a collision. We can see that there
is no simple relation between parameter val-

3In future work we plan to improve the simulator interface to measure the distance from the surface of
the AV to the surface of the pedestrian.
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Hesitate Walk Start Minimum
Test Case Time (s) Distance (m) Delay (s) Distance (m)

F1 2.67 4.50 10.54 2.23
F2 2.93 4.24 11.53 1.91
M1 2.13 4.23 8.50 4.05
M2 1.96 5.02 8.77 4.78
M3 1.03 4.92 9.97 5.85
S1 2.85 6.88 7.64 5.45
S2 2.50 6.33 8.39 5.95

Table 5.1: Track Test Cases Selected from Simulation

ues and collisions that could be determined with a few manually-selected tests: systematic
falsification was crucial for test generation.
Test Case Selection: In our experiments, the parameter vector π⃗ was low-dimensional enough
for direct visualization (there being only 3 parameters). We observe in Fig. 5.4 that there is
one main cluster of unsafe runs, in the bottom-left, and other unsafe runs towards the right
for large values of tstart; however, the latter were harder to implement due to limitations of
track equipment. Using Fig. 5.4 and similar plots for the hesitate time thesitate, we selected
values of π⃗ corresponding to three kinds of tests: failure/unsafe (F), marginally safe (M), and
robustly safe/success (S). The success cases were selected from the upper-left quadrant of
Fig. 5.4 and have a neighborhood of safe tests. The failure and marginal cases were selected
from the bottom-left quadrant. The marginal cases are those that satisfy φsafe, but lie close
to other failure cases; hence, implementing these cases in the real world may result in failure
due to imprecision in implementing π⃗ on real hardware. We thereby obtained 7 test cases
to execute on the track as shown in Table 5.1.

5.3.1 Experimental Setup
Test AV: The test vehicle is a 2018 Lincoln MKZ Hybrid (shown in Fig. 5.5) enhanced
with DataSpeed drive-by-wire functionality and several sensors including a Velodyne VLS-
128 LiDAR, three Leopard Imaging AR023ZWDR USB cameras, and a Novatel PwrPak7
dual-antenna GPS/IMU with RTK correction for „2 cm position accuracy. The tests were
performed using the open-source Apollo 3.54 self-driving software [10] installed on an x86
Industrial PC with an NVIDIA GTX-1080 GPU. Apollo’s perception processes data from the
LiDAR sensor using GPU-accelerated deep neural networks to identify perceived obstacles.
Pedestrian Dummy and Associated Hardware: To implement the pedestrian at GoMentum,
we used a pulley-based 4Active surfboard platform (SB) [1]. The battery powered system
drives a motor unit that pulls a drivable platform upon which a “soft target”, i.e., an articu-
lated pedestrian dummy [1], is mounted. The dummy is designed to have a sensor signature

4This was the most recent Apollo version supported by the Lincoln MKZ vehicle.
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similar to real pedestrians. The SB can be programmed for various types of motions, includ-
ing the “hesitating pedestrian” trajectory used in our scenario.
Triggering Mechanisms: The trigger mechanism of the SB initiates the movement of the
pedestrian. For repeatability of scenario testing, it is critical that the same trigger mechanism
is implemented both in simulation and in real world. We originally attempted to configure
the SB to trigger automatically when a desired distance dstart between the AV and the
pedestrian is met.

Figure 5.5: The autonomous vehicle and
pedestrian dummy used for track testing. The
picture shows the AV hitting the pedestrian
during testing (test F1 Run 1, https://youtu.
be/PehgLCGHF5U), see Section 5.3.1 for de-
tails.

However, the SB manufacturer confirmed
that the SB does not support triggering
based on distance threshold, and we exper-
imentally confirmed that manual triggering
based on an estimate of dstart is not accurate.
Therefore, we reparametrized our scenario
in terms of a threshold delay tstart measured
as the time elapsed from when the AV be-
gins to move to when the pedestrian begins
to move. Although the SB hardware does
not support automatic triggering based on a
time delay either, we were able to implement
more accurate triggering by starting a count-
down timer when the AV begins to move and
manually triggering the SB when the timer
expired.

Setting up track tests was a tedious and
time-consuming effort: it took about 8 peo-
ple half a day (4 hours) to simply set up the
scenario and calibrate the AV and equipment, and then another half a day to go through
around 25 test runs, with each run taking 10-15 minutes.

5.3.2 Test Results
We executed the 7 test cases whose parameters are shown in Table 5.1 at GoMentum. We
performed several runs of each test scenario, obtaining 23 runs in total; these are summarized
in Table 5.2. The highlighted rows in the table are runs which violated φsafe (i.e., have ρ ă 0),
while the white rows satisfied φsafe. The colors of the highlighted rows indicate the degree of
unsafe behavior of the AV: red represents a collision (see Fig. 5.5), orange represents what
we visually classified as a near-collision, and yellow violates φsafe but is not a near-collision.
This coloring scheme brings out distinctions that are not obvious from the Table 5.2 column
values. In particular, when φsafe is violated, the pedestrian can be approaching the car from
its side or from the front: since the car is much longer than it is wide, a violation of φsafe from
a side approach is not always a (near-)collision, resulting in the yellow rows in Table 5.2.

https://youtu.be/PehgLCGHF5U
https://youtu.be/PehgLCGHF5U


CHAPTER 5. FORMAL SCENARIO-BASED TRACK TESTING 51

Table 5.2: Test cases selected from simulation, with corresponding runs at GoMentum. Runs
violating φsafe are highlighted, classified into collisions (red), near-collisions (orange), or runs
which were unsafe but with a larger margin (yellow).

Test Run Minimum TTC (sec) Minimum Distance (m) ρ

F1 Simulation – 2.23 -0.27
F1 Run1 2.10 2.06 -0.44
F1 Run2 1.27 2.24 -0.26
F1 Run3 2.97 4.02 1.52
F1 Run4 5.05 6.19 3.69

F2 Simulation – 1.91 -0.59
F2 Run1 0.94 2.44 -0.06
F2 Run2 2.70 3.24 0.74
F2 Run3 1.20 1.58 -0.92
F2 Run4 1.05 2.24 -0.26

M1 Simulation – 4.05 1.55
M1 Run1 6.07 7.20 4.70
M1 Run2 7.16 7.89 5.39

M2 Simulation – 4.78 2.28
M2 Run1 3.24 3.40 0.90
M2 Run2 6.16 8.01 5.51
M2 Run3 9.10 14.38 11.88
M2 Run4 6.80 8.05 5.55
M2 Run5 7.69 8.48 5.98

M3 Simulation – 5.85 3.35
M3 Run1 0.75 1.94 -0.56
M3 Run2 6.00 6.36 3.86
M3 Run3 4.27 5.73 3.23

S1 Simulation – 5.45 2.95
S1 Run1 1.32 2.79 0.29
S1 Run2 9.72 8.50 6.00
S1 Run3 9.35 7.85 5.35

S2 Simulation – 5.95 3.45
S2 Run1 3.13 6.36 3.86
S2 Run2 8.66 9.00 6.50
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Both in the simulator and at GoMentum, the minimum distance is computed from the
center of the AV to the pedestrian. Hence, the minimum distance is greater than zero
even though a collision occurred in F1 Run1 in Table 5.2. The time-to-collision (TTC)
is approximated by dividing the distance between the AV and the pedestrian by the AV’s
relative speed at every timestamp until either the pedestrian fully crossed the lane or the AV
intersected the pedestrian path before it crossed the lane. Videos of all our tests are available
at http://bit.ly/GoM_Videos, with a visualization of Apollo’s perception and planning at
http://bit.ly/DRV_Videos. We will discuss the causes of these failure cases in Sec. 5.3.5.

5.3.3 Analysis
We first consider whether formal simulation was effective at designing track tests that re-
vealed unsafe behaviors of the AV. From Table 5.2, we can see that this was in fact the case:
out of 8 runs of the two failure tests that were identified in simulation, 5 violated φsafe in
reality, including one actual collision. For example, in test F1 Run1, the AV initially braked,
before repeatedly inching forward while the pedestrian hesitated, ultimately colliding with
it as shown in Fig. 5.5. More noticeably, in 93.3% of all (marginally) safe runs, AV satisfied
φsafe in reality. As expected, a violation case occurred in a marginally safe test, but none in
safe tests. While the number of runs is small due to limited time and resources, they clearly
demonstrate how simulation can be efficiently used to identify real-world failures.

On the other hand, Table 5.2 also shows that the results of a test on the track can deviate
significantly from results in simulation. For example, our first run of test case M3, which
was safe in simulation, yielded a very near miss, with a minimum distance of 1.94 m (vs.
5.85 m in simulation). The track test results also have significant variability, with test case
M2 for example having minimum distances ranging widely from 3–14 m in different runs. In
the next section, we look at these discrepancies in more detail.

5.3.4 The Gap Between Simulation and Reality
There are a variety of possible sources of such discrepancies between simulation and track
runs, including:

• mismatch in the initial conditions of the test (e.g. the AV starting at a different location
due to GPS error);

• mismatch in the dynamics of the AV or pedestrian (e.g. incompletely-modeled physics
in the simulator or imprecision in the mechanism triggering the SB);

• mismatch in the AV’s sensory input (e.g.reduced LiDAR point cloud density in simu-
lation, or synthetic image rendering);

• timing differences due to Apollo running on different hardware in the AV and our
simulation setup.

http://bit.ly/GoM_Videos
http://bit.ly/DRV_Videos


CHAPTER 5. FORMAL SCENARIO-BASED TRACK TESTING 53

Figure 5.6: Trajectories from a track test and 5 re-simulations respectively for the AV
(green/blue) and the pedestrian (orange/yellow). Color darkness indicates time. Scenarios:
S1 Run 2 (left), F1 Run 1 (right).

Some of these sources of variation could be eliminated with improvements to the experi-
mental setup which were not possible here given resource and time constraints, e.g., hardware
that permits automating triggering based on tstart or dstart can reduce error in implementing
π⃗. However, other potential sources of error are hard to quantify: even small details of ren-
dering, for example, could potentially change the behavior of the perception components in
Apollo. To measure the sim-to-real gap resulting from such sources, we used traces recorded
from several tests to extract implemented π⃗ on the track. We then ran a new simulation
using these π⃗, which would ideally reproduce the same trace as the track test; in fact, we
ran 5 identical simulations per test to assess the nondeterminism of the hardware and AV
stack.

The resulting trajectories for 2 test cases are shown in Fig. 5.6. The simulated and real
trajectories show considerable overlap but also differ: for example, although we intended
the simulated AV to start from the same position as the real one, Apollo refused to drive
from that position and we had to adjust it slightly. More interestingly, the simulated AV
turns more sharply than the real one, possibly due to imprecise modeling in the simulator of
the effects of driving slightly uphill. Finally, the 5 simulations are tightly-clustered but not
identical, showing that even a single test case can yield a range of different simulated traces.

To quantify these discrepancies, taking into account not only the shape of the trajectories
but also their evolution over time, we used the Skorokhod metric, which measures the worst-
case deviation of two timed traces and can be used to prove conformance: a bound on how far
simulated traces can be from real ones in the Skorokhod metric allows transferring temporal
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Track Test Real-to-Sim Sim-to-Sim
Run Skorokhod DTW Skorokhod DTW

S1 Run2 5.85 1.09 1.11 0.17
S3 Run3 5.05 0.91 2.83 0.24
F1 Run1 10.88 1.39 3.67 0.37
F1 Run3 5.08 0.90 3.29 0.26

Table 5.3: The average distances between track/resimulated AV trajectories. Measures use
the L2 norm with units of meters and seconds.

logic guarantees from simulation to reality [40]. To illustrate the metric, two otherwise-
identical trajectories which differ at one point by 1 m or are globally shifted by 1 s would
have a Skorokhod distance of 1. We also use the (normalized) Dynamic Time Warping
(DTW) distance [65] to give a measure of similarity averaged over the entire trajectory
rather than at the worst point. For example, two trajectories differing by 1 m at a single
point (out of many) would have a normalized DTW distance of approximately 0, vs. 1 for
trajectories differing everywhere by 1 m.

Table 5.3 shows these measures for the 4 track tests where we successfully logged accurate
GPS trajectories. The “Real-to-Sim” column shows the average distance between the real
trajectory and the 5 corresponding simulations, while the “Sim-to-Sim” column shows the
average distance among the 5 simulations. The Skorokhod distance between the real and
simulated trajectories is large, indicating deviations on the order of 5–11 meters or seconds.
This suggests that while our simulation environment was faithful enough to reality to produce
qualitatively similar runs, it is not yet accurate enough to enable deriving guarantees on the
real system purely through simulation.

Although the simulations are much closer to each other than to the original track test,
they still show substantial variation (e.g., the resimulations of F1 Run 1 have large Skorokhod
distance). As the LGSVL Simulator is deterministic, this shows that either the asynchronous
interface to Apollo or nondeterminism within Apollo itself can produce significantly different
behavior on identical test cases. Our methodology could likely be improved by taking this
nondeterminism into account: tests with lower variance are more likely to be reproducible
on the track, while tests with high variance may indicate undesirable sensitivity of the AV
stack.

5.3.5 Why Did the Autonomous Vehicle Fail?
Finally, by replaying our track data in Dreamview, a tool to visualize Apollo’s perception,
prediction, and planning, we identified several types of failures that led to unsafe behavior,
summarized in Table 5.4. The simplest type was a perception failure, where Apollo failed
to detect the pedestrian for at least 1 s: this was responsible for the crash in Fig. 5.5. The
most common failure was unsafe planning, where Apollo alternated between yielding and
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Test Case Perception Fail. Prediction Fail. Planning Fail.
F1 Run1 ✓ – –
F1 Run2 – – ✓

F2 Run1 – ✓ –
F2 Run3 – – ✓
F2 Run4 – – ✓

M3 Run1 – – ✓

Table 5.4: Hypothesized causes of the observed unsafe behavior.

overtaking the pedestrian. Most interestingly, we also observed a case of prediction failure,
where the AV incorrectly predicted that the pedestrian would walk around the AV and that
moving forward was, therefore, safe. While our goal is not to find fault with Apollo (recall
also that we could only run version 3.5 from January 2019 on our hardware), our results
illustrate how our methodology can help to find and debug failure cases.

5.4 Bibliographic Notes
Scenario-based testing of AVs is a well-studied area. One approach is to construct tests from
scenarios created from crash data analysis ([125, 25]) and naturalistic driving data (NDD)
analysis ([95, 143]), which leverage human driving data to generate test scenarios. Similarly,
the PEGASUS project [190] focuses on (i) bench-marking human driving performance using
a comprehensive dataset comprising crash reports, NDD, etc., and (ii) characterizing the
requirements that AVs should satisfy to ensure the traffic quality is at least unaffected by
their presence. Our work differs from these in the use of formal methods for specifying
scenarios and safety properties, as well as in automated synthesis of test cases.

Recent work on the test scenario library generation (TSLG) problem ([52, 51]) mathe-
matically describes a scenario, defines a relevant metric, and generates a test scenario library.
A critical step in TSLG is to construct a surrogate model of an autonomous vehicle. The
authors construct this based on human driving data, which, while useful, may not capture
the subtleties in complex ML/AI-based autonomous vehicle stacks. Additionally, the work
presents only simulation results, whereas our work reports on both simulation and track test-
ing with a real AV. Abbas et al. [3] present a test harness for testing an AV’s perception and
control stack in a simulated environment and searching for unsafe scenarios. However, in the
absence of a formal scenario description language, representing an operational design domain
(ODD) becomes tedious manual labor and challenging as the number of traffic participants
scales up.

Researchers have considered the gap between simulation and road/track testing. A
methodology for testing AVs in a closed track, as well as in simulation and mixed-reality
settings, is explored in [9]. The main aim there is to evaluate the AV’s performance across
the different settings using standard tests [39], rather than use computational techniques to
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generate tests based on formally-specified scenarios and outcomes, as we aim to do. A recent
SAE EDGE research report [16] dives deeper into unsettled issues in determining appropri-
ate modeling fidelity for automated driving systems. While it raises important questions, it
does not address formal methods for evaluation as we do.

Hence, to the best of our knowledge, this work is the first to apply a formal methods-
based approach to evaluating the safety of ML-based autonomous vehicles spanning formal
specification of scenarios and safety properties, formal simulation-based test generation and
selection for track testing, as well as evaluation of the methodology in both simulation and
the real world, including systematically measuring the gap between simulation and track
testing.

5.5 Chapter Summary
We presented a formal methods approach to scenario-based test generation for autonomous
vehicles in simulation, and to the selection and execution of road tests, leveraging the Scenic
language and the VerifAI toolkit. We demonstrated that a formal simulation approach can
be effective at identifying relevant tests for track testing with a real AV. We also compared
time-series data recorded in simulation and on the track, both quantitatively and qualita-
tively. There are several directions for future work, including evaluating our methodology on
more complex higher-dimensional scenarios, performing more detailed automated analysis
of failures in perception, planning, or prediction, bridging the sim-to-real gap with further
improvements to simulation technology, and developing more sophisticated track test equip-
ment that can better match simulation.
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Chapter 6

Querying Sensor Data with Scenario
Programs

Although track testing jointly considers different sources of discrepancies between simulation
and reality, it is not scalable due to its labor intensive aspect. To enhance the scalability
of sim-to-real validation, we restrict our attention to a single dimension of the discrepancies
and focus on relaxing the need for physical reconstruction of environments. In particular,
we focus on sim-to-real validation for sensor data discrepancy with application to validating
performances of DNN-based perception. The challenge here is to algorithmically compare
the contents of environments represented in synthetic versus real sensor data. For example,
suppose we identify in simulation that an autopilot fails to perceive another vehicle abruptly
cutting into its lane. If we can identify a set of real sensor data with the same contents of
such cut-in behaviors, then we can test the perception model on those real data for sim-
to-real validation. This data-driven approach does not require physical reconstruction of
scenarios as in track testing. Given that massive amounts of real sensor data are collected
and labelled [32, 41], the challenge is to use Scenic as an environment formalism to query
the labelled dataset to output a subset of real sensor data with contents of interest.

Hence, in this chapter, we develop a scalable sim-to-real validation algorithm for percep-
tion models of CPS. The algorithm uses Scenic as a query language to model environments
and retrieve sensor data from a provided big, labelled real sensor dataset that matches the
scenario description. An envisioned use case of this algorithm is visualized in Fig. 6.1. De-
velopers could encode system failure scenarios identified in simulation as a Scenic program.
Using our algorithm, they can query a given labelled real sensor dataset to identify a subset
of the real data and test the perception model on the queried subset for validation. If the
query returns an empty subset, then we have identified a rare scenario not present in our
corpus. Hence, our work enables simulation-based testing to guide both real-road testing
and data collection by identifying which rare scenarios to focus on. We first explain our
assumptions of the dataset and then explain the details of the algorithm.
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Figure 6.1: Using our query algorithm to validate whether a failure of an AV’s perception
system previously identified in simulation persists in reality.

6.1 Assumptions about the Dataset for Querying
We leverage two technological trends in the AV domain. First, both in academia and indus-
try, there are active community efforts to collect and share large amounts of real sensor data
with high quality labels [197, 118, 185, 163]. Second, AV companies are mapping road infras-
tructure, gathering detailed geometric information about intersections, lanes, sidewalks, etc.
Several such efforts have produced open-source datasets where real sensor data is synchro-
nized with map information, such as nuScenes [22] and Argoverse [30]. Given these trends,
we assume we have access to a large set of labelled real sensor data and the corresponding
map information.

To use our methodology in the context of validating perception behaviors over synthetic
and real sensor data, the sensor data must be adequately labelled. Specifically, at mini-
mum the labels must contain information about the position, orientation, and type (e.g.
pedestrian, car, bicycle) of each object. Furthermore, the label information needs to be
aligned with the map information (i.e. share the same coordinate system and global orien-
tation). Labels may also include more diverse global or object-specific semantic features,
allowing more expressive descriptions of scenes. For example, global semantic features could
include weather and time of day (which determines the location of the sun and, therefore,
of shadows). Object semantic features could include color and physical dimensions.

To query AV scenarios involving road geometry, we require corresponding map informa-
tion: specifically, polygons for regions such as lanes, roads, and intersections, as well as the
traffic flow directions within those regions. This information is needed to interpret Scenic
constructs such as on road, seen in our example above. More detailed information may be
needed depending on the scenes one may model. For example, if one wishes to model scenes
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involving cyclists on a bicycle lane in a Scenic program, a polygonal region and traffic flow
direction for bicycle lanes in the map must be provided. For more details, see Sec. 2.1.

The above two assumptions are needed for querying labels. However, for our motivating
application of validating a failure scenario of a perception model, the real labelled dataset
should also contain relevant ground truth labels to evaluate the perception task (e.g. seg-
mentation, detection). For example, if the task is 3D detection, the 3D bounding boxes
should be included in the label. Then, once we retrieve a matching subset of real data, the
perception model can be evaluated on this subset with the relevant ground truth labels.

6.2 Background: Satisfiability Modulo Theories
The satisfiability problem is the question of whether a propositional formula has a solu-
tion, i.e., whether there is an assignment to the Boolean variables that makes the formula
evaluate to true. Over the last three decades, satisfiability solvers have made tremendous
progress despite the theoretical hardness of the problem, scaling to formulas with billions of
variables [117].

To support problems that involve, e.g., arithmetic, SMT solvers ask for a given a first-
order formula φ over a set of variables and a background theory1 whether there is an assign-
ment to the variables that makes the formula evaluate to true [14]. We use a fragment of the
theory of quantifier-free nonlinear real arithmetic, with formulas generated by the following
grammar:

e ::“ x | a | e` e | eˆ e | ´e | sinpeq

c ::“ e ă 0 | e ď 0 | c^ c | c_ c | ␣c

Here, x is a real-valued variable, a a real-valued constant, and all operators have their
standard meanings. The satisfiability problem for such formulas is undecidable in general
(due to the presence of trigonometric functions) [140]. However, solvers such as dReal [64]
can either prove unsatisfiability or return a variable assignment which approximately satisfies
the formula (in a suitable formal sense; see [64] for details). Thus, we do not consider the
question of decidability further.

6.3 Problem Statement
Let a label l consist of (1) a set of objects O, (2) a set of semantic features F , and (3) a
function s : O ˆ F Ñ V which maps an object’s semantic features to concrete values. The
domain of values V can include real numbers, integers, categorical values (for examples,
see Sec. 6.4.1) and the special value K, which indicates that the object does not have the

1A theory fixes the interpretation of the operators, e.g. ` meaning addition and |x| denoting the absolute
value of x.
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Figure 6.2: A benefit of querying a label is that we can retrieve corresponding sensor data of
multiple types. Here, our algorithm finds both an RGB image and a segmented 3D LiDAR
point cloud corresponding to a single label.

corresponding semantic feature. Let JP K denote the support of a Scenic program P , i.e.,
the set of labels that can be generated by P . Then, the problem to solve could be:

Problem P0: Given a Scenic program P and a label l, is l P JP K?, i.e., is the probability
(density) of l under the distribution defined by P greater than 0? However, the above
problem statement is too strict for our purposes. In particular, it may answer "no" for a
label l “ pO,F, sq which is not in JP K even if an essentially equivalent label l1 “ pO1, F 1, s1q

is in JP K. This can happen in two ways: (1) The semantic feature spaces of l and l1 may
differ, i.e., F ‰ F 1. For instance, a car’s color and model might be included in F but not in
F 1. In such cases, we will only consider features in F X F 1 as being relevant to our query.
(2) More importantly, l may contain multiple objects, and the correspondence between O
and O1 is unknown; in fact, we may want to consider l as matching P even if it contains
additional objects not having any counterpart in P (for example, we may want a program
for “two perpendicular cars” to match whenever two such cars exist, even if there is a third
car in the vicinity).

Therefore, we generalize P0 as follows.
Problem P1: Let a label l match a program P if there exists l1 “ pO1, F 1, s1q P JP K and

an injective2 function C : O1 Ñ O such that @o1 P O1, @f P F X F 1, s1po1, fq “ spCpo1q, fq.
Here the function C, which we call the object correspondence, maps each object in P to a
distinct object in l. Then, Given program P and label l, determine whether l matches P .
This definition supports matching noisy labels: simply modify the Scenic program to add
bounded perturbations or noise models to any semantic features that might be noisy.

Our problem formulation can be applied to validate the behaviors of models for different
perception tasks using various sensor types (e.g. LiDAR segmentation, RGB detection)
across synthetic and real data. Because we query the labels, our problem formulation broadly
applies to querying various labelled sensor types such as 2D RGB, radar, 3D LiDAR point

2If we want to require an exact match in the sense that l does not contain any objects beyond those
defined in P , we can also require C to be surjective. Our algorithm extends to this case with only trivial
changes.
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Figure 6.3: An overview of our algorithm to determine if a label matches a Scenic program.

clouds, etc. For example, it is possible that for the same label, data from multiple sensors
exists. Fig. 6.2 shows 2D RGB image and 3D LiDAR point cloud data that corresponds
to the same label. As we query labels rather than the raw sensor data, we can query both
sensor types.

6.4 Methodology
Prior to explaining our scenario query algorithm, we provide an overview first to facilitate
understanding.

6.4.1 Overview
Suppose we wish to query a label against the simple Scenic program in Fig. 6.4. The
program describes, for some fixed map with information about roads and intersections, a
scenario where there is a car ahead of the ego vehicle but not in an intersection. A label
consists of semantic features such as time of day, weather conditions, and positions and
orientations of vehicles. For this particular example, assume that our (simplified) label l
consists of features lex , ley , leh , lecl denoting the xy-coordinates, heading, and object class
(e.g. car or pedestrian) of the ego car respectively, and, likewise, features lcx , lcy , lch , lccl for
the other car.

When we query a label against this program, we want to answer the question: is the
situation specified by the label an instance of the scenario in Fig. 6.4? More precisely, we
ask whether the label can be obtained by instantiating the random variables in the scenario
(i.e. for some choice of the weather, time, ego’s position “on road”, and a distance between
4–10 meters).

Our approach to this problem is summarized in Fig. 6.3. Before we go into details, let us
clarify that in a nutshell, the approach is to translate the Scenic program and the label into
constraints represented as a Satisfiability Modulo Theory (SMT) formula (see Sec. 6.2 for
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Figure 6.4: A Scenic program describing a car ahead of the ego car by 4–10 meters and
which is not in an intersection.

Figure 6.5: A partial expression forest for the Scenic program in Fig. 6.4. The 4 top nodes
represent the semantic features, and the blue arrows show dependencies among them.

an overview of SMT). The resulting formula will be satisfiable if and only if the given label
matches the program. While the problem can be captured by a single (monolithic) SMT
formula, the size of this formula increases linearly with the size of the scenario, and for even
relatively simple scenarios can exceed the capabilities of state-of-the-art SMT solvers. To
alleviate the scalability problem, we take advantage of the structure of the Scenic program
to decompose it into several SMT formulas, determining incrementally whether parts of the
label match the program. Below, we discuss the key stages of Fig. 6.3 in more detail.

Expression forest To enable the decomposition process, we operate on the internal repre-
sentation of a Scenic program. The Scenic compiler converts a program into an expression
forest : a simplified forest for the program in Fig. 6.4 is shown in Fig. 6.5. The expression
forest is made up of a set of expression trees, each of which essentially corresponds to the
syntax used to define the distribution of one of the semantic features. For example, the
leftmost tree in Fig. 6.5 shows that the ego’s position is defined to be a uniformly random
point in the road region of the map.
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Dependency analysis Expression trees can have dependency relations with each other,
as shown by the bold blue arrows in Fig. 6.5. Such dependencies naturally occur in scenario
modeling. For example, to compute the otherCar’s position (which is ahead of the ego
car), we need to first know the ego’s position and heading. Our dependency analysis uses
the Scenic expression forest to sort the list of semantic features in dependency order: in
Fig. 6.5, the ego’s position is first since it depends on no other features, while the otherCar’s
heading is last.

Modular translation Next, we modularly translate each expression tree and incremen-
tally check its consistency with the label in dependency order. In our example, we start
with the ego’s position, symbolically representing its coordinates by variables ex and ey. We
encode its definition given by the leftmost expression tree in Fig. 6.5 with the constraint
OnpRoadRegion, ex, eyq, where On is a predicate requiring that the point pex, eyq is contained
in the polygon that defines the RoadRegion. We can then check whether the value of this fea-
ture given in the label is in fact possible in the Scenic program by checking the satisfiability
of the SMT formula

φ1 “ OnpRoadRegion, ex, eyq ^ pex “ lexq ^ pey “ leyq

where as above lex and ley are the label’s concrete values for ex and ey, and ^ represents a
logical AND.

Incremental validation If the formula is unsatisfiable, the observed label cannot be gen-
erated by the Scenic program, and so does not match the scenario. If the formula is
satisfiable, then this first semantic feature is consistent with the scenario and we can move
on. To avoid reasoning about this feature again, we condition the ego position expression
tree by replacing it with the actual position value from the label. This conditioning will
apply when we proceed to check the consistency of the next feature in our order, namely the
ego’s heading. Translating the second expression tree to SMT yields the formula

ex“lex ^ ey“ley ^ peh“roadDirpex, eyqq ^ peh“lehq

which we call φ2|φ1 to indicate the conditioning. Note that the ego position’s expression
tree, involving the On predicate, is no longer present, simplifying the formula: this is the
essence of our incremental approach. We then solve the new SMT formula, and repeat this
modular feature translation and incremental validation process until either all the features
in the label are validated, or a feature is invalidated. If all the features are valid, then as
a final step we condition all the features as in the label and check whether all the explicit
constraints in the Scenic program (e.g. the require statement in Fig. 6.4) are satisfied. If
so, the label matches the scenario; otherwise, it does not.
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6.4.2 Our Scenario Query Algorithm
Given a label and a Scenic program, the key idea behind our approach is to translate the
program to an SMT formula that is satisfied if and only if the label matches the program.

Monolithic Approach

The basic set-up of the SMT formula defines variables for all objects and semantic features
in the intersection of program and the label. There are three aspects to the SMT formula;
the first aspect of the formula maps objects in the label with objects in the program (which
we referred to as correspondence in Sec. 6.3), the second aspect describes the constraints
over all the semantic features in the program as dictated by the semantics of Scenic, and
the third aspect asserts that the semantic feature values observed in the label satisfies those
corresponding constraints in the program.

The Scenic compiler represents a compiled Scenic program as an expression forest.
Each semantic feature is the root node of an expression tree appearing in the forest, which
captures the semantics of how the feature’s value is derived from the values of other features
and random parameters. To encode the semantics of the Scenic program, we walk the
expression forest, generating SMT equivalents of each of the nodes. For example, the On
node in Fig. 6.5 is encoded by a set of constraints enforcing that the variable representing
the ego’s position must lie in the road region3. All Scenic constructs4 can be encoded
as real arithmetic constraints fairly easily, following the Scenic semantics outlined in [60].
The details of our SMT encoding and the fragment of Scenic we support are explained in
Appendix C.1. This method yields a sizeable SMT formula, which is difficult to solve beyond
toy examples. Therefore, we consider a modular approach outlined below.

Modular and Incremental Approach

Our approach is formalized as Algorithm 1. The input to the algorithm is a Scenic program
P and a label l, and the output is whether l matches P . The algorithm has three main
steps: (1) dependency analysis of objects and their features, (2) incremental translation and
validation of the program to a series of SMT formulas, and (3) validation of hard constraints.
We now discuss each step in detail.

Object/Feature Dependency Analysis

A key feature of our approach is to exploit dependency structure in the Scenic program,
specifically its compiled expression forest, to split the monolithic SMT query into smaller
parts. We define two types of dependencies in the expression forest: dependent and jointly

3This is done by triangulating the region, and using a disjunction of linear inequalities to assert that the
position lies in one of the triangles. See Appendix C.1 for more details.

4Our implementation handles a large fragment of Scenic, supporting its built-in operators and functions.
However, it does not support the inclusion of arbitrary Python code, which Scenic allows in some contexts.



CHAPTER 6. QUERYING SENSOR DATA WITH SCENARIO PROGRAMS 65

Algorithm 1 Determining if Scenic program P matches label l
1: EF Ð CompilepP q // get expression forest
2: SortedFeatures Ð AnalyzeDependenciespEF, lq
3: badOCs ÐH // partial correspondences that don’t work
4: for all possible object correspondences C do
5: if C extends a correspondence in badOCs then
6: continue; // skip this correspondence
7: failed Ð false
8: for nextFeatures P SortedFeatures do
9: φÐ TranslateSMT (nextFeatures, l, C, EF )

10: if Satisfiable(φ) then
11: Condition(nextFeatures, l, C, EF )
12: else
13: failed Ð true
14: UnconditionpEFq // reset forest
15: add the used part of C to badOCs
16: break
17: if (not failed) and SatisfiesHardConstraint(l) then
18: return Yes
19: return No

dependent. If an expression tree of a feature, X, has a reference to another feature, Y , then X
is dependent on Y . Such dependencies are acyclic because a feature that is specified first in
Scenic cannot reference an object defined afterwards. If two or more feature expression trees
share internal nodes which are not features, then those features are jointly dependent. These
shared node(s) are intermediate (i.e., unobserved) variables which are not part of the scene.
Therefore, to check whether there exists a feasible value for the intermediate variables, jointly
dependent features must be considered in the same SMT query. For example, Fig. 6.6 shows
a Scenic program describing a distribution of scenes with two cars positioned in parallel,
adjacent to a spot uniformly randomly selected from a curb region. In this case, the ego
and side car’s position features are jointly dependent on the intermediate variable, spot.
Note that spot is an internal variable of the Scenic program and would not appear in a
label. Hence, we need to encode both cars into the SMT query to check if there exists a
value of spot which satisfies the constraints given their labelled positions. Note that for the
following dependency analysis among semantic features, as we stated in Sec. 6.3, we are only
analyzing semantic features that exist both in the Scenic program and the label. Hence, this
dependency analysis takes as input both the expression forest of the given Scenic program
and the label (line 1 of Alg. 1).

Once we identify these dependency relations across all object features, we sort the features
in dependency order, giving jointly dependent features the same rank in the order (line 2 in
Alg. 1). For example, analyzing the expression forest in Fig. 6.5, with no jointly dependent
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spot = OrientedPoint on curb

ego = Car at (spot offset by (Range(2,4), Range(5,10)))

sideCar = Car left of spot by Range(1,3)
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Figure 6.6: A Scenic program with an intermediate variable, spot, shared between position
features of ego and sideCar objects.

features, yields the order [{ego position}, {ego heading}, {otherCar position}, {otherCar
heading}]. For the Scenic program in Fig. 6.6 with jointly dependent features, our analysis
outputs [{ego position, sideCar position}, {ego heading}, {sideCar heading}].

Modular and Incremental SMT Translation

Given the sorted feature dependency list obtained as above, we translate only one feature
expression tree (or multiple trees, if jointly dependent) at a time, in the order of dependency
(lines 8-9 in Alg. 1). Checking the resulting SMT query, if the formula is unsatisfiable then
it is impossible for the current features to take on their observed values and so the label does
not match the program (lines 12-13). If instead the formula is satisfiable, then the observed
values are feasible given the semantics of the program, and we need not consider the current
features further: we condition the expression forest on their observed values, substituting
the values in for their expression trees (lines 10-11). Then we move on to the next feature(s)
in the dependency order and repeat. If a previously-checked feature is referenced by a later
expression tree, we do not need to encode it again, since it now has a constant value. This
modular approach can significantly simplify the generated SMT queries: for example in
Fig. 6.5, instead of one query encoding the entire forest, we have one query for each of the
4 top nodes encoding only the nodes directly below it in the order of dependency (refer to
Sec. 6.4.1 for more detail).

We remark that our modular translation requires fixing the correspondence of label and
program objects a priori. As seen in the outermost loop of Alg. 1 (line 4), we currently
brute-force enumerate all possible combinations, with one refinement: if a partial correspon-
dence is already enough to make the SMT query unsatisfiable, we can exclude all further
correspondences extending it. In particular, when a feature of object O fails the SMT check
under correspondence C, the part of C consisting of all objects up to and including O (in
dependency order) will also yield unsatisfiability. So we maintain a set of partial correspon-
dences known to fail (line 15) and skip any correspondence which extends one of them (line
6). Our experiments show that this approach scales to a reasonable number of objects.

A further note is that encoding polygonal regions of the map (e.g. lanes, roads, intersec-
tions) can yield large formulas. For example, nuScenes, the dataset used for our experiments,
provides a map of the city of Boston. Encoding the entire road network of Boston would be
impractical; however, since we are only interested in the scene around the ego vehicle, which
determines the reference viewpoint of sensors (e.g. camera, LiDAR), it suffices to encode
only a neighborhood of the ego. We can extract bounds on the visible distance from the
Scenic program and only encode the region of the map within that radius.
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Hard Constraint Validation

Finally, if the Scenic program contains any require statements encoding hard constraints
(see Sec. 2.1), we need to check that these are satisfied by the label. After all features
have been validated and conditioned on their observed values, we simply check that the
require constraints all evaluate to true. Note that if any require constraints were jointly
dependent (see Sec. 6.4.2) with any feature, for soundness we would have to encode the
constraints into the SMT query for that feature. Since the Scenic compiler currently does
not generate expression trees for requirements, we instead assume that the program does
not have any such joint dependencies (restricting our Scenic fragment; see Appendix C.1).
This assumption holds for the vast majority of the scenarios in the Scenic distribution [60].
Our query algorithm is sound as stated in Theorem 1 (see Appendix C.2 for the proof).

Theorem 1. Given a label and a Scenic program, the Scenic query algorithm outputs Yes
if and only if the label matches the program as defined in Sec. 6.3; otherwise, it outputs No
(assuming the underlying SMT solver correctly answers all queries).

6.5 Experiment
Recall that we motivated the query problem with the application of validating failure scenar-
ios. Once our algorithm queries a labelled, real dataset with a scenario encoded in Scenic
and retrieves a matching subset, then validating a perception model’s behavior on that sub-
set is straightforward (assuming the dataset also contains the relevant ground truth labels for
the perception task: see Sec. 6.1). In fact, the most time-consuming aspect in this validation
process is executing the query. Thus, to evaluate how useful our algorithm is, we ask the
following questions:

1. Given a Scenic program and a real labelled dataset, does the algorithm efficiently find
the matching data points?

2. Does the output of the algorithm correspond with the intuitive notion of scenario
matching?

3. How does the algorithm scale with scenario complexity, in terms of number of agents
and program structure?

The second question is important to address since it directly relates to the interpretability of
the scenario validation process, which is crucial for debugging. Therefore, we need to check
whether our algorithm operates in a manner intuitive to humans.

To answer these questions, we conducted two different experiments. First, our efficacy
experiment answers the first two questions. In a nutshell, it demonstrates that the formal
querying problem we define and solve corresponds well to our intuition of what it means
to match an image against a high-level scenario and is efficient in comparison to manual
querying. Our second experiment demonstrates that our approach remains feasible even on
fairly large scenarios. In both experiments, we used the dReal SMT solver [64] with its
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Figure 6.7: Matching images for Scenarios 1 through 4 (left to right), queried using our
algorithm.

default parameter settings. For the first experiment, we set the ego visible distance to 50
meters; for the second, we set it to 200 meters to accommodate the larger number of agents.

6.5.1 Efficacy Experiment
Setup There is no baseline or benchmark to which we can compare our algorithm since
there are no existing algorithms for the problem of querying with a formal scenario de-
scription, or open-source autonomous driving image datasets that provide detailed formal
scenario descriptions with which to test our algorithm. Hence, we asked 3 human partici-
pants to manually query a set of images with 5 different scenarios and then compared their
results with the outputs of our algorithm. We asked each participant to select 5 subsets
of images matching more detailed versions of the natural language descriptions of our test
scenarios below. To acquire the most accurate queried subsets, we kept only the images
which all 3 humans agreed matched for each scenario. We then compared these subsets with
those returned by our algorithm.

Scenarios We used five scenarios, involving 2–4 agents and a variety of realistic traffic
situations. Here we provide natural language descriptions; the Scenic encodings are shown
in Figs. C.5–C.9 in Appendix C. Several example matching images are shown in Fig. 6.7.

1. A pedestrian in an intersection facing nearly perpendicularly or towards the ego.
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Scenario # 1 2 3 4 5

Matching images (humans) 42 5 0 2 0
Matching images (our algorithm) 58 7 2 2 0

Table 6.1: For several scenarios, the number of images identified by 3 human subjects (unan-
imously) and our algorithm.

2. Two vehicles in an intersection, travelling perpendicular to the ego.
3. A rare, hazardous situation, where the ego vehicle is driving against traffic and another

vehicle is visible within 10 meters.
4. Four vehicles in a typical situation on a two-lane road, with two vehicles going in each

direction.
5. A cut-in scenario where a car in the adjacent lane to the right cuts in front of the ego.

Data We use a selection of RGB images from nuScenes [22]. nuScenes provides the map
of Boston where the images were collected; our scenarios used map information about in-
tersection and lane regions as well as traffic flow directions. nuScenes labels contain three
semantic features per object: its position, heading, and class. The object classes include
vehicles, pedestrians, and static objects such as traffic cones. nuScenes also defines a special
object class, “ego vehicle”, indicating the reference viewpoint, meaning the camera for image
collection is mounted on it. As we will describe below, our experiment required humans to
identify matches between programs and labelled images; to avoid objects being missed by the
humans due to visual occlusion, we filtered out images containing more than 4 objects. After
filtering, we randomly selected 700 images from the subset, which we believe is a reasonably
large dataset for human participants to manually query.

Note that the semantic features in the label and the program determines the matching
real data. In our experiment, we limited our query to use only semantic features included in
the nuScenes labels, namely position, heading, and type for each object.

Results Our results, summarized in Table 6.1, show that our algorithm corresponds to the
intuitive notion of scenario matching. For all 5 scenarios, our algorithm correctly returned all
images identified by the human participants, and, in some cases, found additional matching
images that they missed. For Scenarios 2 and 3, our algorithm found 4 additional images
that our participants missed by mistake. An example missed image for Scenario 3 is shown
in Fig. 6.7. For Scenario 1, our algorithm identified 16 more images than the participants;
however, upon visual inspection, 8 of these did not match the scenario description and
the remaining were missed by our participants. Investigating further, we found that these
errors were caused by inaccurate labels in nuScenes, e.g. a pedestrian’s position being in
an intersection according to the label but being on a sidewalk near an intersection in the
image. Our algorithm correctly identified such labels as matching Scenario 1, even though
the sensor data disagreed. This illustrates a limitation of our approach in that it hinges on
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Figure 6.8: Runtime results for scaling number of agents in the Scenic program shown
in Fig. 6.10. Two runtimes represent cases when the object correspondence between the
program and the label is known versus unknown.

the accuracy of the provided labels. Finally, for Scenario 5, both the human participants
and the algorithm agreed that there are no matching scenes in the given real dataset. This
shows the strength of our algorithm in identifying "rare" scenarios with respect to a given
dataset. If an AV perception model fails on such rare scenarios in simulation, this finding
can guide the real-world data collection process to systematically gather more examples of
such scenarios.

The algorithm’s runtime over all 700 labels ranged from 7 minutes (Scenario 1) to 40
minutes (Scenario 5) depending on the complexity of scenarios. The human participants took
on average about 1 hour to complete their manual queries on the five provided scenarios. This
result demonstrates that our algorithm can replace the arduous task of manually querying
matching real sensor data for scenario validation with higher accuracy, provided that the
labels are accurate.

6.5.2 Scalability Experiment
To test the scalability of our algorithm, we used two additional syntactically-rich Scenic
programs, shown in Fig. 6.10 and 6.11. We increased the scenario complexity by scaling
the number of agents while maintaining the same program structure. For evaluation, we
generated 10 labels from each Scenic program for a range of numbers of agents (from 1 to
31).

Figures 6.8 and 6.9 show the average runtimes for querying these 10 labels with our
algorithm for each number of agents (with a 10-second timeout). In each plot, we give
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Figure 6.9: Runtime results for scaling number of agents in the Scenic program shown
in Fig. 6.11. Two runtimes represent cases when the object correspondence between the
program and the label is known versus unknown.

separate runtimes for the cases where the correspondence between the objects in the Scenic
program and the label is known and unknown respectively. For the unknown case, we
randomly shuffled the ordering of the objects in the labels.

We observe a consistent behavior from these two plots. When the correspondence is un-
known, the runtime increases exponentially in the number of agents due to the combinatorial
object correspondence matching process in our algorithm (refer to Sec. 6.4.2). On the other
hand, when the object correspondence is known, we consistently observed that the runtime
of the query algorithm increases approximately linearly in the number of agents, and scales
to a sizeable number.

6.6 Bibliographic Notes
The most related study to ours is [61], where failure scenarios of an autopilot in simula-
tion were validated by physically reconstructing them at a track testing facility. However,
this manual validation approach is labor-intensive and not scalable. Our approach aims to
automate such validation in a data-driven manner.

Domain adaptation [184] aims to reduce the sim-to-real gap in the context of training :
the objective is primarily to obtain good performance of a perception model for a particular
task (e.g. segmentation, detection, localization) on real sensor data despite only training
on simulated sensor data [85, 131, 200, 124]. Generative adversarial networks (GANs) [37]
have been a key technique employed to adapt, or convert, synthetic data to more realistic
data of various types such as RGB images, 3D LiDAR point cloud, etc. These data are used
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Figure 6.10: A Scenic program used for our scalability experiment, modeling bumper-to-
bumper traffic. The number of vehicles in the scenario is scaled by increasing numCars.

Figure 6.11: A Scenic program used for our scalability experiment, modeling a parade
scenario where pedestrians are walking on a street. The number of pedestrians in the scenario
is scaled by increasing numPeds.

for training. On the contrary, our work aims to reduce the gap in the context of testing,
investigating for a pre-trained model whether it behaves differently in the same scenario
across two different domains: simulated and real data.

Visual question answering (VQA) [70, 196] considers answering questions about static im-
ages phrased in natural language. The VQA area combines approaches common in captioning
with a large natural language processing component: part of the challenge is to understand
the question. Much like VQA, we decide whether an image matches a given query. However,
our queries are expressed using a formal probabilistic programming language and we query
the label, not the sensor data. This allows us to formulate a well-defined querying problem
and develop an algorithm which is guaranteed to be sound: the returned subset of images



CHAPTER 6. QUERYING SENSOR DATA WITH SCENARIO PROGRAMS 73

are exactly those which match the scenario program, if the labels are accurate.
Our approach can be seen as a specialised form of inference in probabilistic programming

languages (PPLs). Scenic allows making probabilistic assertions of propositional state-
ments, e.g., ‘the car is within the visible region’. Such declarative hard constraints make
scenario modeling much easier and more intuitive. Some PPLs, e.g. Angluin, actively pre-
vent specifying hard constraints to prevent programmers from ‘accidentally’ posing NP-hard
questions [192]. PPLs such as Pyro [17] and Edward [172] use Bayesian inference schemes
that require tracking derivatives [79, 189, 96, 97]. Some PPLs allow hard constraints and non-
continuity, but either have (significant) restrictions or limited efficiency [129, 72, 80], putting
trigonometry and continuous domains out of reach. Moreover, the typical inference task is
to compute posterior distributions relative to a prior, whereas we are primarily interested
in filtering using a Boolean membership query. Finally, we note that while sampling-based
approaches may do well in answering membership queries positively, they are not well suited
for providing negative answers.

6.7 Chapter Summary
We developed an algorithm to query a labeled dataset using a scenario program encoded in
the Scenic language. This algorithm can be used to shrink the gap between simulation-based
and real-world testing by identifying counterparts of simulated scenarios in real data, which
can then be used to validate the fidelity of the simulations. More broadly, our algorithm
enables a principled way to explore and understand the range of scenarios present in a dataset
by expressing scenarios of interest in a formal language. In future work, we plan to explore
using program analysis and other techniques to alleviate the combinatorial explosion when
the object correspondence is unknown, and to generalize our algorithm to support dynamic
scenarios, as well as probabilistic queries that take the likelihood of labels into account.
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Part III

Failure-Informed Targeted Training
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Chapter 7

Programmatic Training for
Reinforcement Learning

In Part I and II, we identify failures of autonomous systems or their components in simula-
tion, and then validate them on real sensor data. Now, informed by these failures, how can
we actually fix the systems to be robust to them? Previously, there have been work proposed
to augment data using domain-specific PPLs as environment modeling formalism to further
train and fine-tune DNN-based components, particularly perception [45, 57]. However, the
methodology to utilize PPL to efficiently train reinforcement learning (RL) algorithms in
online or offline manner has not been investigated. Meanwhile, RL algorithms are widely
used in autonomous systems, especially for planning and control of robotics, in increasingly
more complex environments. Yet, a PPL has not been used to model and generate stochastic
and reactive multi-agent scenarios in RL. In this chapter, we devise methodologies to train
RL algorithms in either online or offline manner using a PPL [13].

7.1 Scenario Specification Language for RL
The objective of this chapter is to introduce the benefits of the use of a scenario specification
language for modeling and generating scenarios, specifically for real-time strategy (RTS)
environments for RL. These RTS environments are characterized by unique characteristics
that require special support for modeling. The environments involve intelligent entities/non-
RL agents co-operating and competing with the RL agents with large state and action spaces
over a long horizon. This opens up extremely diverse strategies consisting of numerous
interactive behaviors. Yet, most of the existing simulators rely on randomly generating the
environments based on predefined settings/layouts and offer limited flexibility and control
to the researchers over the environment dynamics to generate diverse realistic scenarios.
As a result, RL research face at least two fundamental challenges: (i) the lack of diverse
and realistic training data often leads to lack of generalization [35, 34, 106, 107], and (ii)
the lack of flexibility and control over the environment dynamics makes it hard to generate
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(a) a bird-eye view
of the scenario

(b) a snapshot of
GRF environment

(c) GRF’s scenario program

(d) Scenic program of generalized pass-and-shoot scenario with dis-
tribution over players’ initial condition and behaviors

Figure 7.1: Comparison of Google Research Football simulator versus Scenic’s models of
pass-and-shoot scenarios

realistic evaluation scenarios to comprehensively test generalization in these complex RTS
environments.

Using a scenario specification language whose syntax and semantics are carefully designed
to intuitively model scenarios has the following benefits:

1. Easily Model Interactive Environments on User-demand to Train and Test
RL Agents: The intuitive syntax and semantics, which abstracts away the imple-
mentation details and allows users to reason solely at high-level semantics, makes it
easy to model complex spatial relations among multiple agents, their behaviors and
conditions on how these behaviors should interact. It should be noted that, it requires
a considerable amount of research and engineering effort to design and implement a
formal scenario modeling language and its compiler from scratch.

2. Program Stochastic Policies: These programmed agents can serve two purposes:
(i) allow developers to incorporate domain knowledge, e.g., generate demonstration
data for offline training and (ii) provide performance baseline for trained RL agents.
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(a) generalization test
scenario for the sce-
nario in Fig. 7.1a

(b) 3 vs 3 left mid-
fielder crosses to either
player in penalty box

(c) 11 vs 11 open
player scenario

(d) mirrored Fig. 6.1
scenario

Figure 7.2: Examples of a new defense scenarios with specific assigned behaviors (a), a
test scenario to assess generalization (b), and two full game scenarios (c,d) we used for
training and testing. The RL team is yellow and the opponent, blue. The assigned opponent
behaviors are highlighted with light blue arrows. Uniformly random distribution is assigned
over a specific region for each player. These regions are highlighted boxes.

3. Interpretability and Transparency: The intuitive syntax and semantics make sce-
nario programs interpretable and transparent. Therefore, users can reason about the
difference/similarity of train and test environments by comparing their scenario pro-
grams.

4. Reusability of Existing Scenarios: The interpretability of scenario programs facil-
itates easy modification or re-use of existing Scenic programs, models, and behaviors
to quickly model new scenarios. This facilitates building a community around designing
and sharing scenario programs, by building upon each other’s scenarios.

7.2 Methodology
A scenario is a Markov Decision Process (MDPs) [165] defined as a tuple pS,A, p, r, ρ0q, with
S denoting the state space, A the action space, p ps1|s, aq the transition dynamic, r ps, aq the
reward function, and ρ0 the initial state distribution. Given the state and action spaces as
defined by the GRF environment, a Scenic program defines (i) the initial state distribution,
(ii) the transition dynamics (specifically players’ behaviors), and (iii) the reward function.
Hence, users can exercise extensive control over the environment with Scenic.

7.2.1 Modeling Initial State Distribution
Users can intuitively specify initial state distributions with Scenic’s high-level syntax that
resembles natural English. For example, refer to the full Scenic program in Fig. 7.1(d)
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Figure 7.3: A snippet of a Scenic program specifying behaviors for players Fig. 7.2b

which describes a more generalized version of GRF’s Pass and Shoot scenario as visualized
in Fig. 7.1(a,b). In line 12-22, the initial state distribution is specified. The Scenic syntax
for modeling spatial relations among players are highlighted in yellow. In addition, Scenic
supports about 20 different syntax to support modeling complex spatial relations [60]. Rather
than having to hand-code positions for a concrete scenario as in the GRF’s scenario 7.1(c),
users can much more intuitively and concisely model a distribution of initial states. Here,
Left represents the yellow team, Right the blue, and the two following abbreviated capital
letters indicate the player role.

7.2.2 Modeling Transition Dynamics
One can flexibly modify transition dynamics of the environment by specifying the behaviors
of non-RL players using Scenic. Take the same example Scenic program in Fig. 7.1(d) as
above. Line 1-10 models two new behaviors. A behavior can invoke another behavior(s) with
syntax do, succinctly modeling a behavior in a hierarchical manner. Users can assign distri-
bution over behaviors as in line 2. The interactive conditions are specified using try/interrupt
block as in line 5-10. Semantically, the behavior specified in the try block is executed by
default. However, if any interrupt condition is satisfied, then the default behavior is paused
and the behavior in the interrupt block is executed until completion and then the default
behavior resumes. These interrupts can be nested with interrupt below has higher priority.
In such case, the same semantics is consistently applied.

7.2.3 Rewards
Scenic has a construct called monitor, which can be used to specify reward functions. The
reward conditions in the monitor is checked at every simulation step and updates the reward
accordingly.
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Figure 7.4: Interface Architecture between Scenic and an RL Simulator

7.2.4 Termination Conditions
Users can also specify termination conditions which are monitored at every simulation time
step.

7.2.5 On Interfacing Scenic to a Simulator
Interfacing Scenic to other simulators is straight-forward. In fact, Scenic is already inter-
faced with five other simulators [62] in domains such as autonomous driving, aviation, and
robotics. To interface Scenic with a simulator, one needs define the model, action, and
behavior libraries. These libraries expedites modeling complex scenarios by helping users
re-use the set of models, actions, and behaviors in the libraries, rather than having to write
a scenario from scratch.

The model library defines the state space. It defines players with distribution over their
initial state according to their roles and GRF’s AI bot is assigned by default to all player
behavior. These prior distribution over the initial state and behavior can be overwritten
in the Scenic program. The model library also defines region objects such as goal and
penalty box regions as well as directional objects in compass directions. The action library
defines the action space as determined by the GRF simulator. These action space consists
of movement actions in eight compass directions, long/short/high pass, shoot, slide, dribble,
and sprint.

The behavior library consists of behaviors and helper functions that represent widely
used basic skills in soccer. These behaviors include give-and-go, evasive zigzag dribble to
avoid an opponent’s ball interception, dribbling to a designated point and shooting, shooting
towards the left or right corner of the goal, etc. Additionally, the behavior library also include
useful helper functions such as identifying nearest opponent or teammate, whether there is
an opponent near the running direction of a dribbler, etc.

7.2.6 Interface Architecture
Figure 7.4 shows an overview of our overall architecture. The architecture can be divided into
two parts: i) RL interface, through which the RL algorithms interact with Scenic and ii) the
Scenic Server, which executes a Scenic program and governs the simulation by interacting
with the underlying simulator. We follow the widely used OpenAI Gym API [21] as our
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interface, which allows our interface to be used seamlessly with all the existing standard RL
frameworks.

For each simulation/episode, the Scenic server first samples an initial state from the
Scenic program to start a new scenario in the GRF simulator and updates its internal model
of the world (e.g., player and ball positions). From then on, a round of communication occur
between the RL algorithm and Scenic server, with the RL interface at the middle. At each
timestep, the gym interface takes in the action(s) for the RL agent and passes them to the
Scenic server. The Scenic server in turn computes actions for all the remaining non-RL
players—the players not controlled by the RL agent—and then executes all these actions (of
both the RL and non-RL players) in the simulator. The Scenic server then receives the
observation and reward from the simulator, updates the internal world state, and then passes
them back to the RL algorithm. This interaction goes on till any terminating conditions as
specified in the scenario script is satisfied.

7.3 Experiment
In this section, we demonstrate four use cases of Scenic in RL. First, we present and
benchmark a set of 13 realistic mini-game scenarios encoded in Scenic with a varying level
of difficulty. Second, we test the generalization capabilities of the trained RL agents on
unseen, yet intuitively similar scenarios. Next, we show how developers can “debug" their
agents for failure scenarios of interest. At last, we show how probabilistic Scenic policies
can be used to generate offline data and endow domain knowledge into the learning process
for faster training, which we believe to be very important for applying RL in practice.

7.3.1 Experimental Setup
We run PPO [150] on a single GPU machine (NVIDIA T4) with 16 parallel workers on
Amazon AWS. Unless otherwise specified, all the PPO training are run for 5M timesteps
and repeated for 10 different seeds. All the evaluation has been done for 10000 timesteps.
For all the experiments, we use the stacked Super Mini Map representation for observations
—a 4 x 72 x 96 binary matrix representing positions of players from both team, the ball,
and the active player—and the scores as rewards, i.e., `1 when scoring a goal and ´1 upon
conceding, from [102]. Similar to the academy scenarios from [102], we also terminate a
game when one of the following happens: either of the team scores, ball goes out of the field,
or, the ball possession changes. For further details, including hyperparameters and network
architecture, we refer readers to Appendix D.3.

7.3.2 Google Research Football Simulator
The Google Research Football (GRF) simulator [102] provides a realistic soccer environment
to train and test RL agents. The setting, the rules, and the objective of the environment
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Figure 7.5: Average Goal Difference of PPO agents on our mini-game scenario benchmark.
The error bars represent 95% bootstrapped confidence intervals

are the same as defined by Fédération Internationale de Football Association [53]. The
environment setup is as the following. All the players on the field are controlled by (1) GRF’s
built-in, rule-based AI bots and (2) RL agents. The simulator dynamically determines which
of the RL team players are to be controlled by RL agents based on their vicinity to the ball.
GRF provides 11 offense scenarios to train and test RL agent performance and it provides
trained RL agent checkpoints for a subset of its scenarios.

7.3.3 Mini-game Scenario Benchmark
Training an RL agent to solve a full soccer game involving 22 players is very challenging and
may take days even with distributed algorithms. For example, [102] showed even the easy
version of GRF’s 11 vs 11 game cannot be solved with 50M samples. To allow researchers
to iterate their ideas with a reasonable amount of time and compute, we present a set of 13
mini-game scenarios. All these scenarios are inspired from common situations occurring in
real soccer games but involves fewer number of players to make them amenable to be faster
training.

Nine of our mini-game scenarios are defense scenarios, which are nice complement to
GRF’s offense-only scenarios (refer to Sec. 7.3.2), along with four new offense scenarios.
Most of these scenarios are initialized from a distribution, rather than fixed locations. By
default all the opponent players are controlled by GRF’s built-in AI bot (refer to Sec. 7.3.2).
However, for the scenarios where the AI bot does not exhibit our desired behavior, we model
the opponent behaviors using Scenic. For example, in the 3vs3 cross scenario as shown in
Fig. 7.2b, the opponent AI bots tried to pass the ball around instead of crossing. Therefore,
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we modelled and assigned behaviors such that the blue player on the leftmost side of the
field would run up the field and cross the ball. Meanwhile, the two blue players in the center
run into the penalty box area to receive the cross and shoot. These modelled behaviors are
shown in Fig. 7.3.

We benchmark our mini-game scenarios by training agents with PPO. Figure 7.5 shows
the average goal differences for all the scenarios. For these mini-game scenarios, we end the
game if one of the teams score. Hence, the goal difference can range between -1 to +1. For the
offense scenarios, a well trained agent is supposed to score consistently achieving an average
goal difference close to +1. On the other hand, a well-trained agent should achieve a goal
difference close to 0 for successfully defending the opponents in the defense scenarios. From
the graph it can be seen that the scenarios offer a varied levels of difficulties. For example,
PPO consistently achieves goal difference of around 0.5 for the Easy Crossing scenario,
but barely learns anything for Hard Crossing. In case of the defense scenarios, the results
also show a varied range of difficulty, GK vs Opponent scenario being be easiest.

7.3.4 Testing for Generalization

(a) Offense and select GRF academy scenarios

(b) Defense scenarios

Figure 7.6: Evaluation of PPO agents’ generalization against varying initial conditions. For
most of the academy and offense scenarios we observe a significant drop in performance.
However, for several defense scenarios the difference in train and test scenarios is not that
significant.
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We provide scripts to test generalization of all of our 13 new benchmark scenarios along
with 5 scenarios provided by GRF. We changed the distribution over the initial state while
keeping the formation of players and their behaviors in each scenario intact. For example, for
testing generalization of an RL agent trained in the Pass and Shoot scenario (Fig. 7.1a), we
instantiated the yellow and the blue players on the symmetric right side of the field instead
of the left and kept the other initial state distribution the same (Figure 7.2a).

Fig. 7.6 compares the trained agents’ performance in training and test scenarios. As
expected, we observe a noticeable drop of performance in most of the GRF’s academy and
offense scenarios (Fig. 7.6a). For example, the Pass and Shoot scenario (Figure 7.1a), which
achieved around 0.6 in training, failed to generalize for the test scenario. However, for the
defense scenarios, the drop in performance was not as noticeable. We conjecture that this
distinction comes from the differences in the offense and defense training scenarios, where the
defense scenarios tend to contain larger distribution over the initial state than those of the of-
fense scenarios (refer to Appendix D). Consequently, larger variations of scenarios introduced
during training may have contributed to better generalization for defense scenarios.

Figure 7.7: Performance comparison of PPO agents trained with and without any demonstra-
tion data from Scenic, along with the performance of corresponding behavior-cloned and
Scenic policies. We see significantly better performance on three of the scenarios, while
the rest two achieves comparable performance, highlighting the usefulness of the Scenic
policies.

7.3.5 Debugging Agents on 11v11 Failure Scenario
For this experiment, we evaluate and debug an RL checkpoint provided by GRF, which was
trained on their 11 vs 11 easy stochastic scenario, i.e., easy version of their full-game scenario.
This agent achieves an impressive average goal difference of 6.99 per full-game1, scoring up
to 14 goals in the training scenario during our experiments. We modelled a scenario, as

1Evaluated on 100K timesteps
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visualized in Figure 6.1, to test the agent’s ability to quickly perceive open teammates near
the opponent goal to advance the ball forward and score—a crucial skill for soccer. When
we assigned GRF’s built-in AI bots to control the open players on the left side of the field,
the players ran straight toward the ball, instead of taking advantage of the closeness to the
opponent goal without being marked. Hence, we modelled a behavior for open players in
Scenic so that they would stay close to the goal while abiding by the offside rule.

Although obvious to humans, the trained checkpoint performs poorly in this scenario
with an average goal difference of 0.1. To ‘debug’ the agent, we then fine-tune the agent on
a ‘mirrored’ scenario, as shown in Figure 7.2d, with PPO for 5M timesteps. The fine-tuned
agent improved noticeably on the original scenario, achieving an average goal difference of
0.67. This showcases the usefulness of Scenic to easily model and generate scenarios of
interest using one’s domain knowledge, which may have been difficult with blackbox agents
(e.g. built-in AI bots, or trained RL agents), to test and debug certain capabilities of an RL
agent.

7.3.6 Facilitating Training with Probabilistic Scenic Policies
In the section, we show how RL practitioners can incorporate their domain knowledge by
writing probabilistic Scenic policies for faster training. Using domain knowledge, we en-
coded RL policies in Scenic for five different scenarios, where the agent suffers to learn,
and generated 8K samples of demonstration data for per scenario. To facilitate training on
those scenarios, we first pre-train an agent via behavior cloning with the generated offline
data and then fine-tune the agent using PPO for 5M timesteps. All the experiments were
repeated for three different seeds. Figure 7.7 compares the training performance of these
agents against the agents that were trained with PPO only. We notice that, even with such
a low volume of demonstration data, we can train much better agents and can solve scenar-
ios which were otherwise unsolved. The experimental results thus suggests, with stochastic
Scenic policies we can generate rich quality demonstration data to substantially enhance
training performance, which can be particularly useful in practice for environments like GRF
which requires a heavy compute resource.

7.4 Bibliographic Notes
In literature, several techniques have been adopted to generate a rich variation of learning
scenarios, primarily to promote or, ensure generalization. Techniques such as changing
background with natural videos [199], introducing sticky actions [114] have been attempted,
but are not robust enough. To ensure generalization, [107] and [154] generated training and
testing scenarios by randomly sampling from different regions of parameter space. Similar
to supervised learning, the use of separate train and test sets have also been adopted [128,
34, 35, 87], typically using techniques such as Procedural Content Generation [78], which
has traditionally been used to automatically generate levels in video games. However, most
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of these focus on discrete domain, typically the dataset generation process is opaque, and
it can be difficult to quantify or, reason about how different (or, similar) these train and
test sets are, because the generation process often use random numbers to generate different
configurations.

On the contrary, a few manually scripted scenario benchmarks are proposed with respect
to a few RTS RL environments with limitations. For StarCraft [181], only two benchmark
scenarios [177, 147] have been proposed. Both of these model different initial states but leave
the behavior generation to either a learned RL agent or AI bots that are provided by the
StarCraft environment, which are considered as blackbox agents. As a result, a sophisticated
modeling and control over the behaviors of non-RL agents to create specific types of scenarios
is not possible, severely restricting the diversity of the scenarios. For soccer domain, [161]
presented one benchmark scenario on keepaway tactical scenario and later extended to more
general half-field offense scenario [76] and provided a library of APIs relating to behaviors
(e.g. mark player, defend goal) of players, which helps users to model scenarios. However,
Scenic provides further benefits that are not covered in this work. Scenic provides high-
level syntax and semantics to (i) easily write spatial relations for intutively modeling initial
states, (ii) assign distributions over both initial states and behaviors to generate variations
of environments for robust training and testing generalization, and (iii) specify priorities
over interaction conditions over behaviors to model more sophisticated types of higher level
behavior (refer to Sec. 2.1).

7.5 Chapter Summary
We introduced and demonstrated the benefits of adopting a scenario specification language
to train RL agents and test their generalization capabilities in various realistic scenarios
generated by Scenic programs, which succinctly capture distributions of initial states and
behaviors. We also showcased modeling domain knowledge via stochastic Scenic policies by
generating demonstration data to facilitate training in GRF, a complex real-time strategy
environment. We believe that more advanced scenario modeling and generation support is
necessary for the RL community to model dynamic physical interactions. Our work shows
that a domain specific PPL like Scenic can.
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Chapter 8

Personalized Human Training in
Extended Reality

Human cyber physical systems (h-CPS) refers to cyber-physical systems that operate in
concert with human operators [155]. To list a few examples, a fork truck maneuvered by a
human driver and a drone whose trajectories are designated by a human are h-CPS. Using
Scenic and VerifAI, we design and implement a personalized training algorithm to train
humans interacting with h-CPS using augmented and virtual reality (AR/VR), or extended
reality (XR) in short [90]. In our setting, a human wears an XR headset and fully controls the
joints of a humanoid robot in XR to solve a task. The virtual humanoid tracks and mimics
the human’s body movements using the sensors embedded on the headset. The objective is
to train each human a set of skills to control the humanoid in order to solve certain physical
tasks. In particular, our algorithm aims to train psychomotor skills to humans, which consists
of cognitive process and motor execution, and also assist humans to generalize the skills to
similar tasks unseen during training.

To induce generalization, we use distributions of training tasks formally modeled as
Scenic programs. In neuro-physiology, it is well-established that structured variability
in training tasks promotes generalization of psychomotor skills [195, 43, 171, 15]. More
intuitively, for example, to teach a sports player how to pass a ball to a running teammate,
coaches may vary the teammate’s running speeds and directions. These findings have been
empirically demonstrated in adaptive motor skill training systems in reality [176, 112, 175,
174] and in XR [18, 162, 130]. Our system formally models this structured task distribution
with Scenic and evaluate human performance with VerifAI.

A core contribution of this work is to develop a generic personalized training algorithm
in XR, which can easily be adapted to train psychomotor skills for various types of h-CPS.
Personalization in training is necessary because learning speeds and hand-eye coordinations
vary among humans. Hence, the XR system needs to adapt the training to each individual.
Our system is can easily be adapted for different domains because it solicit domain knowledge
from the experts or instructors. In particular, key aspects of this domain knowledge include
a set of skills to train and a corresponding set of training tasks which we formally model as
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Scenic programs. Thus, each skill is associated with a Scenic program. Our algorithm
models a human knowledge state and adapts training tasks in XR, accordingly. Once it
selects a skill to train, the algorithm iteratively samples a task from the associated Scenic
program and generates it in XR until the human reaches a mastery of the skill. We derive
principles from learning sciences to algorithmically personalize training curriculum (i.e. the
order of probabilistic programs to train with) and training speed (i.e. the number of tasks
to sample per program to assist each user reach a skill mastery). In the rest of this section,
we will interchangeably use the term, humans and users, which are equivalent.

8.1 Background: Bayesian Knowledge Tracing
We use Bayesian Knowledge Tracing (BKT) [198] to algorithmically model whether a human
has mastered, or sufficiently learned, a skill. BKT has become the standard in education
research for modeling a student’s mastery of cognitive skills in domains such as algebra and
chemistry. In fact, BKT is used in intelligent tutoring systems (ITS) [167] which are person-
alized tutoring algorithms developed in education research [142]. In ITS, for each cognitive
skill (e.g. addition in algebra), there is a relevant question bank with solutions. ITS samples
a question from the question bank and a student’s performance is recorded as a boolean (i.e.
correct or incorrect). Based on this boolean result, ITS uses BKT to algorithmically update
the system’s belief over the student’s mastery of the skill. Similarly, in our setting, we have
a probabilistic program in lieu of the cognitive question bank, modeling a distribution of
psychomotor tasks. We use BKT as there is no literature on both adaptive and algorithmic
approach to estimate psychomotor skill mastery. We believe that BKT potentially can es-
timate mastery because psychomotor skills also encompass cognitive process. Investigating
the effectiveness of BKT is a key objective of this work.

Now, we explain the mechanism of BKT. A BKT model is tuned for each skill. Modeling
BKT comprise of two parts: (i) a domain expert’s analysis of training tasks designed to
train a particular skill (e.g. a question bank related to addition in algebra) and (ii) then
tuning BKT model’s four parameters using their mental model of students: the student’s
initial probability of having mastered the skill from prior knowledge before training (prior),
probability of the student mastering the previously not mastered skill after experiencing a
training task (learn), probability to make a mistake when applying an already mastered skill
(slip), and probability of correctly applying a skill that is not mastered yet (guess). For more
detail, please refer to [198].

For context, BKT assumes a binary knowledge state, meaning that the student is either in
the mastered or not mastered state with respect to each skill. It also assumes a binary-graded
response from a student’s attempt to solve a task (i.e. correct or incorrect). The underlying
statistical architecture of BKT is a hidden Markov model with observable nodes representing
the student’s history of binary responses obst to a sequence of training tasks indexed with
t, and hidden nodes representing students’ latent knowledge state after experiencing t-th
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task. The mathematical definitions of these parameters and the Bayesian update rule is
formulated below.

prior “ P pL0q

learn “ P pT q “ P pLt`1 “ 1|Lt “ 0q

guess “ P pGq “ P pobst “ 1|Lt “ 0q

slip “ P pSq “ P pobst “ 0|Lt “ 1q

Note that while P pL0q denotes the BKT’s prior parameter, we also define P pLtq as the
probability that the student has mastered the skill after experiencing t-th task. BKT updates
P pLtq given an observed correct or incorrect response to calculate the posterior with:

P pLt|obst “ 1q “
P pLtqp1´ P pSqq

P pLtqp1´ P pSqq ` p1´ P pLtqqP pGq

P pLt|obst “ 0q “
P pLtqP pSq

P pLtqP pSq ` p1´ P pLtqqp1´ P pGqq

The updated prior for the following time step, which incorporates the probability of learning,
is defined by:

P pLt`1q “ P pLt|obstq ` p1´ P pLt|obstqqP pT q

8.2 Methodology
In this section, we present the design of our intelligent, personalized XR training system
to support users learn and generalize relevant psychomotor skills to engage in diverse XR
activities of interest. Our overall system design is visualized in Fig. 8.1. Because different
XR domains, or applications, often do not readily have offline training data to leverage
any data-driven machine learning techniques, we utilize domain expertise to compensate.
Although our design methodology is not particular to any specific XR domain, for ease of
explanation, we will use our interaction with VR esports experts as a running example.

8.2.1 Solicit and Implement Domain Knowledge
Once an XR domain for training is determined, we recruit the domain experts to gather
following information, which serves inputs to our system as shown in the leftmost part
of Fig. 8.1: (i) a set of skills to train, (ii) prerequisite relations among the skills, and (iii)
corresponding distributions of training and evaluation tasks for each skill with task evaluation
metrics, and (iv) BKT parameters for each skill (refer to Sec. 8.1).
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Figure 8.1: Overview of our personalization approach

Identifying Skills to Train and the Inter-relations Among the Skills

First, we conduct to a joint meeting with experts to identify and represent the training skills
and their interrelation as a knowledge graph shown in Fig. 8.2. To facilitate the discussion,
we used a shared PowerPoint slide. We ask the experts to first brainstorm which psychomotor
skills are fundamental to engage in the chosen XR domain, and type the names of the skills
on the slide so others can see. Once a sufficient number of skills are written down, we
ask the experts to discuss and reach a consensus on which skill to train. Once the set of
training skills are determined, on the shared slide, we create a set of blocks, each with a
skill name inscribed as shown in Fig. 8.2 to facilitate the discussion on pre-requisite relations
among skills. We ask the experts to first identify blocks (i.e. skills) that do not have any
pre-requisite skills. Once identified, we re-arrange the identified blocks (e.g. T, GR, SP) to
form a top level in the shared slide as shown in Fig. 8.2. Then, we inquire the experts to
place the blocks, which immediately require the skills at the top level, right underneath the
top level and indicate the pre-requisite relation with directed arrows, where the skill pointed
at requires the skill pointed from. We iterate this process until all blocks are consumed,
forming a directed, acyclic, pre-order graph, i.e. in short, knowledge graph, for example, as
shown in Fig. 8.2.

Designing Task Distributions & BKT Tuning

Next, we solicit further domain knowledge on training and evaluation tasks and related BKT
parameters for the identified skills. In the video call, we share a shared Figma [50] document
for the experts to draw out the imagined training and evaluation tasks with variations.
For each skill, we ask the experts to collectively discuss and determine the tasks and their
evaluation metric by drawing them in the shared document. After they complete modeling a
training task distribution for each skill, we ask the experts to tune BKT parameters for the
skill based on their knowledge of the task distribution. For tuning, we specifically ask the
following questions in Likert 5-point scale [108], assuming that the user already mastered
the prerequisite skills.
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1. There is a high chance a novice user will learn the skill after a single training exercise.
(learn)

2. A user is likely to solve the task in a training task without having mastered the nec-
essary skill. (guess)

3. Considering the complexity of the maneuvers that a novice user has to make to solve
for the training task, a user is likely to make a mistake and fail to solve a task in this
task even if they had already mastered the necessary skills. (slip)

These BKT parameters are probabilities ranging [0,1]. However, the Likert 5-point scale
may not directly map to [0,1] (e.g. BKT’s learn probability of 4 out of 5 points may not
necessarily map to 0.8 in probability). Hence, we further ask experts to provide their estimate
on the consecutive number of training tasks, N , a user needs to solve to reach a mastery.
This practice of enlisting experts to help hand set BKT parameters based on expected skill
learning trajectories, is not unique to our work. In the first few years of operation, this
was the practice established by the Cognitive Tutor [142], an intelligent tutoring system, for
setting their skill parameter values.

Implement Solicited Domain Expert Knowledge

We represent the interrelation among skills as a knowledge graph as shown in Fig. 8.1 under
“knowledge representation,” whose nodes are skills and directed edges, pre-requisite rela-
tions. Per skill, the associated training and evaluation task distributions are modeled as
two distinct probabilistic programs, respectively. The corresponding task evaluation metrics
are programmed with Python [145]. Finally, we implement a BKT model for each skill.
Traditionally, the standard use of BKT is that skill mastery is reached if BKT’s prediction
(in probability) is greater than 0.99. Regarding the “prior” parameter, we conservatively
uniformly set it to 0.05 across all skills since we do not have data a priori for estimation. For
the remaining three BKT parameters, for each skill, we find a mapping from the experts’
Likert 5-point scale to probability of [0,1] such that correctly solving N consecutive tasks
result in BKT’s output greater than 0.99. Recall that this number N varies across skills and
are provided by the experts (refer Sec. 8.2.1).

8.2.2 Personalized Curriculum Generation
Prior Knowledge Identification

To personalize the curriculum, the system needs to first identify the user’s prior knowledge
of skills. The user’s knowledge state, as visualized in Fig. 8.2, is defined as a colored knowl-
edge graph, whose binary colors represents mastered (green) or not mastered skill (red),
respectively. This binary knowledge state assumption derives from BKT (refer to Sec. 8.1).
Our goal is to efficiently color the uncolored knowledge graph as visualized in Fig. 8.1, under
“knowledge representation,” to fully colored knowledge state shown under “prior knowledge
identification.”
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Without having to test a user with every skill, the system efficiently select a subset of
the skills to approximate prior knowledge leveraging the interrelation among skills. Once a
skill is selected for an evaluation, the system sample and generate evaluation tasks from its
corresponding probabilistic program for N number of tasks that experts provided to reach
mastery for the skill (refer to Sec. 8.2.1). If the user solves all the N tasks, indicating
mastery, then the system colors the node and its pre-requisite nodes in the knowledge graph
to be green and update the nodes’ associated BKT models’ prior parameter to be above
0.99. However, if the user has not master the skill, then the system colors the node and its
post-requisite nodes as red.

To efficiently sample the evaluation skills, the system uses the algorithm in Equation
(1). For each uncolored node in the knowledge graph, this algorithm computes the time
saved from evaluating a skill, s. Suppose the user has already mastered the skill, s, then the
system saves the time to evaluate its pre-requisite skills, which we denote t`

s and computed
by summing the task completion times of pre-requisite skills. Similarly, t´

s sums the task
completion times of post-requisite skills for the case when the user has not mastered the
skill, s. Hence, for each uncolored node, s, the worst saved time is min pt`

s , t
´
s q. The system

samples for the uncolored node, which maximizes the worst saved time, for a time-efficient
prior knowledge identification. We mathematically formulate the algorithm for sampling
skill for prior knowledge identification in Equation (1).

s˚
“ argmax

s is uncolored
min pt`

s , t
´
s q (8.1)

Adaptive Curriculum Generation

Zone of proximal development (ZPD) is a concept from psychology, which we adopt to
generate a personalized curriculum. ZPD defines the "boundary zone" of human knowledge,
which defines the zone that is not learned yet but has close relation with those already
learned. Previous literature shows that, with activities selected from ZPD, students can
learn on their own with little guidance from instructors [105, 111], and feel more engaged in
learning[38].

As highlighted in light blue in Fig. 8.1, under “Curriculum Generation,” we define the
ZPD to be a set of red color nodes that are either one edge away from the green nodes or red
nodes with no prerequisite skill. From the ZPD set, the system selects for the next skill to
train, which has the minimum number of prerequisites. If there are more than one such node,
the system chooses the one with a shorter time constraint for its training task. The system
uses these heuristics to expedite the training. Once the user masters the selected skill, then
the system updates the knowledge state and ZPD accordingly and sample another skill to
train. The system repeats this procedure until either all skills are mastered or training time
expires.
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Figure 8.2: Our system represents a knowledge state as a colored, acyclic, directed, pre-order
graph as visualized in this figure. Each node represents a skill. The directed edges encode
prerequisite relations. The color represents mastery (green: mastered, red: not mastered).
The zone of proximal development (ZPD) highlighted in light blue is a set of not mastered
skills that are in proximity to mastered ones.

8.2.3 Personalized Training Speed
Once a skill is selected by our curriculum generator (refer to Sec. 8.2.2), the system searchs for
the skill’s probabilistic program, modeling training task distribution, and its task evaluation
metric. The system inputs these two to VerifAI toolkit. VerifAI samples a training
task from the probabilistic program, generate it XR, and evaluates the user (i.e. correctly or
incorrectly solved the task). This binary response, or evaluation result, is used to update the
associated BKT prediction. If the BKT does not predict mastery, then the knowledge state
and the ZPD set remains the same. Hence, more training tasks are sampled and generated
until BKT predicts mastery. This way, our system adapts the number of tasks, or practices,
for each user to reach mastery per skill.

8.3 Experiment
In this section, we conduct a between-subjects study to evaluate our system which uses BKT’s
predictions to personalize the curriculum (i.e. the order of skills to train) and the training
speed (i.e. the number of practices, or tasks, per skill to sample from each probabilistic
program modeled in Scenic to assist each user achieve mastery). The control condition
uses self-assessment in lieu of BKT to control the curriculum and training speed. We use
self-assessment for comparison as it is, to the best of our knowledge, currently the only
adaptive and scalable methodology to predict psychomotor skill mastery with respect to
task distributions (refer to Sec. 8.4).

The three hypotheses of our study are: (H1) our system is more effective than the self-
guided learning of psychomotor skills in terms of learning gains and subjective task load,
(H2) BKT is more accurate design component in predicting psychomotor skill mastery
with respect a task distribution, to personalize training speeds, and (H3) our system’s
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personalized curriculum based on BKT predictions is more effective than the control’s in
terms of user experience and training efficiency.

8.3.1 Example Application Domain: Esports
Esports is an interesting application domain which require skills that encapsulate diverse
characteristics of psychomotor skills in general. It requires both fine (e.g. hand, feet) and
gross (e.g. arm, legs, waist) movements, while involving careful tactical cognitive planning.
Also, it involves physical coordination with other dynamic virtual agent(s). For these reasons,
we select Echo Arena, a zero gravity frisbee VR esports, as our example application domain
to conduct our study. We reconstruct Echo Arena in Unity [73] and interface Scenic to
model and generate the desired training and evaluation scenarios in VR.

8.3.2 Experts/Instructors Recruitment
We recruited four professional Echo Arena esports players via direct messaging on Dis-
cord [82]. They provide us with necessary inputs (refer Sec. 8.2) to our training system
through 2 hours of joint video call. Each professional is paid $50 for their time and inputs.
These professionals have achieved the top 10 in ranking over the last few years in the VR
Master League [104], which hosts the largest annual Echo Arena tournament. For context,
in the most recent tournament in 2022, nearly 8,000 people around the world joined the
competition [104]. These four experts also has experience in coaching novice or amateur
Echo Arena players.

8.3.3 Participants
We recruited participants through university online forums and mailing lists from a commu-
nity of VR users. We receive 25 responses of subjects with prerequisite dynamic VR game
experience. Out of the 25 respondents, we exclude 7 subjects according to our three pre-
determined exclusion criteria: 1) exhibiting motion sickness, 2) too much skill expertise (no
opportunity for learning), and 3) extreme lack of hand-eye coordination (unlikely to master
any skill during our short training session). The accepted 18 participants’ ages range from
19 - 25 years, with 4 females and 14 males. Eligibility criteria and a summary of partici-
pants’ backgrounds are listed in the supplemental material. Each participant is financially
compensated with $40 gift card for their 2 hours of participation. For the participants who
are excluded according to our pre-determined criteria, they are compensated for the time
they participate at $20 per hour rate.

8.3.4 Procedure
We conduct an IRB approved between subjects experiment to avoid learning and fatigue
effects. We randomly divide the accepted 18 participants into two disjoint groups, i.e. the
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control and the experimental groups, with 9 participants in each condition. The study is
conducted individually, not in groups. The study consists of the following sessions: basic
tutorial (5 min), pre-test (15 min), advanced tutorial (10 min), training (25 min), post-test
(15 min), and exit questionnaire (5 min), with 10 min breaks in between sessions including
the half way through the training session. The details of each session is explained in the
supplement. We train and evaluate 10 different skills provided by our recruited experts.
The pre/post tests examine each of the 10 skills with a variable number of consecutive tasks,
which are sampled from its corresponding evaluation task distribution, modeled as a Scenic
program, and sequentially generated in XR. Recall when tuning BKT parameters for each
skill (refer to Sec. 8.2.1), we ask the recruited experts, per skill, how many consecutive tasks
a participant need to solve to demonstrate mastery. We use this information to set the
number of evaluation tasks per skill (refer to our supplement for these numbers).

Both conditions follow the exact same procedure as above, except for the training session.
During training, the experimental condition is trained with our system which automatically
adapts the training contents (i.e. the curriculum and the training speed) to each user using
BKT’s predictions. In contrast, the control condition manually adapts the training contents
using self-assessment of skill mastery after completing each task. In addition, the control
is provided with a default curriculum designed by our recruited experts, and are given the
freedom to modify it as they see fit. The control condition is informed that the default
curriculum is designed by experts. After completing each task, the control condition is asked
in XR for their (i) binary self-assessment (i.e. mastered/ not mastered) on the mastery of
the current skill, and (ii) whether to transition to another skill. Either until the participant
decides to transition (control) or BKT predicts mastery (experimental), tasks are iteratively
sampled from associated probabilistic program and generated in XR. Because the periodic
self-assessment takes up a small portion of training time, we also ask the experimental
condition to also self-assess after each task, even though it is not used. During training we
collect the following data. After subjects completes each task, we record the task name,
binary task evaluation result (i.e. correct/ incorrect), BKT’s prediction, and binary self-
assessment prediction, and time when the data are collected.

8.3.5 Measurements
Learning Gains A learning gain for a participant is computed by one’s score improvement
(i.e. post test - pre test scores), where the pre and post test scores are computed in the
following way:

řK
i“1p# of correctly solved tasks for skill iq / (total # of tasks used to eval-

uate skill i), where K is the number of skills to train. In this study, K=10, and each skill is
evaluated with a variable number of tasks (refer Sec. 8.3.4).
Statistical Significance Test We use Mann-Whitney’s U test using Python Scipy’s stats
package [86] for all the statistical significance tests reported in the Results Section. We
choose this test because the sample size is too limited to expect normal distributions to hold
for unpaired t-test.



CHAPTER 8. PERSONALIZED HUMAN TRAINING IN EXTENDED REALITY 95

Figure 8.3: The left box plots compare the average learning gains between the two conditions.
The right box plots compare the BKT and the self-assessment’s average errors in predicting
psychomotor skill mastery. The green dotted line in the box plot represents the average and
the orange line, the median.

User Experience Evaluation We use the NASA task load index (TLX) [75] to measure
a subject’s subjective mental workload for the skills we train, before and after the training
session. To measure the improvement in the subjective task load, we compute (TLX score
after training - TLX score before training). Furthermore, we conduct exit interviews to
qualitatively evaluate subjects’ training experience for both conditions. We ask for any
positive or negative experiences with the training. And, we inquire following three Likert
5-Point scale questions to evaluate user experience with the training curriculum.

1. The training session was engaging.
2. The training session was incrementally challenging.
3. The training has helped me learn new skills in virtual reality.
A table listing out the 5 point scale and their meanings, i.e. strongly disagree, disagree,

neutral, agree, strongly agree) was provided underneath each statement.
Approximating Mastered Skills in Pre/Post Tests In the evaluation session (i.e. pre/
post tests), a user is examined with a variable, consecutive number of tasks per skill (refer
to Sec 8.3.4). We approximate that the user has mastered a skill if one can solve all the
consecutive tasks for the skill in the evaluation.
Skill Mastery Prediction Error This error is computed using the difference between the
expected and the actual post test scores for the skills that are predicted to be mastered
by either BKT or self-assessment, i.e. M ´

řM
i“1p# of correctly solved tasks for skill iq /

p# of tasks used to evaluate skill iq where M represents both the number of mastered skills
and the expected score for each participant.
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8.3.6 Results
Effectiveness in Learning Gains Prior to comparing the learning gains between the
two conditions, we check whether there is any imbalance in the prior skills between the
two conditions. The difference in the distributions of the pre-test scores is not statistically
significant (p-value ă 0.05). Regarding learning gains, the experimental group outperform
the control group on average with statistical significance (p-value ă 0.05) as shown in Fig. 8.3
with an effect size of 0.41. On average, the control group improves 22.96˘12.90% in learning
gains, whereas the experimental group improves 30.37˘5.97%. We observe that the standard
deviation of the experimental condition is reduced by 53.7% than the control’s.
User Experience Despite the higher average learning gains, the experimental condition
does not result in lower subject task load after training than the control. Recall that lower
TLX score is preferable because it means the subjective task load has decreased. The experi-
mental condition shows a mild average decrease in NASA TLX scores by 6.56˘16.00%, while
the control exhibits a medium average decrease by 17.56˘ 11.77%. However, the difference
in the distributions of TLX score improvements is not statistically significant (p-value 0.07).

After the post tests, we equally ask both conditions for their user experience with training
curriculum, using our Likert 5-point scale questionnaire related to engaging, incrementally
difficult, and helpfulness in learning new skills. Both conditions positively rate their training
experience as plotted in Fig. 8.5, averaging approximately 4.5 out 5 points for all three
aspects. Mann-Whitney U test show that the differences in distributions across conditions for
engagement, incremental difficulty, and helpfulness are not statistically significant, reporting
p-values of 0.86, 0.43, and 0.34, respectively.

During the verbal interview, we also ask both conditions for any negative experiences with
the training in general. While the control condition does not share any negative feedback,
four out of nine participants in the experimental condition (we denote participants as E1-E9)
report negative experiences particularly with the training speed. Some participants share
frustration from too many assigned practices for a specific skill:“I got frustrated towards the
end because I was stuck in a task” (E3) and “getting stuck in a task was a bit frustrating in
the beginning, but frustration went down as I saw myself improving” (E5). On the contrary,
some report premature transitions: “sometimes, the training algorithm transitioned you a bit
earlier than you expected” (E6) and “during the training, I thought I still needed some more
practice, but during evaluation I actually performed better than I expected” (E1).
Skill Mastery Estimation We compare the skill mastery prediction errors between the
two conditions. Our results show that BKT has lower average prediction error than self-
assessment, as visualized in Fig. 8.3 (right). BKT overestimates participants’ skill mastery
by 28.21˘ 13.06%, whereas the control overestimate by 34.81˘ 23.67%. However, these two
distributions of prediction errors is not statistically significant (p-value 0.46). We compute
the Pearson correlation [56] between participants’ actual scores to the corresponding expected
scores. The experimental condition has a noticeably higher correlation coefficient of 0.96 (p-
value ă 0.01) than the self assessment’s 0.59 (p-value 0.09).
Curriculum Generation Our results show that none of the control participant alters the
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Figure 8.4: A comparison in curricula between the control and the experimental conditions.
The black circles represent skills to train and the arrows visualize different training curricula
(i.e. the order of skills). The control condition adhered to a single curriculum shown in
black arrows. In contrast, four different curricula emerged in the experimental conditions as
highlighted with purple, blue, orange, and red arrows.

default expert-designed curriculum, even though they have the freedom to do so as they see
fit. On the contrary, our system generates four unique personalized curricula according to
four different categories of identified prior knowledge in the experimental condition. The
comparison between the control’s uniform versus the experimental condition’s personalized
curricula is visualized in Fig. 8.4. In contrast to the control’s fixed curriculum (highlighted
in black arrows), our training system skips over skills (e.g. T, DP, SP_GR, DP_T) that
participants already master to focus the training on the skills yet mastered.
Training Efficiency In terms of the average number of skills that are predicted to be mas-
tered during training, both conditions achieve similar outcomes. In the control, participants
self-assess to have mastered 7.78 ˘ 1.98 skills on average during the training session. In
the experimental condition, BKT predicts that participants master on average 7.56 ˘ 2.51
skills in training. The difference between the two distributions is not statistically signifi-
cant (p-value ă 0.05). Furthermore, for the experimental condition, the average time to
complete prior knowledge identification is 6.49˘ 0.74 minutes, which is much more efficient
than testing each participant with all the skills as in the pre-test that takes 15 minutes. In
this context, our results show that the experimental condition spends nearly 1/3 of training
tasks on skill already mastered than the control, and efficiently focuses the training on not
mastered skills. The control spends on average 16.67% of training on skills they already
master (i.e. on average 11.67 ˘ 10.21 tasks out of 66.33 ˘ 14.53 total average number of
tasks completed in training). In comparison, the experimental condition spends 6.57% of
training on the skills they already master (i.e. on average 4.16˘4.53 tasks out of 63.33˘8.77
total average completed tasks). For fairness, we report time in terms of tasks, not minutes,
because each skill’s training task requires different average task completion time, ranging
from 6 to 20 seconds. As a result, a single task for a skill may worth 3 tasks for another skill
in terms of task completion time.
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Figure 8.5: The bar plots compare the user experience on the training curriculum with
respect to engaging, incrementally difficult, and helpfulness in learning new skills across the
two conditions.

8.3.7 Discussion
In this section, we analyze our results in relation to our hypotheses (H1-H3) as stated in
Sec. 8.3. Based on observations of our study, we suggest directions to improve observed
shortcomings of BKT, which serves as the backbone of our system, in Sec. 8.3.7. Finally, we
share potential challenges as others may author our system in Sec. 8.3.7.

System Analysis

We analyze our study results in relation to our three hypotheses (H1-H3) (refer to Sec. 8.3).
H1: Effectiveness of the System As visualized in Fig. 8.3 (left), the users trained with
our system exhibits higher average learning gains than those train relying on self-assessment
(p-value ă 0.05), but with a mild effect size of 0.41. Much more noticeable is the consistent
learning outcome with the experimental condition, whose standard deviation of learning
gains (˘12.90%) is 53.7% lower than the control condition’s (˘5.97%). This shows that our
system considerably lowers fluctuations in the learning outcomes than the control, reducing
the chance of users falling behind. This is a necessary characteristic to support a wider user
base to learn relevant skills to engage in diverse XR activities of interest.

Counter-intuitively, despite higher average learning gains, the experimental condition
does not result in lower average subjective task load than than control after training. Recall
that it is desirable to lower subjective task load (i.e. lower NASA TLX score) through train-
ing. The control condition decreases in the NASA TLX score by 17.56˘ 11.77% on average,
whereas the experimental only decreases by 6.56 ˘ 16.00%. Although the difference is not
statistically significant, we observe the average leaning more favorably towards the control.
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As pointed out in the verbal interview, this potential cause of this outcome derives from our
use of BKT to control training speeds. While the control group report no negative experi-
ence with training, nearly half of the experimental condition do, specifically concerning our
system’s training speed. The participants in the experimental condition (E3,E5) repeatedly
use the word “stuck” to share their frustration from not being able to stop excessive training
on a particular skill. Also, E1 and E6 complain that the system prematurely transition them
to training new skills even though they do not feel prepared to move on. This discrepancy in
the learning gains and subjective task load has been observed in academic learning setting
(e.g. [166]) as well, where the condition achieving the highest objective learning gains also
counter-intuitively result in the highest subjective task load, due to the training system’s
limited interaction with users.
H2: Accuracy of BKT vs. Self-Assessment The accuracy of the BKT and the self-
assessment directly affects the training speed. Recall, when training a skill, tasks are itera-
tively sampled from associated probabilistic program and generated in XR until either BKT
predicts mastery (experimental) or the participant self-assesses to transition to another skill
(control). The results show that the BKT’s skill mastery prediction error (28.21 ˘ 13.06%)
is lower on average than the self-assessment’s (34.81 ˘ 23.67%), but with no statistically
significant difference. However, BKT significantly lowers fluctuations in mastery prediction
errors as visualized in Fig. 8.3 (right). Due considerably lower variations in its prediction
errors, BKT’s predictions are 37% more highly correlated to skill mastery than the self-
assessment’s. We also note that BKT’s high correlation does not derive from consistent
underestimation of skill mastery, thereby providing over-practices to train a fewer number
of skills. The control and the experimental conditions completes on average 7.78˘ 1.98 and
7.56˘ 2.51 skills, respectively, out of 10 skills during 25 minutes of training session, with no
statistical difference. These findings explain why the experimental condition exhibits more
consistent learning outcomes and achieve higher average learning gains.

These disparity in the consistency of predictions becomes clearer as we contrast the
processes involved in the two methods. Recall, by our definition, a user who achieves mas-
tery of a skill can correctly solve all tasks in its associated training task distribution. For
self-assessment, this means that each user needs to: first, accurately approximate the task
distribution from experiencing sampled tasks. Second, the user needs to accurately assess
confidence in solving tasks with respect to one’s estimated mental model of the the task dis-
tribution. This approximation of the task distribution likely becomes challenging as task
complexity increases. Furthermore, it is well-established [49, 69] that self-assessment is in-
accurate during learning phase.

On the contrary, for modeling BKT per skill, domain experts tunes BKT parameters (refer
to Sec. 8.1) using their accurate understanding of the task distribution that they designed for
training the skill and mental models of novice students’ learning processes. We conjecture
that the observed BKT’s prediction errors derive from its insufficient parametrization of
learning process, since BKT is traditionally developed for purely cognitive skills (e.g. algebra)
which does not involve physical movements. Furthermore, the errors may also stem from the
domain experts’ inaccuracy or bias in their mental models of students or in expressing their
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knowledge as BKT parameters.
H3: Effectiveness of Personalized Curriculum We observe a stark difference in the gen-
erated curricula between the two conditions as visualized in Fig. 8.4. Our system generates
four unique personalized curricula according to four different categories of prior knowledge
identified in the experimental condition. In contrast, the control uniformly adheres to a
single expert-designed curriculum. We compare both conditions’ user experience on the
curriculum with our customized Likert 5-Point questionnaire. As shown in Fig. 8.5, both
conditions positively report that the training is engaging, incrementally difficult, and help-
ful for learning new skills, averaging around 4.5 out of 5 across all three aspects, with no
statistically significant difference. This shows that the effects of our system’s curricula on
the user experience with respect to the three aspects are not statistically different from the
expert-designed curriculum.

With the combined effect of personalized curricula and training speeds, the study results
show that our system has higher training efficiency. The prior identification phase of our
system takes on average 6.49 ˘ 0.74 minutes, which is 56.7% more efficient than the pre-
test that takes 15 minutes to test every skill. Instead, our system’s prior identification
algorithm selectively tests a subset of skills using their pre-requisite relations. Following
prior knowledge identification, our system spends only about 1/3 of time (measured with
the number of tasks) on the skills they already master compare to the control’s, and efficiently
focus on training not mastered skills. Our system efficiently skips over mastered skills and
more consistently predict skill mastery to adequately transition each user to train for skills
that are not mastered yet. These findings also explain the experimental condition’s higher
average learning gains than the control’s.

Our Suggestions to Improve BKT

The key insight to take away from our work is that BKT is more reliable design compo-
nent than self-assessment for psychomotor skill mastery prediction. This insight could be
incorporated to designing other adaptive training system which uses distributions of training
tasks for a generalizable training. In our system, we demonstrate the two use cases of BKT
to personalize the training curriculum and speed. However, our study results also reveals
BKT’s shortcomings concerning (a) the inaccuracy of BKT itself and (b) inadequate use of
BKT for personalizing training contents. We suggest directions to improve BKT’s accuracy
and its usage in this section.

To improve its accuracy, the canonical formulation of BKT needs to be extended with
more variables relating to influential physical factors such as fatigue. During pre- and post-
test phase of our study, we frequently observe participants failing to solve tasks in post-
tests, which they were able to solve correctly before in the pre-test. We conjecture that the
accumulation of visual fatigue from exposure to VR and physical fatigue from exertions may
have induced the outcomes we observed. However, further investigation is necessary.

Our study reveals two issues regarding our system’s use of BKT’s predictions to personal-
ize training contents: (a) premature transition before the users feel confident with a skill and
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(b) frustration from excessive practices of a same skill. To prevent premature transitions, it
may be appropriate to probe and incorporate the user’s self-assessment of the current skill
after BKT predicts skill mastery. If the user is not confident, then more tasks should be
sampled and generated in XR until the user is confident. This way, we can align the BKT’s
prediction with the user’s subjective confidence. However, this comes at the risk of, in the
worst case, a consistent underestimation of skill mastery, resulting in redundant training
due to the user’s low confidence. For this reason, it may be reasonable to explore effective
ways to share the BKT’s estimate of skill mastery with the user during training (e.g. a bar
graph representing the skill mastery in [0,100]% range in XR). This way, users can align
their self-assessment with BKT’s prediction.

To lower users’ frustration from excessive practices, there are important factors to con-
sider. Recall that BKT parameters (refer Sec. 8.1) for each skill are tuned with the assumption
that its pre-requisite skills are already mastered. Hence, if the system carelessly transition
the user to a new skill that requires the current one to avoid frustration, this violates the
BKT’s assumption and, therefore, degrades its prediction accuracy. Furthermore, this tran-
sition would also likely overload the user to simultaneously learn the pre-requisite and new
skills, potentially incurring more frustration. To circumvent these issues, scaffolding [137] a
skill could help users master each skill before transitioning to the next skill, while lowering
frustration. This means to use domain knowledge to divide the associated task distribution
to the skill into different sections of according to difficulty, and sample from relatively easier
section to assist learning. However, this scaffolding may be labor intensive in trade-off.

Anticipated Challenges in Authoring Our System

There are a number of anticipated challenges as external researchers implement or adapt our
system for their purpose.

Learning Scenic Probabilistic Programming Language To author our system
using Scenic, the developer needs to be familiar with Python programming language be-
cause Scenic language is embedded in Python. This means that Scenic supports syntax
akin to Python such as for/while-loop, if-else statements, defining functions with def, etc.
Building on to Python, Scenic adds syntax that resembles natural English such as ahead
of, can see, visible to, behavior, etc. Hence, we expect developers with background
in Python and English be able to easily learn Scenic to model distributions of interactive
tasks, although this needs to be investigated through a separate study.

Interfacing Scenic to XR Simulator Scenic is simulator-independent, meaning it
is not specifically designed for a particular simulator. Hence, it can be flexibly interfaced to
other simulators. The generic code template and the instructions for interfacing is shared in
the Scenic documentation [62]. Using the template, Scenic has been interfaced to nearly
ten different simulators, including our interface Scenic to Unity in this study.

Limitations of Scenic Language Currently, Scenic does not support modeling hu-
man intent. This limits modeling sophisticated coordinated interactions between multiple
agents. For example, in Echo Arena VR esports we use for our study, it is difficult to model
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2 vs 2 offense situation, where a user needs to collaborate with its virtual teammate in order
to score against the two opponent players. The two opponent defenders and the teammate
need to adapt their strategies, or coordinated behaviors, to the user’s strategy, which is
unknown a priori and needs to be inferred in real-time based on observations of the user’s
behavior. Simply assigning a distribution over behaviors over, for instance, the virtual team-
mate without inferring intent may frequently result in generating unrealistic coordination.
Yet, Scenic does not provide relevant syntax and semantics to model intent. Consequently,
in our study, the training tasks involve limited interaction with at most one virtual player.
One suggestion is to extend Scenic syntax to express gestures, which are commonly used
to explicitly communicate intent.

8.3.8 Limitations of the Study
There are a number of limitations in our study.

Too much variability degrades learning: Although introducing variability in training
tasks has been shown to induce better learning and generalization of psychomotor skills [195,
43, 171, 15], too much variability in training can actually impair learning [23]. In our
study, we assume that the instructors who design the task distributions would introduce
adequate amount of variations to train each skill. We do not have any mechanism in place
to measure and determine whether the size of variations in the provided task distribution
would negatively impact learning.

Extracting Tacit Knowledge: It can be challenging to extract tacit domain knowledge
from the experts to specify accurate evaluation metrics per task distribution. We do not
experience this issue in our study, but we foresee this may be an issue depending on the
skill to train. We have not investigated a methodological approach to cope with this difficult
problem.

Tangled Effects in Our Study: And, in our study, the effects of personalizing the
curriculum and the training speed are jointly taking place. To better evaluate the isolated
effect of the two independent variables, further ablation study is necessary.

8.4 Bibliographic Notes
Our work relates to three fields of study: adaptive training, intelligent tutoring systems,
and, more broadly, psychomotor skill training. Pertaining to adaptive training, previous
literature [176, 175, 174] explore adjusting the training environments, such as varying a
basketball hoop’s heights and sizes, to generate incrementally difficult training exercises.
Some have explored the gamification of training with pre-defined difficulty levels in VR [178,
71]. Others also investigated the personalization of a curriculum to increase the effectiveness
of training [126, 157]. However, these literature do not address how to systematically and
adaptively predict skill mastery with respect to a distribution of training tasks. Instead, they
employ ad hoc measures to predict mastery such as solving N fixed number of consecutive
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training tasks, or allowing users to adaptively self-assess their skill after completing each
task. In our study, we compare BKT to self-assessment as it is, to the best of our knowledge,
currently the only adaptive and scalable methodology to predict skill mastery with respect
to task distributions.

The mechanism for skill mastery prediction is better addressed in the field of intelligent
tutoring systems (ITS) [167] from education research. ITS personalizes training contents,
such as curricula and training speeds, to each student’s needs. Also, it makes use of Bayesian
knowledge tracing (BKT) [198] to predict each student’s skill mastery. However, ITS and
BKT are traditionally designed to train purely cognitive skills like algebra, without involving
any motor skills. Nevertheless, because psychomotor skills consist of cognitive skills with
motor executions, our work is inspired by ITS. The design of our training system is built on
top of curriculum personalization framework introduced in [186, 121]. These work provide a
generic framework to assess skills and personalize curriculum without relying on any dataset
a priori. We adapt the curriculum generation aspect of this work to incorporate BKT to
estimate skill mastery to further adapt the training speeds.

There are numerous research directions in training psychomotor skills. Some focuses on
the construction of a high fidelity training simulators [83, 149]. Another investigates di-
verse forms of feedback to correct the users by exploring visual, tactile, and auditory haptic
feedback [193, 168, 36], developing new media like augmented mirror [7], or accounting for
social interactions [180] and cognitive science [84]. Others design new physical devices (e.g.
airRacket [173], tacTower [112]) to enhance sensory realism and engagement in training.
In comparison, our work assumes training in XR where an XR simulator and any feed-
back mechanisms are already provided. In this setting, we focus on how to personalize, or
individually adapt, the training contents, specifically the curriculum and the training speed.

8.5 Chapter Summary
We derive principles from learning sciences and neuro-physiology to develop a personalized
training algorithm for h-CPS in XR. In particular, we train psychomotor skills to humans
to better control systems and efficiently achieve tasks. A structured variations in training
tasks have been shown to promote generalization of skills in neuro-physiology. We use
Scenic to model and generate these variations of tasks in XR. To personalize the training,
we derive algorithms from intelligent tutoring systems in learning sciences to model human
knowledge. In particular, we model knowledge as a knowledge graph and uses BKT to
determine whether a user mastered each node, i.e. skill, in the graph. Given a set of skills
to train and a corresponding set of Scenic programs, it adaptively sequences the programs
to personalize the curriculum, and adjusts the number of tasks to sample per program to
personalize training speed. The experiment results show that our algorithm induces much
more consistent learning compared to self-guided learning.
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Chapter 9

Final Words

In this thesis, we make a case that a domain-specific PPL, Scenic, is an adequate formalism
to model and generate increasingly complex operating scenarios of autonomous systems.
Indeed, we demonstrate the generality of this formalism across different domains. The crux
of this thesis is to address the challenges that are introduced by adopting Scenic as an
environment formalism.

In the context of simulation-based testing and analysis, we devise a machinery for system-
level testing that integrates multi-objective falsification with parallelized simulation to effi-
ciently explore distributions of scenarios modeled as probabilistic programs. Then, we zoom
into component-level analysis to synthesize probabilistic programs that intuitively explains
in which distributions of scenarios the DNN-based component fails.

For sim-to-real validation, Scenic serves as a consistent formalism across simulation and
reality, which models scenarios where a component or a system fails. With this formalism,
we first propose a formal scenario-based approach to select test scenarios for track testing to
robustly induce system failures in reality. To overcome the labor-intensive and non-scalable
shortcomings of track testing, we propose a data-driven algorithm to query labelled sensor
data with probabilistic programs.

Finally, we demonstrate that we can train autonomous systems in a targeted manner,
guided by their failures identified in simulation. In particular, we propose offline and online
training techniques for reinforcement learning agents using Scenic. Also, we introduce
personalized training algorithm to test and train psychomotor skills to humans in XR, which
is another media for simulation.

9.1 Future Work
This thesis is a prelude to exciting future research directions.
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9.1.1 Understanding Training Data and Generating Missing Data
Nowadays, sensor data, such as RGB camera, LiDAR, or radar, are essential to develop au-
tonomous systems. As a result, massive amounts of sensor data are being collected, labelled,
and even open-sourced. Yet, previous literature have repeatedly shown that not only quan-
tity of sensor data but also the diversity of their contents greatly affect generalization [184,
136]. For example, suppose training data for a self-driving car does not contain any contents
of data pertaining to unprotected left turn scenario at an intersection. Then, this may be
potentially a hazardous scenario for the self-driving car to safely interact with other traffic
participants in. However, given the terabytes of data being collected and labelled, how can
we efficiently understand what contents (of reactive and dynamic scenarios) are currently
represented in the training data? Having humans to look through these data one by one
certainly is not a scalable and cost-effective approach to understand the contents of sensor
data, although this regrettably is the status quo.

The sensor data query algorithm we introduce in Ch. 6 provides a data-driven approach
to help developers or researchers better understand the contents of sensor data at scale.
Leveraging their domain knowledge, researchers can query the labelled sensor data to under-
stand how much of certain contents, or scenarios, are represented. This query with scenarios,
modelled as probabilistic programs, helps to abstract terabytes of sensor data to intuitive,
abstract scenarios which promotes better understanding of the data. To realize this practi-
cal benefit, first, our proposed sensor data query algorithm needs to be extended to query
dynamic scenarios with high efficiency. Then, this would open exciting research directions
toward human-computer interaction (HCI), specifically human-in-the-loop program synthe-
sis, where HCI algorithms collaborate with humans to efficiently abstract big sensor data to
understandable scenarios.

This enhanced understanding of data at scale can contribute to more robust autonomy.
By identifying which scenarios of data are not present in the data, we can guide data collec-
tion in reality. Or, a more cost-effective approach may be to encode those missing scenarios
as probabilistic programs to generate those contents in simulation. These generated syn-
thetic data can be adapted to be more realistic through domain adaptation techniques [184]
to enhance performance on real data.

9.1.2 Verifying Human Robot Interactions in XR
It is difficult to separate autonomy from interactions with humans. However, the current
standard development process for autonomous systems tend to initially overlook this process.
When developing from scratch, researchers and developers leverage simulation to design
and analyze these systems, where human behaviors are modelled and simulated. Once the
systems demonstrate a sufficient level of performance in simulation, the standard next step
is to physically implement the system, which incurs much time, labor, and cost. What is
missing in between this step is to validate whether assumed human models, which the robots
are designed for, are indeed correct. If the human models turn out to be not valid in reality,
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then subsequent modification of already implemented systems may likely incur substantial
cost and labor. In this context, XR provides an important “intermediate” step or setting to
validate human models. In particular, in XR, we no longer need models of human behaviors
since actual humans will directly interact with robots. In short, XR relaxes the assumptions
of humans made during simulation-based system design process and helps examine their
validity. Being able to detect any mis-assumptions and iterate system repair early on, prior to
physical implementation, will likely lower the cost of developing robotics in general. Guided
by these identified mis-assumptions, formal methods can be used to design systems to more
safely interact with humans [146, 179]. Hence, the use of XR to detect any errors in the
models in early stages of development would be hugely beneficial. Note that domain-specific
PPLs can serve as consistent formalism to model and generate the same scenarios across
simulation to XR. Therefore, the techniques and algorithms proposed in this thesis could be
leveraged to test and train both autonomous systems and humans to efficiently and safely
interact with each other.
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Appendix A

Appendix for Chapter 3

For the experiment in Ch. 3, we selected seven scenarios from the list of pre-crash scenar-
ios described by the National Highway Traffic Safety Administration (NHTSA) [127]. The
following table describes the seven scenarios.

Scenario # Scenario Description Related NHTSA Pre-Crash
Scenario(s) [127]

1

The ego vehicle drives straight at a
4-way intersection and must

suddenly stop to avoid collision
when an adversary vehicle from an
oncoming parallel lane makes an

unprotected left turn.

Scenario 30: Left Turn Across Path,
Opposite Direction

2

The ego vehicle makes an
unprotected left turn at a 4-way

intersection and must suddenly stop
to avoid collision when an adversary
vehicle from an oncoming parallel

lane drives straight.

Scenario 30: Left Turn Across Path,
Opposite Direction

3
The ego vehicle performs a lane

change to bypass a leading vehicle
before returning to its original lane.

Scenario 14: Changing Lanes, Same
Direction

4
A trailing vehicle performs a lane
change to bypass the ego vehicle

before returning to its original lane.

Scenario 14: Changing Lanes, Same
Direction

Table A.1: Part I of Descriptions of 7 Scenarios Selected from NHTSA Pre-crash scenar-
ios [127] for the Experiments in Ch. 3
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Scenario # Scenario Description Related NHTSA Pre-Crash
Scenario(s) [127]

5

The ego vehicle performs a lane
change to bypass a leading vehicle,
but cannot return to its original
lane because the leading vehicle

accelerates. The ego vehicle must
then slow down to avoid collision
with the leading vehicle in its new

lane.

Scenario 14: Changing Lanes, Same
Direction

Scenario 20: Rear-End, Striking
Maneuver

Scenario 22: Rear-End, Lead
Vehicle Moving

6
The ego vehicle must suddenly stop
to avoid collision when a pedestrian

crosses the road unexpectedly.

Scenario 10: Pedestrian, No
Maneuver

7

Both the ego vehicle and an
adversary vehicle must suddenly
stop to avoid collision when a
pedestrian crosses the road

unexpectedly.

Scenario 10: Pedestrian, No
Maneuver

Table A.2: Part II of Descriptions of 7 Scenarios Selected from NHTSA Pre-crash scenar-
ios [127] for the Experiments in Ch. 3
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Appendix B

Appendix for Chapter 4

The following are the Scenic program # 2, 3, and 4 and RGB images rendered using the
programs.

Figure B.1: The Scenic program for Scenario #2



APPENDIX B. APPENDIX FOR CHAPTER 4 128

Figure B.2: An RGB image rendered using the program B.1 and GTA-V simulator

Figure B.3: The Scenic program for Scenario #3
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Figure B.4: An RGB image rendered using the program B.3 and GTA-V simulator

Figure B.5: The Scenic program for Scenario #4
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Figure B.6: An RGB image rendered using the program B.5 and GTA-V simulator
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Appendix C

Appendix for Chapter 6

We support a large fragment of Scenic including 26 different position and heading specifiers
as well as a wide variety of operators, which together provide an expressive language to
flexibly model a diverse range of scenarios. Specifically, the Scenic fragment supported by
our SMT encoding, which enables our query algorithm, includes all (static) Scenic syntax
except for:

1. the operators following F [from V] for S,
angle [from X] to Y, and
apparent heading of X [from Y];

2. require statements referring to variables (i.e. semantic features) not present in the
label;

3. imports of external Python libraries.

C.1 SMT Encoding
To succinctly present our encoding, we first introduce some notations. First, we denote
Scenic semantics with double brackets, J¨K, and denote the encoding of an expression into
an SMT term as Ep¨q. For example, to access a position of a object O as we would in Scenic,
we write JO.positionK which is equivalent to the object’s xy-coordinates, xOx, Oyy. Scenic
employs an ego-centric syntax, meaning it requires that ego be defined and its syntax, by
default, assumes ego as a reference object if not otherwise specified. We will use O to
represent a Scenic object, heading as H, vector (i.e. position) as V. J denotes True. Basic
notations are shown in Fig. C.1.

A Scenic expression can be categorized into three types: (1) built-in functions, (2)
predicates, and (3) distributions. For each expression, we create a new SMT variable, encode
any constraints on its value implied by the Scenic semantics, and gather these variables
and encoded constraints throughout each incremental encoding process. For example, to
encode the expression Range(2,5), we create a new SMT variable range1 and add the
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xx, yy “ point with the given XY coordinates
EpV q “ xEpVxq, EpVyqy

EpV1q ˘ EpV2q “ xEpV1,xq ˘ EpV2,xq, EpV1,yq ˘ EpV2,yqy

k ˚ pEpV1q ˘ EpV2qq “ xk ˚ pEpV1,xq ˘ EpV2,xqq, k ˚ pEpV1,yq ˘ EpV2,yqqy ,

where k P R
rotate pxx, yy , θq “ xEpxq cospEpθqq ´ Epyq sinpEpθqq,

Epxq sinpEpθqq ` Epyq cospEpθqqy

offsetLocal pO, vq “ JO.positionK` rotate pv, JO.headingKq
OPpV, θq “ OrientedPoint with position V and heading θ

Figure C.1: Notation used to define the SMT encoding of Scenic syntax.

Rangepl, uq “ Eplq ď z ď Epuq

Normalpm, sq “ J

Optionpa1, a2, ..., anq “ pz ““ Epa1qq _ ..._ pz ““ Epanqq

Figure C.2: Encoding of Scenic distributions, where z is the SMT variable representing the
value sampled from the distribution.

formula 2 ď range1 ď 5 to our set of constraints. The SMT constraints for Scenic’s built-in
distributions are shown in Fig. C.2.

Second, all the specifiers and operators in our Scenic fragment are built-in functions in
Scenic. Therefore, they can be abstractly represented in the following form: fpa1, ..., akq
where the function, f , represents the Scenic specifier or operator, and a1, ..., ak are input
arguments, where each input argument is a Scenic expression. We first encode the input
arguments to SMT terms and then encode the function according to the semantics of the
specifier or operator as defined in Appendices C.2–C.5 of the Scenic paper [60]. Formally,
the encoding is defined by the relation Epfpa1, ..., akqq “ JfKpEpa1q, ..., Epakqq. It is possible
that the arguments of f may themselves consist of specifiers and operators with additional
input arguments, creating a tree of syntax with its leaf nodes being constants and distribu-
tions. In such a case, we traverse down to the leaf nodes and recursively encode the tree
toward the root node.

For example, the SMT formula for the position of otherCar in the Scenic program in
Fig. 6.4 has the form: Jahead ofKpEpego.positionq, Epego.headingq, EpRangep4, 10qqq.
Here, Epego.positionq is evaluated as a pair of SMT variables xx, yy, which must satisfy the
constraint JOnKproad, xx, yyq. The semantics of the On predicate are in turn encoded into
constraints requiring that xx, yy actually lie within the road region (as we will see below).
Once all the arguments have been encoded as SMT terms (with associated constraints), we
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maxX pV1, V2q “ max pEpV1,xq, EpV2,xqq;

maxY pV1, V2q defined likewise
minX pV1, V2q “ min pEpV1,xq, EpV2,xqq;

minY pV1, V2q defined likewise
rangeX pV1, V2q “ rminX pV1, V2q,maxX pV1, V2qs

rangeY pV1, V2q “ rminY pV1, V2q,maxY pV1, V2qs

slope pV1, V2q “ pEpV2,yq ´ EpV1,yqq{pEpV2,xq ´ EpV1,xqq

offset pV1, V2q “ EpV1,yq ´ slope pEpV1q, EpV2qq ˚ EpV1,xq

lineSeg pV1, V2, x, yq “ point xx, yy is on the line segment
py ““ slope pV1, V2q ˚ x` offset pV1, V2qq,

if x P rangeX pV1, V2q, y P rangeY pV1, V2q

leftLine pV1, V2, x, yq “ point xx, yy is to the left of the line
whose direction is V1 to V2

“ Dx ˚ Ty ´Dy ˚ Tx ą 0,

where D “ EpV2q ´ EpV1q, T “ xx, yy ´ EpV1q

Disc pc, r, x, yq “ point xx, yy is within a disc at c of radius r

“ ppx´ Epcxqq
2
` py ´ Epcyqq

2
ď Eprq2q

Sector pc, r, h, a, x, yq “ point xx, yy is in a sector of Disc pc, r, ¨, ¨q
with heading h and angle a
“ Disc pc, r, x, yq ^ rightLine pc, V1, x, yq

^ leftLine pc, V2, x, yq,

where V1 “ offsetLocal pOPpc, h´ a{2q, x0, ryq,

V2 “ offsetLocal pOPpc, h` a{2q, x0, ryq

Figure C.3: Part I of the encoding of region-containment, where xx, yy is the point con-
strained to lie in the region. Disc and Sector regions (which can have random parameters)
use the specialized formulas above; all other regions are fixed and use the generic encoding
for On at the bottom of the figure. This figure continues to Fig. C.4
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visibleRegion pX, x, yq “

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

Sector pJX.positionK, JX.viewDistanceK,
JX.headingK, JX.viewAngleK, x, yq,

if X is OrientedPoint
Disc pJX.positionK, JX.viewDistanceK, x, yq,
if X is Point

tri pV0, V1, V2, x, yq “ point xx, yy is in the triangle defined
by points V0, V1, and V2

“ pxx, yy ““ EpV1q ` pEpV1q ´ EpV2qq ˚ s

` pEpV2q ´ EpV0qq ˚ tq,

where Ds, Dt, 0 ď s ď 1, 0 ď t ď 1, s` t ď 1,

using barycentric coordinate system [151]

JOnKpregion, xx, yyq “
n

ł

i“1

tri pV0, V1, V2, x, yq,

for all triangles pV0, V1, V2q in a triangulation
of the region

Figure C.4: Part II of the encoding of region-containment, where xx, yy is the point con-
strained to lie in the region. Disc and Sector regions (which can have random parameters)
use the specialized formulas above; all other regions are fixed and use the generic encoding
for On at the bottom of the figure.

substitute them into Jahead ofK to obtain the final term for the position of otherCar.
Finally, the SMT encoding for the On region-containment predicate and associated op-

erations on Scenic regions are shown in Fig. C.3. We encode containment within regions
which are fixed (or which become fixed after conditioning) by triangulating the region. For
non-fixed regions (discs and sectors), we generate constraints encoding the geometry of the
region.

C.2 Proof of Theorem 1
Lemma 1: Given a fixed object correspondence, the solutions for SMT formula encoding of
a Scenic program, according to Appendix C.1, are the values of features of the labels that
are in the support of the program.
Proof: The SMT encoding in Appendix C.1 are the encoding of the semantics of Scenic
operators, distributions, and regions as stated in [60]. Therefore, given a fixed object cor-
respondence, the requirements specified in a Scenic program and its SMT encoding are
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equivalent. Hence, the solutions for the variables related to features in the SMT encoding
are the values of features of the labels that are in the support of the program.

Proposition 1: Given a fixed object correspondence, the monolithic encoding algorithm re-
turns Yes if and only if the label matches the program with that correspondence.
Proof: According to the object correspondence, the label provides values for the semantic
features of all the objects in the program. Since we disallow require statements referring
to variables not present in the label, evaluating the requirements with the observed feature
values in the label is well-defined. The monolithic encoding translates the Scenic program
into a set of requirements, which are mathematically defined as SMT formulas as shown in
Appendix C.1. If a requirement is violated, then, by definition, the label does not match the
program and, by Lemma 1, the algorithm correctly returns No. Otherwise, if all requirements
are satisfied, then the label matches the program and, by Lemma 1, the algorithm correctly
returns Yes.

Proposition 2: Given a fixed object correspondence, the incremental SMT encoding for a
Scenic program is equivalent to its monolithic encoding.
Proof: Suppose there are n semantic features s1, . . . , sn, in the label and the program. We
denote by ϕ1, . . . , ϕn the corresponding SMT encodings, respectively. For brevity, assume
that these SMT formulas include constraints asserting the equality of the observed seman-
tic features to their values in the label. Then the monolithic encoding of the program is
equivalent to ϕ1 ^ ¨ ¨ ¨ ^ ϕn (recalling that require statements are not included in the SMT
encoding).

For simplicity, let’s first consider a Scenic program with only dependent semantic fea-
tures, and no jointly dependent features. Suppose our dependency analysis step (refer to
Sec. 6.4.2) returns the order s1, . . . , sn. The dependency order implies a containment relation:
for example, if s2 is dependent on s1, this means that s2’s expression tree contains that of s1.
Then our incremental encoding is equivalent to ϕ1^ϕ2|ϕ1^ϕ3|pϕ2, ϕ1q^¨ ¨ ¨^ϕn|pϕn´1, . . . , ϕ1q

where the vertical bar, |, represents conditioning of the semantic features to the corresponding
observed values in the label (as discussed in Sec. 6.4.1). The SMT formula ϕi|pϕi´1, . . . , ϕ1q

results from substituting the expression trees of s1, . . . , si´1 where they occur in the expres-
sion tree of si with their corresponding observed values in the label, and then encoding si
using the resulting tree. Now because ϕ1 implies that s1 has its observed value, the sub-
stitution above means that ϕ1 ^ ϕ2 “ ϕ1 ^ ϕ2|ϕ1. Applying this rule iteratively, we obtain
ϕ1 ^ ¨ ¨ ¨ ^ ϕn “ ϕ1 ^ ϕ2|ϕ1 ^ ¨ ¨ ¨ ^ ϕn|pϕn´1, . . . , ϕ1q. Therefore, in this case, the incremental
SMT encoding of dependent semantic features is equivalent to the monolithic encoding of
the program.

This result extends to the case when semantic features are jointly dependent. Suppose
there is a single set of m ď n jointly-dependent semantic features: then for some i ě 1 the
features si, si`1, . . . , si`m´1 are jointly dependent. Then the incremental SMT encoding is:
ϕ1 ^ ϕ2|ϕ1 ^ ¨ ¨ ¨ ^ pϕi ^ ϕi`1 ^ ¨ ¨ ¨ ^ ϕi`m´1q|pϕi´1, . . . , ϕ1q
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^ ϕi`m|pϕi`m´1, . . . , ϕ1q ^ ¨ ¨ ¨ ^ ϕn|pϕn´1, ϕn´2, . . . , ϕ1q

“ ϕ1 ^ ϕ2 ^ ¨ ¨ ¨ ^ ϕi´1 ^ pϕi ^ ϕi`1 ^ ¨ ¨ ¨ ^ ϕi`m´1q|pϕi´1, . . . , ϕ1q

^ ϕi`m|pϕi`m´1, . . . , ϕ1q ^ ¨ ¨ ¨ ^ ϕn|pϕn´1, ϕn´2, . . . , ϕ1q

“ ϕ1 ^ ϕ2 ^ ¨ ¨ ¨ ^ ϕi`m´1

^ ϕi`m|pϕi`m´1, . . . , ϕ1q ^ ¨ ¨ ¨ ^ ϕn|pϕn´1, ϕn´2, . . . , ϕ1q

“ ϕ1 ^ ϕ2 ^ ¨ ¨ ¨ ^ ϕn

by repeatedly applying the rule ϕ1 ^ ϕ2 “ ϕ1 ^ ϕ2|ϕ1. Finally, this result trivially extends
to the case where there is more than one set of jointly-dependent semantic features. There-
fore, the incremental SMT encoding is equivalent to the monolithic encoding of the Scenic
program.

Proof of Theorem 1: Consider an iteration of the main loop, in which the object cor-
respondence is fixed. As proven in Proposition 1, for a fixed object correspondence, our
algorithm correctly rejects labels which violate any requirements in the Scenic program.
Otherwise, by Proposition 2 the incremental SMT encoding is equivalent to the monolithic
one, and so by Proposition 1 the SMT queries will all be satisfiable if and only if the label
matches the program for the fixed object correspondence. If so, we return Yes; otherwise
we continue the main loop with a new object correspondence. Since we try all possible cor-
respondences (except for those which cannot work because at least one of their incremental
SMT formulas will be identical to one which was unsat in an earlier iteration), if there is any
correspondence under which the label matches, then the algorithm returns Yes. Otherwise,
it returns No. Hence, the algorithm returns Yes if and only if the label matches the program.

C.2.1 Scenic Programs used for the Efficacy Experiment
The following Fig. C.5 to Fig. C.9 are Scenic programs of Scenario #1-5 as described in
Ch. 6.5.1.

Figure C.5: Scenario #1 in the Human Experiment
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Figure C.6: Scenario #2 in the Human Experiment

Figure C.7: Scenario #3 in the Human Experiment

Figure C.8: Scenario #4 in the Human Experiment
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Figure C.9: Scenario #5 in the Human Experiment
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Appendix D

Appendix for Chapter 7

D.1 Description of Proposed Scenarios and Policies
In this section we provide brief descriptions of all of the scenarios in our dataset. To see our
Scenic programs, please refer to our attached README pdf file for the pathways to our
scenarios.

D.1.1 On Mini and Full Game Scenarios
In general, all our scenarios have the following three termination conditions: (i) ball goes off
the field, (ii) change in ball possession across teams, (iii) one of the team scores. If any of
these conditions are satisfied, then the scenario will terminate in simulation.

Offense Scenarios

In all of our six offense scenarios as shown in Fig. D.1 and D.2, we explicitly modelled the ini-
tial state distribution in using Scenic and implicitly specified the behaviors to environment
players by assigning the rule-based AI bots provided by Google Research Football (GRF) to
control all non-RL players.

Hard Crossing: A very common scenario in real soccer games: 2 of our players along
are guarded by 3 of the opponent players, in an interleaved manner, along the line of the
penalty box. Another of our player at the edge of the field is attempting a cross.

11 vs GK: Our team, with a full lineup of eleven players in a traditional 4-4-2 formation,
needs to score against the opponent goalkeeper.

Avoid, Pass, and Shoot: Two of our players, one starting on the middle of the right
half and the other inside the penalty box, tries to score. One opponent defender starts
between our players to intercept direct pass.

Easy Crossing: An easy crossing scenario involving two of our players against opponent
defender and goalkeeper in the penalty box.
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(a) Easy Crossing (b) Generalized Easy Crossing

(c) Hard Crossing (d) Generalized Hard Crossing

(e) 11 vs GK (f) Generalized 11 vs GK

Figure D.1: Part I of New offense benchmark scenarios (left images) and corresponding
generalized test scenarios (right images) in our dataset. The highlighted boxes represent
the regions over which players’ initial positions are uniformly randomly distributed. The
opponent is in blue and the RL team in yellow.
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(a) Avoid, pass, and Shoot (b) Generalized Avoid, pass, and Shoot

(c) 11 vs 11 with Open Players (d) Generalized 11 vs 11 with Open Players

Figure D.2: Part II of New offense benchmark scenarios (left images) and corresponding
generalized test scenarios (right images) in our dataset. The highlighted boxes represent
the regions over which players’ initial positions are uniformly randomly distributed. The
opponent is in blue and the RL team in yellow.

11 vs 11 with Open Players: A full game scenario where there are two unmarked
players near the opponent goal. This is to test how wide "vision" an RL agent has in
identifying unmarked players near the oppnent goal.

Defense Scenarios

Like the offense scenarios, we assigned rule-based AI bots provided by GRF by default to
control non-RL players in many of our defense scenarios as shown in Fig. D.3, D.4, D.5.
However, if the AI bots do not exhibit expected behavior for our modelled scenarios, we
specified non-RL players’ behaviors in Scenic. For these scenarios with specified behaviors
in Scenic, their behaviors are highlighted with light blue arrows.

Goalkeeper vs Opponent: This scenario is designed to train an RL agent to be a
defensive goalkeeper when it has to face an opponent one-on-one.

Defender vs Opponent with Hesitant Dribble: The opponent dribbles, stop, then
dribbles again in a repeated manner.

Defender vs Opponent with Zigzag Dribble: This opponent aggressively evades the
defender with zigzag dribble towards the goal and shoots.
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2 vs 2: Typical, 2 vs 2 setting where two defenders are already in place to fend off the
two opponents near the penalty area with the ball.

2 vs 2 Counterattack: An opponent attacking midfielder is already advanced deep into
the left side of the field. The opponent right midfielder behind either short passes the ball
to the attacking midfielder or dribbles up the field.

2 vs 2 High Pass Forward: An opponent attacking midfielder is already advanced
deep into the left side of the field. The opponent right midfielder quickly advances the ball
to the attacking midfielder via high pass.

3 vs 2 Counterattack: The defender near the penalty box is temporarily outnumbered
by the opponent players due to a sudden counterattack.

3 vs 3 Cross from Side: The opponent player on the side crosses the ball to either of
the teammates in the middle who are running towards the penalty box to receive the ball. 1

3 vs 3 Side Build Up Play: Instead of crossing, the opponent player on the side builds
up a play by short passing to its teammates.

D.1.2 Testing Generalization
For all the new benchmark scenarios in our dataset as well as for the selected five GRF’s
scenarios, we generalized those scenarios to test the generalizability of the trained RL agent.
Our test scenarios are juxtaposed to corresponding scenarios in Fig. D.1, D.3, D.4, D.5.
We modelled these test scenarios by either (i) adding distribution over the initial state or
(ii) creating a symmetric opposite formation.

D.1.3 Semi-Expert Stochastic Policies
We selected five scenarios from GRF’s and our benchmark scenarios. The selected GRF’s
scenarios are shown in Fig. D.6. The following are the brief descriptions of policies encoded
in Scenic for each scenario.

Pass and Shoot with a Goal Keeper: We randomly choose one of the two policies
for the RL agent. In the first policy, the player dribbles to the penalty area and shoots once
inside it. In the second policy, the player passes the ball to the teammate, who will then
dribble towards the goal and shoot.

Easy Counterattack: The first player will pass the ball to the right midfielder. Then,
the player with the ball will run into the penalty area, and if there is an opponent player on
the way, the player will pass the ball to the nearest teammate. The player will shoot at a
corner of the goal once inside the penalty area.

Run to Score with a Goal Keeper: The player with the ball will first sprint towards
the goal and turn slightly to either left or right randomly to evade the opponent goalkeeper’s

1The Defense 3vs3 with cross scenario doesn’t conclude a game upon a change in ball possession, unlike
other scenarios
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(a) Goalkeeper vs Opponent (b) Generalized Goalkeeper vs Opponent

(c) Defender vs Opponent with Hesitant
Dribble

(d) Generalized Defender vs Opponent with
Hesitant Dribble

(e) Defender vs Opponent with Zigzag Drib-
ble

(f) Generalized Defender vs Opponent with
Zigzag Dribble

Figure D.3: Part I of New defense benchmark scenarios (left images) and corresponding
generalized test scenarios (right images) in our dataset.
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(a) 2 vs 2 (b) Generalized 2 vs 2

(c) 2 vs 2 Counterattack (d) Generalized 2 vs 2 Counterattack

(e) 2 vs 2 with High Pass Forward
(f) Generalized 2 vs 2 with High Pass For-
ward

Figure D.4: Part II of New defense benchmark scenarios (left images) and corresponding
generalized test scenarios (right images) in our dataset. The highlighted boxes represent
the regions over which players’ initial positions are uniformly randomly distributed. The
opponent is in blue and the RL team in yellow.
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(a) 3 vs 2 Counterattack (b) Generalized 3 vs 2 Counterattack

(c) 3 vs 3 Cross from side (d) Generalized 3 vs 3 Cross from side

(e) 3 vs 3 side build up play (f) Generalized 3 vs 3 side build up play

Figure D.5: Part III of New defense benchmark scenario (left images) and corresponding
generalized test scenarios (right images) in our dataset. The highlighted boxes represent
the regions over which players’ initial positions are uniformly randomly distributed. The
opponent is in blue and the RL team in yellow.
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(a) Run to score with a goal keeper (b) Pass and Shoot with a Goal Keeper

(c) Easy counterattack

Figure D.6: Google Research Football environment’s scenarios for which we wrote semi-
expert RL policies

interception. Once the player bypasses the goalkeeper, or is inside the penalty area, the
player will shoot.

Avoid Pass and Shoot: The player decides to go towards 3 suitable regions of scoring:
left edge/ middle/ right edge of the right goal post, by keeping as much distance possible to
the opponent defender. At each time step it decides one of the three destination location. It
first predicts its next position for all the three suitable destinations and pick the direction
which keeps it farthest of the opponent. If the player comes near the defender it passes the
ball to its teammate and if it can successfully go near the goal post, it attempts shooting.

11 vs Goal Keeper: The player with the ball runs towards the right goalpost, if it
reaches near the goal post it attempts to shoot. If the opponent goal keeper comes near (i.e.
within seven meters) our player before it can reach near the right goal post, it stops running
and shoots immediately.

D.2 On Our Scenic Libraries
Users can quickly model scenarios by referencing models, actions, and behaviors from the
libraries that we open-sourced along with our interface. To see our library codes, please refer
to our attached README pdf file for the pathways to these libraries.



APPENDIX D. APPENDIX FOR CHAPTER 7 147

D.2.1 Model Library
The model library defines three categories of objects. First, it defines different regions of the
field such as penalty box area. Second, it defines the Ball. Lastly, it defines the Player.
There are two types of player objects which inherit this class Player: Left and Right
players. The left players represent the RL team, and the right, the opponent. Within each
team, the players are further classified into different roles. The naming convention is “the
team + role abbreviated in two letters." For example, the left team’s goalkeeper is defined
as textttLeftGK. Likewise, for the right team players.

D.2.2 Action Library
This library defines the action space of any players. It consists of twelve different actions
such as Pass, Shoot, Dribble, Sprint, Slide, etc. These actions can be referenced in the
Scenic script using the syntax, take. For example, to take sliding action, users can write
take Slide() in their programs.

D.2.3 Behavior Library
The behavior library consists of basic soccer skills that we modelled in Scenic. This library
consists of helper functions defined using the syntax, def, and behaviors, which reference
those helper functions, are defined with the syntax, behavior. For brevity, we refer the
reviewers to our annotated library code.

D.3 Details on Experimental Setup and Training
We use the OpenAI Baselines’ [42] implementation of PPO. The training was run for 5M
timesteps with 16 parallel workers. All of our experiments are run on g4dn.4xlarge instances
on Amazon AWS: a machine with a single NVIDIA T4 gpu, 16 virtual cores and 64GB RAM.

Network architecture & Hyperparameters For the PPO training, we first exper-
imented with the network architecture and hyperparameters from [102] and was able to
reproduce their result. [102] did an extensive search to select their hyperparameters and
hence we decided to use the same for our experiments. The architecture we used from [102]
is similar to the architecture introduced in [47], with the exception of using four big blocks
instead of three.

Table D.1 provides specific values of the hyperparameters used in the PPO experiments.
The parameters for behavior cloning is shown in Table D.2. For the GRF academy

scenarios the behavior cloning algorithm is run for 16 epochs while for the offense scenarios
it was run for 5 epochs.
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Parameter Value
Action Repetitions 1
Clipping Range .115
Discount Factor (γ) 0.997
Entropy Coefficient 0.00155
GAE (λ) 0.95
Gradient Norm Clipping 0.76
Learning Rate 0.00011879
Number of Actors 16
Optimizer Adam
Training Epochs per Update 2
Training Min-batches per Update 4
Unroll Length/n-step 512
Value Function Coefficient 0.5

Table D.1: Training Parameters for PPO.

Parameter Value
Learning Rate 3e-4
Batch Size 256
Optimizer Adam
Epsilon(Adam) 1e-5

Table D.2: Training Parameters for Imitation Learning.

D.4 Interface details and Reproducibility
Our interface follows the widely used OpenAI Gym API [21]. For sample usage, we refer
readers to our code that is submitted along with this supplement. The code contains neces-
sary scripts, and the attached README pdf file contains detailed description of all our API
with examples and a link to a google drive which contains all our trained checkpoints and
training logs.

D.5 Performance
As we are adding an additional layer over the GRF simulator, we wanted to measure how
much overhead we are adding over the base GRF simulator. We selected five GRF academy
scenarios and ran a simulation of 20K timesteps with a random policy both in the GRF
simulator and in our interface. The simulation was ran sequentially, i.e., no parallelism
was used. Across the scenarios, the GRF simulator took an average of 74.28 seconds for
executing a simulation of 20K timesteps, while our interface took 222.07 seconds, showing a
2.99x drop in speed. Some of this overhead is inevitable however, we believe there are ways
to speed up . First, as we change the initial state every episode/simulation: we update the
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Python scenario file used by the GRF simulator for each episode/simulation. We plan to
modify GRF interface to avoid such disk-access each simulation to speed up among other
performance improvements. The scenarios we used for the experiments are namely: i) Empty
Goal, ii) Empty Goal Close, iii) Pass and Shoot with Keeper, iv) Run, Pass, and Shoot with
Keeper, and v) Run to Score with Keeper.
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Appendix E

Appendix for Chapter 8

E.1 Participant Background
The participants’ backgrounds for the control and the experimental conditions are summa-
rized in Table E.1 and Table E.2, respectively. In both conditions, all participants’ ages
range in 19 - 25 years old, and none of the participants has experience with Echo Arena
esports.

E.2 Details of Our Experiment Design
We record and share video recordings related to each session from a participant’s first per-
son view from our study in this hyperlink1. The control and the experimental conditions
experience the exact same procedure as below, except for the training session as explained in
Sec. 8.3.4. Immediately after the pre-test and the training sessions, we ask the participants
in both conditions to fill out the NASA TLX survey to measure changes in subjective task
load.

Basic Tutorial Session

Because all the participants have never played Echo Arena, we ask them to, first, watch a
short tutorial video that we prepared covering basic controls (e.g. thrusts for navigation,
grabbing an object, brake). Then, each participant is instructed to wear an Oculus Quest 2
VR headset and familiarize the controls in a few simple training scenarios we created.

Pre-Test Session

We test all ten skills during pre-test. We randomly shuffle the order of skills to lower the
chance of learning from sequentially related skills. For each skill, we sample variable number

1https://drive.google.com/drive/folders/1r0OzLk0_Ys0rnQpIgZt8MBDqhOlTp_TJ?usp=share_link

https://drive.google.com/drive/folders/1r0OzLk0_Ys0rnQpIgZt8MBDqhOlTp_TJ?usp=share_link
https://drive.google.com/drive/folders/1r0OzLk0_Ys0rnQpIgZt8MBDqhOlTp_TJ?usp=share_link
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ID Dynamic VR Game Average Play Time
Play Frequency Per Game

C1 less than once a week 1-2 hours
C2 three times a week 2-3 hours
C3 less than once a week less than 1 hour
C4 less than once a week 1-2 hours
C5 less than once a week less than 1 hour
C6 less than once a week less than 1 hour
C7 twice a week 1-2 hour
C8 less than once a week less than 1 hour
C9 less than once a week 1-2 hours

Table E.1: Control Condition

of evaluation tasks from its corresponding probabilistic program, modeling a distribution of
evaluation tasks, and sequentially generate them in VR. This variable number of tasks per
skill to sample is set by the experts as explained in Sec. 8.3.4. In this study, coincidentally,
this number is three for all the skills. For each task, we display the objective of the task in
plain English. After the participant completes each task, we do not provide any feedback
as to how they do to avoid learning from the feedback (in contrast, we do provide feedback
during training).

Advanced Tutorial Session

Since the training time is limited to 25 minutes, we prepare another tutorial video providing
more tips and game intuition to facilitate learning for both conditions. This video provides
tips for each skill using training tasks.

Training Session

During training, the control condition, by default, trains with the expert-designed curriculum
and they are given the freedom to modify it as they see fit. Per skill, its training tasks
are sampled from its probabilistic program, modeling a distribution of training tasks, and
generated in VR. The task is displayed in plain English and its time limit for completion
is shown on the top right corner of VR display. After completing each task, a feedback is
displayed in plain English in VR as to whether the participant successfully solved the task,
and, if not, which aspects of the task they fail to solve. Following the feeback, the participants
need to respond to our system’s binary self-assessment question: “Did you master this skill?”
Participants can answer the question by tagging “Yes” or “No” button with a laser from the
hand controllers. As they answer this question, a white “Skip” button is displayed below the
“Yes” and “No” buttons. If the participant laser tags the “Skip” button, then the participant
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ID Dynamic VR Game Average Play Time
Play Frequency Per Game

E1 less than once a week less than 1 hour
E2 less than once a week less than 1 hour
E3 less than once a week 2-3 hours
E4 less than once a week less than 1 hour
E5 twice a week 1-2 hours
E6 less than once a week 1-2 hour
E7 less than once a week less than 1 hour
E8 less than once a week less than 1 hour
E9 twice a week 1-2 hours

Table E.2: Experimental Condition

is immediately transitioned to another skill. Until the participant presses the “Skip” button,
regardless of their answer to the binary question, a new task will be sampled and generated
for the current skill from its probabilistic program. If participants wish to return to any of
the skills they transition from (thereby modifying the default curriculum), they can verbally
ask the experiment conductor at any time.

Likewise, for the experimental condition, the training tasks per skill are sampled from
their corresponding probabilistic programs, which are the same for both conditions. The
task and feedback are displayed in English in VR, just like the control case. Even though
unnecessary, the experimental condition is also asked for the same binary self-assessment
question as the control for fairness because self-assessment may consume a portion of train-
ing time. In contrast to the control, the experimental condition does not have any “Skip”
button to transition to another skill. Instead, until BKT predicts mastery for the current
skill, training tasks are iteratively sampled from its probabilistic program and sequentially
generated in VR. Also, unlike the control, the experimental condition cannot modify the
curriculum. Instead, the curriculum and the training speed are all automatically controlled
by our training system.

Post Test Session

The post test is exactly the same as the pre-test, except the evaluation tasks for each skill
are newly sampled from its corresponding probabilistic program, modeling a distribution of
evaluation tasks.

Exit Verbal Interview Session

Our questionnaire is included in the hyperlink provided above.
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E.3 Pre-determined Exclusion Criteria for the
Experiment

Prior to conducting the study, we determined the following three criteria to exclude par-
ticipants. Participants who are excluded are financially compensated up to the time they
invested in the study at $20 per hour rate. We initially conduct the study with 25 partici-
pants, but we end up excluding 7 participants, leaving 18 participants for our study.
Exhibiting Motion Sickness: During any point in the study, if a participant feels any
physical discomfort, including commonly known symptoms like nausea or motion sickness,
then they are excluded from the study as these symptoms could affect the training or evalua-
tion. We drop 2 participants for this reason (1 from the experimental and 1 from the control
condition).
Too Much Skill Expertise: If participants score above 50% on the pre-test (refer to
metric in “Learning Gains” of Sec. 8.3.5), they are excluded from the study as their potential
learning gains is constricted and, therefore, there is less opportunity to learn new skills.
We drop 3 participants for this reason (1 from the experimental and 2 from the control
condition).
Extreme Lack of Hand-Eye Coordination: Due to our limited training session of
25 minutes, we exclude participants with extreme lack of hand-eye coordination, who may
require much longer time to learn. Prior to pre-test, all the participants equally go through
the same tutorial session to familiarize their control. During the pre-test, if participants
could not score above 50% on the three most fundamental skills (as shown in Fig. 8.2) that
do not have any pre-requisite skill, then we excluded them from the study. The same metric
as in “Learning Gains” of Sec. 8.3.5 is used, but only with respect to these three skills, i.e.
K = 3 instead of 10. These three skills are essential to learn the rest of the skills. We drop
2 participants for this reason (1 from the experimental and 1 from the control condition).

E.4 Skills & Corresponding Training/ Evaluation Task
Distributions

In this section, we explain the skills and corresponding training and evaluation task distribu-
tions used in our study. We train for ten different skills in our study. Each skill is associated
with a training task distribution and an evaluation task distribution. In our experiment, for
each skill, the training and the evaluation distributions are equivalent. In other words, the
training and the evaluation tasks are sampled from the same probabilistic program per skill.
Hence, in our study, each skill is associated with a distinct probabilistic program from which
either training or evaluation tasks are sampled.

Although the training and the evaluation task distributions can be different, our recruited
experts (refer to Sec. 5.2) suggest that they can be the same for our study since these
distributions all consist of wide ranges of continuous distributions. Consequently, the chance
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of sampling the same task twice is very low, ensuring that the evaluation tasks still examine
for generalization of skills to similar yet different tasks from training. The following are brief
descriptions of each skill along with its training/evaluation task description. The naming
convention for the ten skills we train are shown in the knowledge graph in Fig. 8.2. The
video recordings of a participant’s first person view of each skill’s training/evaluation tasks
can be viewed in this hyperlink2. To show variations in tasks, for each skill, we share video
recordings from pre-test, training, and post-test sessions. All the training/evaluation tasks
contain continuous distributions.
Navigation via Thrust (T) Navigate to, brake, and stay within a cyan box whose position
is uniformly randomly changing over a pre-designated zone.
Navigation via Grab/Release (GR) Navigate to the goal post only by grabbing and
pushing off floating static objects in the zero-gravity space.
Pass to a Stationary Teammate (SP) Accurately pass the frisbee disc to a stationary
teammate whose position is uniformly randomly changing over a pre-designated zone.
Navigation via Thrust & Grab/Release (GR_T) Follow the white dotted path. On
the path, touch any green floating objects and fly through any yellow hoops. The positions
of the green objects and the yellow hoops are uniformly randomly changing while staying
within a certain vicinity to each other.
Navigate via Grab/Release to Static Pass (SP_GR) With thrusters disabled, only
use grab and release to navigate towards a stationary teammate who is occluded by a large
red sphere and then pass the disc. The position of the teammate and the red sphere are
uniformly randomly changing over a pre-designated zone. Also, the teammate is always ini-
tially positioned to be occluded from the participant.
Pass to a Dynamically Moving Teammate (DP) Accurately pass the disc to a dynami-
cally moving teammate without navigating. The teammate moves in front of the participant.
The teammate’s initial and destination positions to move from and to are uniformly randomly
changing, thereby varying the teammate’s directions and distances from the participant.
Navigate via Thrust to Pass to a Moving Teammate (DP_T) The disc is initially
placed a uniformly random distance away from the participant who needs to navigate to the
disc via thrust and pass it to a moving teammate (whose initial and destination positions
are also uniformly randomly varying).
Navigate via Grab/Release to Pass to a Moving Teammate (DP_GR) With
thrusters disabled, navigate towards a moving teammate and pass the disc accurately. Sim-
ilar to DP’s training/evaluation tasks, the teammate’s initial and destination positions are
uniformly randomly varying.
Navigate via Grab/Release with a Sudden Turn to Pass to a Moving Teammate
(DP_GR_ST) With thrusters disabled, the participant needs to navigate to a disc which
is instantiated uniformly randomly changing distances and directions, quickly turn, and pass
to moving player from behind.
Navigate via Thrust and Grab/Release with a Sudden Turn to Pass to a Moving

2https://drive.google.com/drive/folders/1senMSlCcIEkZ9qKHP9M3HGUadhkpHgAD?usp=share_link

https://drive.google.com/drive/folders/1senMSlCcIEkZ9qKHP9M3HGUadhkpHgAD?usp=share_link
https://drive.google.com/drive/folders/1senMSlCcIEkZ9qKHP9M3HGUadhkpHgAD?usp=share_link
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Teammate (DP_T_GR_ST) Be able to use all the skills learned so far to follow the
white dotted path, grab the disc at the end, and pass to a moving teammate before it enters a
cyan box. Similar to T_GR, the positions of the green objects and yellow hoops are varying.
The distance of the disc from the green object at the end of the white path is varying. Also,
the teammate’s initial distance to the cyan box is also varying, thereby changing the timing
at which it reaches the cyan box.
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