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The Reveal Procedure: A Way to Enhance Evidence of
Innocence From Police Lineups

Anne S. Yilmaz, Taylor C. Lebensfeld, and Brent M. Wilson
Department of Psychology, University of California, San Diego

Objective: Recent work has established that high-confidence identifications (IDs) from a police lineup can
provide compelling evidence of guilt. By contrast, when a witness rejects the lineup, it may offer only limited
evidence of innocence. Moreover, confidence in a lineup rejection often provides little additional information
beyond the rejection itself. Thus, although lineups are useful for incriminating the guilty, they are less useful for
clearing the innocent of suspicion. Here, we test predictions from a signal-detection-basedmodel of eyewitness
ID to create a lineup that is capable of increasing information about innocence.Hypotheses: Our model-based
simulations suggest that high-confidence rejections should exonerate many more innocent suspects and do so
with higher accuracy if, after a witness rejects a lineup but before they report their confidence, they are shown
the suspect and asked, “How sure are you that this person is not the perpetrator?” Method: Participants
(N = 3,346) recruited from Amazon Mechanical Turk watched a 30-s mock-crime video of a perpetrator.
Afterward, they were randomly assigned to lineup procedures using a 2 (standard control vs. reveal condition) ×
2 (target present vs. target absent) design. A standard simultaneous lineup served as the control condition. The
reveal conditionwas identical to the control condition except in cases of lineup rejection:When a lineup rejection
occurred, the suspect appeared on the screen, and participants provided a confidence rating indicating their belief
that the suspect was not the perpetrator.Results:The reveal procedure increased both the accuracy and frequency
of high-confidence rejections relative to the standard simultaneous lineup.Conclusions:Collecting a confidence
rating about the suspect after a lineup is rejected may make it possible to quickly clear innocent suspects
of suspicion and reduce the amount of contact that innocent people have with the legal system.

Public Significance Statement
We found that changing the standard lineup procedure may allow a greater number of innocent suspects
to quickly be cleared of suspicion. The procedural change, which is easily implemented, is simply this:
When a lineup is rejected, but before the witness is asked about their confidence, the suspect is revealed
to them along with this question: “How sure are you that this person is not the perpetrator?”

Keywords: confidence–accuracy, eyewitness confidence, eyewitness identification, lineup rejections, signal
detection theory

Supplemental materials: https://doi.org/10.1037/lhb0000478.supp

Scientists have long endeavored to improve photo lineup procedures,
such as by testing whether instructions should be biased or unbiased
(e.g., Cutler et al., 1987) or whether photos should be presented
simultaneously or sequentially (e.g., Lindsay & Wells, 1985). To

investigate such issues, recent research has relied on a measure-
ment methodology grounded in signal detection theory known as
receiver operating characteristic (ROC) analysis (Green & Swets,
1966; Mickes et al., 2012). Although the details of exactly how to
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perform ROC analysis remain debated (e.g., Smith et al., 2019,
2020), it is safe to say that signal detection theory is useful for
measurement purposes (Lee & Penrod, 2019).
In addition to providing a useful measurement methodology, signal

detection theory can be used to generate novel predictions about how
to improve lineup procedures. We follow that approach here. Our
specific goal is to increase the information value of lineup rejections,
which occur when a witness declares that no one in the lineup is the
perpetrator. Prior research on this issue suggests that lineup rejections
provide modest evidence of innocence (Wells & Olson, 2002; Wells
et al., 2015). However, although confidence in a positive identifica-
tion (ID) is highly indicative of accuracy (Wixted & Wells, 2017),
confidence in a lineup rejection often provides only limited additional
information beyond the rejection itself (e.g., Brewer & Wells, 2006).
Thus, unlike other forms of forensic evidence (e.g., fingerprints),
lineups are not particularly useful for removing suspicion from the
innocent. Why that is remains unclear.
One reason that high-confidence lineup rejections may not pro-

vide strong evidence of innocence may be related to the number of
faces to which the confidence rating is applied. Specifically, whereas
confidence for a positive ID is made in relation to a single face in the
lineup, confidence for a lineup rejection may be made in relation to
the entire set of faces in a lineup. In agreement with this idea,
Sauerland et al. (2012) observed a strong confidence–accuracy
relationship for rejections in a showup procedure (i.e., wherein
only one suspect photo is presented without accompanying filler
photos). Additionally, Lindsay et al. (2013) found that confidence
ratings are less informative when made to a set of target faces as
opposed to a single target face.
To shed light on why confidence in decisions about a single face is

more diagnostic of accuracy than confidence in decisions about a set

of faces, we made use of signal detection theory. Figure 1 illustrates
the standard signal detection model of a proper photo lineup. A
proper photo lineup consists of one suspect (the person the police
believe may have committed the crime) and five or more physically
similar fillers who, at a minimum, match the description of the
perpetrator provided by the eyewitness (Wells et al., 2020). The
fillers are known to be innocent, and the purpose of the lineup test
is to help the police determine whether the suspect is innocent or
guilty.

For the model shown in Figure 1, a six-person target-present (TP)
lineup is conceptualized as one random draw from the target
distribution (the memory signal associated with the guilty suspect)
and five random draws from the foil distribution (the memory
signals associated with the five fillers). A six-person target-absent
(TA) lineup is conceptualized as six random draws from the foil
distribution. If the face that generates the strongest signal (the MAX
face, whether suspect or filler) is strong enough to exceed the
decision criterion (c3), then an ID of that face will be made. If
none of the faces in the lineup generates a memory signal strong
enough to exceed the decision criterion, then the lineup is rejected.

For positive IDs, additional decision criteria are used to rate the
level of confidence associated with the MAX face. If that memory
signal exceeds the rightmost confidence criterion in Figure 1 (c5),
then a positive ID is made with high confidence. If the memory
signal associated with the MAX face does not exceed c5 but does
exceed c4, the positive ID is made with medium confidence. Finally,
if the memory signal does not exceed c4 but does exceed c3—the
decision criterion for making an ID or not—then the positive ID is
made with low confidence.

Note that a positive ID and its corresponding confidence rating are
made in relation to only one face in the lineup, namely theMAX face
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Figure 1
Basic Signal Detection Model of Lineup Memory

Note. The mean of the target distribution (μtarget) is higher than the mean of the foil distribution
(μfoil) because, on average, the guilty suspect (i.e., the target) matches the representation of the
perpetrator in memory better than the fillers and innocent suspect (i.e., the foils) do. An equal-
variance model is assumed for simplicity (σtarget = σfoil), and there are five confidence criteria
(c1 through c5), with c3 being the criterion that separates positive identifications (IDs) from
lineup rejections.
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(assumed here to be in accordance with the independent observa-
tions model; Wixted et al., 2018). By contrast, if the memory signal
generated by the MAX face does not exceed the decision criterion,
in which case the lineup as a whole is rejected, then the confidence
rating is not necessarily applied to a single face and may instead be
applied to the entire collection of faces in the lineup. How do
witnesses determine confidence when all faces in the lineup are
simultaneously rejected?
One possibility is that, when rejecting the lineup, witnesses base

their confidence on the average memory signal generated by the
faces in the lineup (Lindsay et al., 2013). According to this idea, if
the average memory signal generated by the faces in the lineup is so
weak that it falls below the leftmost confidence criterion (c1) in
Figure 1, then the lineup is rejected with high confidence. If it falls
above c1 but below c2, the lineup is rejected with medium confi-
dence. Finally, if it falls above c2 but below c3, the lineup is rejected
with low confidence.
This account of confidence in lineup rejections is, of course, not

the only possibility. For example, despite not having to identify any
face when rejecting a lineup, witnesses could still implicitly identify
the MAX face and then base their confidence rating on that memory
signal alone. As far as we know, previous research does not support
one theoretical conceptualization of confidence in lineup rejections
over another. However, it seems reasonable to hypothesize that there
might be something qualitatively different about positive IDs versus
lineup rejections in that confidence in a positive ID is highly
indicative of accuracy, whereas confidence in a lineup rejection
is often much less so. Therefore, we adopt the working hypothesis
that the qualitative difference in behavior reflects a qualitative
difference in the nature of the underlying memory signal upon
which confidence is based (i.e., a qualitative difference in the
decision variable). Although this line of thinking informed the
present research, precisely determining the decision variable is
outside the scope of the present work.
In a pilot study involving simulated data, we used this signal

detection model to determine if it could predict the asymmetrical
confidence–accuracy relationship for positive IDs versus lineup
rejections and then asked, under those conditions, what it predicted
should happen if the suspect were revealed before the eyewitness
expressed their confidence in a lineup rejection (which we label the
reveal procedure). In that case, confidence in the lineup rejection
would be based on the memory signal generated by that face alone.
We tested those predictions empirically in three experiments.

Simulation-Based Pilot Study

To simulate data from a signal detection model (Figure 1), we first
chose specific parameter values for μtarget and five confidence
criteria (with μfoil = 0 and σtarget = σfoil = 1) and then conducted
a simulation study consisting of 50,000 six-person TP trials and
50,000 six-person TA trials. We used a large number of trials simply
because it resulted in stable simulated results (i.e., the number of
trials was large enough that the simulated results were very similar
every time we ran the simulation). Each TP trial involved one
random draw from the target distribution (the memory signal
associated with the guilty suspect) and five random draws from
the foil distribution (the memory signals associated with the five
fillers). A six-person TA lineup involved six random draws from the

foil distribution, with one randomly designated as the memory
signal of the innocent suspect.

For both TP and TA lineups, on each trial, the maximum value of
the six signals was determined first (theMAX signal), and the decision
to make an ID or not was based on its magnitude. This model is
technically known as the independent observations model (Wixted
et al., 2018), and we used it because it is the simplest of various
alternative signal detection models. According to this signal detection
model, if the MAX signal exceeded c3, a positive ID was made,
with confidence determined by the highest criterion exceeded. For
example, if the MAX signal was strong enough to exceed c5, the
positive ID was made with high confidence.

If the MAX signal did not exceed c3, the lineup was rejected. What
happened next differed between the standard and reveal conditions. In
the standard condition, confidence in the lineup rejection was based
on the average of the six memory signals. If the average memory
signal generated by the faces in the lineup fell to the left of c1, then the
lineup was rejected with high confidence. If the average memory
signal fell above c1 but below c2, the lineupwas rejected withmedium
confidence. Finally, if the average memory signal fell above c2 but
below c3, the lineup was rejected with low confidence. In the reveal
condition, by contrast, confidence in the lineup rejectionwas based on
the memory signal associated with the suspect (innocent or guilty).

We first searched for parameter settings (i.e., μtarget and c1 through
c5) that generated an asymmetrical confidence–accuracy relationship
of the kind often observed in the empirical literature. For this purpose,
we computed calibration accuracy scores as they are typically
computed. However, as described in more detail later, we collapsed
the 0–100 confidence scale into low-, medium-, and high-confidence
bins. Specifically, for positive IDs, accuracy is equal to the number of
suspect IDs from TP lineups divided by the number of suspect IDs
from TP lineups plus the number of filler IDs from TA lineups. This
accuracy score differs from the accuracy score for confidence–
accuracy characteristic analysis (Mickes, 2015), which is the hit
rate (number of TP suspect IDs divided by the number of TP
lineups) divided by the sum of the hit rate and the false alarm rate
(number of TA suspect IDs or estimated TA suspect IDs divided by
the number of TA lineups). Estimated suspect IDs are equal to the
number of TA filler IDs divided by lineup size. We instead report
calibration scores here because that was the measure used in
studies our work is based on (e.g., Brewer & Wells, 2006).
Similarly, for lineup rejections, accuracy is equal to the number
of TA lineup rejections divided by the number of TA lineup
rejections plus the number of TP lineup rejections. In all cases,
the accuracy values were computed separately for each level of
confidence.

We found a variety of parameter settings that could yield an
asymmetric confidence–accuracy relationship similar to that often
observed in empirical research. This outcome simply confirms that
the model can yield that outcome, not that it necessarily predicts it.
To illustrate its ability to generate asymmetrical confidence–
accuracy relations for positive IDs versus lineup rejections, we
can use the following parameter settings: μtarget = 1.5 and c1
through c5 = −0.5, −0.3, 1.5, 2.0, and 3.0, respectively. The
simulation results based on these parameter settings for the stan-
dard lineup condition are depicted in Figure 2A. The confidence–
accuracy function for lineup rejections (open circles) is not
completely flat, but it is much flatter than the corresponding function
for positive IDs.
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With the parameters still fixed at these values, we next asked
what the model predicted about the accuracy of high-confidence
rejections and the number of innocent suspects receiving a high-
confidence rejection in the reveal condition. The results indicated
that the accuracy of a lineup rejection made with high confidence
should be higher in the reveal condition than in the standard
condition (Figure 2B). In this particular simulation, accuracy
increased from 76% correct (standard condition) to 89% correct
(reveal condition). In addition, the number of innocent suspects who
received a high-confidence lineup rejection should increase in the
reveal condition compared to the standard condition (Figure 2C). In
this particular simulation, the proportion of innocent suspects receiv-
ing a high-confidence lineup rejection increased from 11% in the
standard condition to 22% in the reveal condition. The number of
guilty suspects receiving high-confidence lineup rejections was not
predicted to increase (3% for both the standard and the reveal
conditions).
Because we did not test every conceivable parameter setting, we

cannot claim that this model necessarily predicted these effects for the
reveal condition. However, it did so in every scenario we investigated
in which the parameter settings yielded an asymmetrical confidence–
accuracy pattern for the standard condition, so it seemed reasonable to
test whether results like these would be observed empirically. We
therefore tested these model-based predictions in the three experi-
ments reported next (Experiment 1, direct replication of Experiment
1, and Experiment 2). In the standard condition of these experiments,
eyewitnesses reported their confidence in lineup rejections (as usual)
without the researchers revealing the suspect. In the reveal condition
of all experiments, if the participant rejected the lineup, the suspect
was revealed before confidence was assessed.

Method

We conducted three mock-crime studies to test the predictions
illustrated in Figure 2: Experiment 1, involving a six-person lineup;
a direct replication of Experiment 1; and Experiment 2, involving a
nine-person lineup. In these studies, participants first watched a
video of a simulated crime and were then presented with either a TP
or TA simultaneous lineup. In the standard condition, confidence in
a lineup rejection was not gathered in relation to a specific face,
whereas in the reveal condition of all studies, the suspect was

revealed after the lineup was rejected and the participant was asked
how sure they were that this person was not the perpetrator from the
video. The methodological differences across studies are minor, but
for clarity, we present separate method sections for the three studies.

Experiment 1

Participants

We recruited participants from Amazon’s Mechanical Turk
(MTurk). We planned to test 1,000 participants because that sample
size yielded approximately 80% power to detect a difference
between high-confidence accuracy scores of .75 versus .90. Those
values came from our simulation, which yielded high-confidence
accuracy scores of ∼.76 (standard) and ∼.89 (reveal). Although the
power analysis indicated that we needed to test approximately 1,000
subjects, in practice, the study ended up with a few more partici-
pants. Because we did not know in advance how many participants
would need to be excluded due to not satisfying our inclusion
criteria, we followed our standard protocol of keeping the study
active on MTurk in 12-day blocks and checking to see if we had a
sufficient number of usable participants after each block. If not, we
ran another block until we achieved at least the minimum number of
participants, at which point we analyzed the data.

Experiment 1 tested 1,117 participants, with 89 excluded because
they incorrectly answered an attention check question at the end of
the task or stated that they had seen the stimulus video before the
study. The attention check consisted of two multiple-choice ques-
tions asking what crime took place in the video and where the crime
took place. This resulted in a total number of 1,028 participants in
the final analysis (Mage = 33.2 years, SD = 10.2 years; females =
543, males= 479, not reported= 6). The race breakdown of the final
participants was as follows: White = 670, Asian = 141, Black = 69,
Latino= 78, Native American= 32, other= 23, no response= 15. A
total of 505 participants were randomly assigned to the standard
condition (279 to a TP lineup and 226 to a TA lineup) and 523 were
randomly assigned to the reveal condition (253 to a TP lineup and
270 to a TA lineup).

Participants were compensated 25 cents for the approximately
5 min required to complete the test. The study was approved by the
University of California San Diego Institutional Review Board for
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Figure 2
Simulated Results From a Signal Detection Model of Lineups

Note. Panel A: Confidence–accuracy relationship using the calibration method for positive IDs and lineup rejections (e.g.,
Brewer & Wells, 2006). Panel B: Confidence–accuracy relationship for lineup rejections from Panel A plotted with predicted
confidence–accuracy relationship for each condition. Panel C: Proportion of innocent (target-absent) and guilty (target-present)
target-present and target-absent lineups associated with high-confidence lineup rejections.
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research involving human subjects (121186SX), and all participants
provided informed consent before participating.

Materials

The stimulus was a 30-s mock-crime video showing a male
perpetrator painting graffiti on a classroom wall. In the video, the
perpetrator’s face is visible from the front and profile view for
approximately 8 s, with all shots being close to the camera.
Our filler pool consisted of 60 filler photos taken from the Florida

Department of Corrections, and they were judged to be description
matched by an independent group of participants. More information
about these ratings is included in the Supplemental Material.

Design and Procedure

After participants consented to participate and read the instruc-
tions, the experiment started with the presentation of a mock-crime
video. After the video, participants played a visual matching-tile
game for 45 s. When the game ended, participants entered the lineup
phase of the experiment. The instructions indicated that the person
from the video may or may not be in the lineup and that an ID did not
have to be made because there would be a “not present” option
available.
The lineup phase was a randomized 2 (control vs. experimental) ×

2 (TP vs. TA) design. Participants were shown a six-person simul-
taneous lineup in which the photographs were arranged in two rows
of three photographs. In the TP condition, one of the photographs in
the lineup was the suspect from the video, whereas the remaining
photographs were randomly drawn from a pool of fillers. In the TA
condition, all of the photographs in the lineup were randomly drawn
from the pool of fillers.
In the standard condition, participants could either choose one of

the photos in the lineup as being the perpetrator from the video or
select the “not present” button at the base of the lineup. After making
their decision, participants were provided a confidence rating scale
(0%–100%) and were prompted with the question “How certain are
you?” The confidence rating was entered using a slider at the bottom
of the screen. The method for gathering confidence was the same
regardless of whether the participant chose the suspect photo or a
filler photo.
The reveal condition was identical to the standard condition

except in the case of lineup rejections. As before, if a participant
made a positive ID of a suspect photo or a filler photo, confidence
was gathered in the same manner described above. However, in this
condition, if the participant rejected the TA or TP lineup, the suspect
in the lineup was revealed to the participant before confidence was
gathered. In other words, for TP lineups that were rejected, the
perpetrator was identified, and for TA lineups that were rejected, a
randomly selected filler serving as the designated innocent suspect
was revealed to the witness. In each case, an enlarged pop-up photo
of the suspect was superimposed on the lineup. The participant was
then prompted to provide a confidence rating (0%–100%) indicating
how sure they were that the highlighted individual was not the
perpetrator from the video. Thus, participants were not given an
opportunity to change their mind andmake an ID. Instead, they were
only asked to express confidence in their lineup rejection.
There were two attention check questions. The first was, “Where

did the crime occur?” Possible answers were “in a classroom,” “at a

park,” “at the zoo,” and “on a street.” The second question was,
“What was the person in the video doing?” Possible answers were
“talking on a phone,” “painting graffiti,” “eating a sandwich,” and
“reading a book.” Failure to correctly answer both questions resulted
in exclusion from the final analysis.

Preregistered Replication of Experiment 1

As noted later in the Results, Experiment 1 yielded mostly
interpretable results but one apparent anomaly. Thus, to test the
robustness of the findings of Experiment 1, we ran a preregistered
replication (chronologically, this experiment was conducted after
Experiments 1 and 2 were completed).

Participants

We recruited participants from MTurk. We tested a total of 1,915
participants; of those, 535 were excluded using the same criteria
used in Experiment 1 (407 because they had previously seen the
stimulus video and 128 because they failed the attention check).
This resulted in a total of 1,380 participants in the final analysis
(Mage= 32.94 years, SD= 10.35 years; females= 647, males= 724,
not reported = 9). The race breakdown of the final participants was
as follows: White = 861, Asian = 205, Black = 95, Latino = 120,
Native American = 28, other = 44, no response = 27. A total of 693
participants were randomly assigned to the standard condition (352
to a TP lineup and 341 to a TA lineup), and 687 were randomly
assigned to the reveal condition (339 to a TP lineup and 348 to a TA
lineup). By the time this replication study was conducted, the
stimulus video had been used in several other studies, which is
presumably why a larger number of participants reported having
seen the video before.

Participants were compensated 50 cents for the approximately
5 min required to complete the test. The study was approved by the
University of California San Diego Institutional Review Board for
research involving human subjects (121186SX), and all participants
provided informed consent before participating.

Materials, Design, and Procedure

The rerun was a direct replication of Experiment 1.

Experiment 2

Experiment 2 was nearly identical to Experiment 1 except that we
increased the lineup size to nine. We did so because the confidence–
accuracy relation for lineup rejections in Experiment 1 did not turn out
to be as flat as we expected. Previous work reporting a flat function
used a larger lineup size of eight (e.g., Brewer & Wells, 2006),
leading us to speculate that the larger the lineup size, the flatter the
confidence–accuracy function for lineup rejects would be.

Participants

We recruited participants fromMTurk. Experiment 2 tested 1,094
participants; of those, 156 were excluded using the same criteria
used in Experiment 1. This resulted in a total of 938 participants in
the final analysis (Mage= 32.2 years, SD= 10.2 years; female= 462,
male = 468, not reported = 8). The race breakdown of the final
participants was as follows: White = 624, Asian = 100, Black = 63,
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Latino = 86, Native American = 12, other = 29, no response = 24.
Only after analyzing the data did we realize that we had not quite
reached the goal of 1,000 participants, but we decided to report the
results on the assumption that they likely would not differ appre-
ciably after 62 more participants were tested. Of the 938 usable
participants, 502 were randomly assigned to the standard condition
(259 to a TP lineup and 243 to a TA lineup) and 436 were randomly
assigned to the reveal condition (225 to a TP lineup and 211 to a
TA lineup).
Participants were compensated 25 cents for the approximately

5 min required to complete the test. The study was approved by the
University of California San Diego Institutional Review Board for
research involving human subjects (121186SX), and all participants
provided informed consent before participating.

Materials

The materials used in Experiment 2 were identical to those in
Experiment 1.

Design and Procedure

Experiment 2’s design and procedure were identical to those of
Study 1 with only these minor differences. Experiment 2 involved a
nine-person simultaneous lineup in which the photographs were
arranged in three rows of three photographs. TP lineups consisted
of one suspect photo and eight randomly drawn filler photos. TA
lineups consisted of nine filler photos.Wewanted to test a nine-person
lineup because although we obtained asymmetrical confidence–
accuracy relationships for positive IDs versus lineup rejections in
the standard condition of Experiment 1, we did not obtain the flat
relationship for lineup rejections that has been previously observed
(Brewer & Wells, 2006). Given that Brewer and Wells (2006) used
eight-person lineups, we thought a larger lineup might weaken the
confidence–accuracy relationship for lineup rejections because the
confidence decision would be distributed across a larger set of faces
(Lindsay et al., 2013). Experiment 2 used nine-person lineups (slightly
larger than those used by Brewer & Wells, 2006) to test this idea.
In the reveal procedure, guilty and designated innocent suspects

were revealed with a box around their photo instead of an enlarged
pop-up photo. This was not an intentional change in the operatio-
nalization of the reveal procedure. The difference is due to ease of
programming for different programmers working on the project.

Results

Table 1 shows the overall suspect ID rates, filler ID rates, and
lineup rejection rates from TP lineups and TA lineups for both the
standard and reveal conditions in each experiment. The data appear
unremarkable except that in Experiment 1, the TA lineup rejection
rates for the standard and reveal conditions differed considerably
(.67 and .77, respectively). They should have been equivalent
because the procedures were identical up to the point of a lineup
rejection. Because there was no obvious reason why that difference
occurred, we replicated the experiment to test for the robustness of
the main results. In the replication, the key findings were similar, but
the anomaly was no longer apparent.

Calibration Plots

We next analyzed the data broken down by confidence. As in
past research (e.g., Mickes, 2015; Wilson et al., 2018), we aggre-
gated confidence ratings into three bins: 0–69, 70–89, and 90–100.
Doing so created bins with approximately equal numbers of
observations. The top row of Figure 3 shows the calibration plots
from the standard condition for Experiment 1, Experiment 1’s
replication, and Experiment 2. These calibration accuracy scores were
computed as they typically are and as they were for the simulated data
presented earlier.

In the standard condition (top row of Figure 3), the slope for lineup
rejections visually appears to be somewhat shallower than the slope
for positive IDs. However, the asymmetry between the slopes is not as
large as that observed in some other studies. For example, Brewer and
Wells (2006) reported flat confidence–accuracy relationships for
lineup rejections in some—but not all—of the conditions they ran
(see Figure 2 of that article). In our experiments, the lineup rejections
were reasonably diagnostic of accuracy. This remained true even
when the lineup size increased to nine in Experiment 2 (top right of
Figure 3, open symbols). In the reveal condition, the slopes of the
confidence–accuracy plots for positive IDs versus lineup rejections
are visually similar (bottom row of Figure 3).

Lineup Rejection Accuracy

Figure 4 directly compares the confidence–accuracy functions for
lineup rejections from the standard and reveal conditions (plotted
separately in Figure 3). In Experiment 1, the accuracy of high-
confidence lineup rejections in the reveal condition (.94) was
considerably higher than the accuracy of high-confidence lineup
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Table 1
Suspect ID, Filler ID, and No ID Rates for Target-Present and Target-Absent Lineups in the
Standard and Reveal Conditions

Experiment

Target present Target absent

Condition Suspect Filler No ID Filler No ID

Experiment 1 Standard .77 .05 .18 .33 .67
Reveal .78 .05 .17 .23 .77

Experiment 1 replication Standard .75 .07 .19 .27 .73
Reveal .73 .07 .19 .26 .74

Experiment 2 Standard .71 .08 .20 .31 .69
Reveal .68 .09 .23 .29 .71
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rejections in the standard condition (.83), and this difference was
significant, χ2(1) = 6.35, p = .012, ϕ = .18. Experiment 1’s
replication yielded similar results; the accuracy of high-confidence
lineup rejections was significantly higher in the reveal condition
(.93) than in the standard condition (.83), χ2(1)= 5.60, p= .018, ϕ=
.15. In Experiment 2, accuracy was again higher in the reveal
condition (.89 vs. .87), but the difference was not significant,
χ2(1) = 0.16, p = .690, ϕ = .033.

Frequency of High-Confidence Rejections

Next, we examined the proportion of TA and TP lineups associ-
ated with a high-confidence lineup rejection. As shown in Figure 5,
the proportion of innocent suspects in TA lineups associated with
high-confidence lineup rejections was substantially higher in the

reveal condition than in the standard condition. The difference was
significant in Experiment 1, χ2(1) = 9.97, p < .002, ϕ = .14; in
Experiment 1’s replication, χ2(1) = 17.67, p < .001, ϕ = .16; and in
Experiment 2, χ2(1) = 39.12, p < .001, ϕ = .29 (Figure 5).

By contrast, the proportion of guilty suspects associated with high-
confidence lineup rejections did not differ across the standard versus
reveal conditions for any of the experiments—Experiment 1: χ2(1) =
1.31, p= .25, ϕ= .05; Experiment 1 replication: χ2(1)= 1.21, p= .27,
ϕ = .04; Experiment 2: χ2(1) = 2.35, p < .13, ϕ = .07. We also
calculated the Bayes factors for these nonsignificant changes in the
number of guilty suspects associated with high-confidence rejections.
The odds in favor of the null of no difference were 14.24 for
Experiment 1, 17.06 for Experiment 1’s replication, and 8.10 for
Experiment 2. Taken together, the findings summarized in Figures 4
and 5 suggest that revealing the suspect to witnesses after they reject
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Figure 3
Confidence–Accuracy Calibration Plots for Low-, Medium-, and High-Confidence Positive IDs and
Lineup Rejections

Note. Confidence–accuracy calibration plots for the standard (top row) and reveal (bottom row) conditions.
The procedure for positive IDs (results shown using filled symbols) was the same in both conditions of all three
experiments, but the procedure for lineup rejections (results shown using open symbols) differed between the
standard and reveal conditions.

Figure 4
Confidence–Accuracy Plots for Low-, Medium-, and High-Confidence Lineup Rejections

Note. Confidence–accuracy plots for lineup rejections from the standard condition (open symbols) and for
suspect rejections from the reveal condition (filled symbols).

170 YILMAZ, LEBENSFELD, AND WILSON



the lineup but before assessing their confidence could enhance evi-
dence of innocence and potentially clearmanymore innocent suspects.

General Discussion

We tested predictions from a signal detection model about how to
enhance evidence of innocence when a simultaneous lineup is
rejected. The model assumes that, whereas confidence in a positive
ID is based on the memory signal associated with the identified face,
confidence in a lineup rejection is based on the average memory
signal of all faces in the lineup. With its parameters set to yield
asymmetrical confidence–accuracy relationships for positive IDs
versus lineup rejections, the model predicted that two types of
information could be enhanced in the case of lineup rejections by
implementing one slight change: revealing the suspect to the witness
after they make a lineup decision but before collecting confidence
ratings. Specifically, the model predicted that, using the reveal
procedure, (a) the accuracy of high-confidence rejections would
increase and (b) the number of innocent suspects who received a
high-confidence rejection would also increase (Figure 2).
The results of the three experiments reported here were generally

consistent with these predictions. Across all three experiments, the
reveal procedure increased the number of innocent suspects receiving
a high-confidence rejection. In Experiment 1 and its replication, there
was also a significant increase in the accuracy of high-confidence
rejections. In Experiment 2, the accuracy of high-confidence rejec-
tions in the reveal condition also increased but not significantly so.
There are several possible reasons for that lack of significance in
Experiment 2. First, it could simply be a Type II error (i.e., even real
differences are not always statistically significant). For example,
assuming a true increase in accuracy for the reveal condition relative
to the standard condition, the probability of obtaining a significant
result in all three experiments, each with 80% power, is only .83 ≈ .5
(i.e., one would not expect to see a significant result every time the
experiment is run even when power is adequate). From this perspec-
tive, the overall pattern of results across the three experiments
suggests that the accuracy of high-confidence rejections is in fact
higher for the reveal condition. Alternatively, the null hypothesis of
no difference might be true for Experiment 2, which might mean
that the reveal procedure’s effectiveness differs for six-person
and nine-person lineups. This interpretation seems unlikely to us
because we are aware of no theoretical reason to believe it might
be true. Still, we cannot rule it out.

Theoretical Implications

Confidence in a positive ID is presumably based on the strength of
the memory signal generated by the face in the lineup that yields
the MAX signal (i.e., the decision variable is the MAX signal). We
adopted the additional assumption that the decision variable differs
for lineup rejections because of the flatter (sometimes completely flat)
confidence–accuracy relationship that is often observed for nonchoo-
sers. A seemingly reasonable alternative decision variable for deter-
mining confidence in a lineup rejection is the average memory signal
associated with the faces in the lineup (e.g., Lindsay et al., 2013).

The findings reported here lend some credence to this idea. At least
using the specific parameters that generated the simulated results
shown in Figure 2, a signal detection model incorporating that idea
can yield asymmetrical confidence–accuracy relationships for posi-
tive IDs versus lineup rejections (which was not previously known),
and it can generate predictions for the reveal condition that correspond
to what we found here. Thus, the notion that lineup rejections are
based on an average memory signal seems viable. Whether the model
makes these predictions for all possible parameter settings is not
known, but it does so for the parameters we investigated.

Of course, there are other possibilities that we did not investigate
and that might also be viable. For example, the decision variable for
lineup rejections might be the sum of the memory signals generated
by the faces in the lineup, or it might instead be based on a subset of
the faces in the lineup (e.g., the average or the sum of the two faces in
the lineup that generate the strongest memory signal). Although we
cannot rule out alternative models such as those, our results do
indicate that the model we investigated, which assumes that the
decision variable for lineup rejections is an average signal, is viable.
Not only can it account for the asymmetrical confidence–accuracy
relationships that have been observed for positive IDs versus lineup
rejections, it also correctly predicted that the accuracy of high-
confidence lineup rejections (and the number of innocent suspects
receiving a high-confidence rejection) would increase in the reveal
condition compared to the standard condition.

Applied Implications

If the results reported here are confirmed by follow-up research,
the reveal procedure has the potential to quickly remove suspicion of
guilt from innocent suspects on the first lineup test. Thus, its use in
actual police lineups could help to reduce the amount of contact the
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Figure 5
Suspects Receiving High-Confidence Rejections

Note. Proportion of innocent suspects (in target-absent lineups) and guilty suspects (in target-present lineups)
receiving high-confidence rejections.
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innocent have with the legal system. This would be beneficial not
only because it would help to prevent wrongful convictions but also
because “contact with the justice system—through spending a night
in jail/prison, being issued an ASBO [antisocial behavior order], or
having an official crime record—promotes misbehavior” (Motz
et al., 2020, p. 323). Increased contact with the criminal justice
system also raises the chances of being labeled as a criminal in the
future (Motz et al., 2020). A guilt-clearing high-confidence lineup
rejectionwould allow law enforcement to quickly shift their suspicion
to a new (potentially guilty) suspect.
Implementing the reveal procedure in practice would be easy to

do in many police departments but would be more challenging in
others. For example, in approximately 30% of police departments in
the United States, the lineup administrator does not know the
identity of the suspect (Police Executive Research Forum, 2013).
How, then, could the reveal procedure be implemented? There are
two feasible options for those departments. One option worth
considering is a hybrid approach in which everyone in the lineup
receives a confidence rating (cf. Brewer et al., 2020), but only after
the lineup is rejected. Under this hybrid method, the suspect photo
would still receive a confidence rating, as in a reveal procedure, but
both administrators and witnesses could remain blind to the suspect’s
identity. For positive IDs, no hybrid approach would be needed, and
current procedures would remain in effect. More empirical support is
needed before implementation, however, given that we did not
investigate a hybrid approach compared to other lineups.
Another option would be to use a computerized lineup. According

to the Police Executive Research Forum (2013), approximately
12% of police departments administer lineups using a computer. A
computer-based approach allows for the implementation of a reveal
procedure while still maintaining a double-blind, neutral lineup. We
want to further emphasize that we are not advocating for the
abandonment of double-blind lineup administration. Double-blind
lineups are considered “best practice” for administering lineups and
photospreads (Wells et al., 2020). We advocate for more research on
how to best refine the reveal procedure so that innocent suspects are
not unnecessarily imperiled. Regardless of how the reveal procedure
is implemented (and as long as it is a properly administered, fair
lineup), our main point is that there is considerable value in obtaining
a confidence rating for the suspect in the lineup after the lineup is
rejected.

Limitations

In light of the findings from these experiments, should the police
immediately change how they conduct lineups? We do not think so.
First, it would be important for independent labs to directly replicate
these findings in large-N studies to ensure reliability (Wilson et al.,
2020). In addition, our lineup experiments all used the same stimulus
materials, so replications with varied stimuli are important before
recommending implementation (e.g., Wells & Windschitl, 1999). In
fact, “radical randomization” of variables that theoretically should not
affect the conclusions (e.g., age, race, or gender of the perpetrator and
lineup members) is an important step in ensuring generalizability
(Baribault et al., 2018). There is no theoretical reason to believe that
the findings reported here are specific to the stimulus materials we
used, but the possibility cannot be ruled out. Therefore, testing
generalizability is essential before implementing the reveal procedure
in practice. Second, it would be important to also test the revised

lineup procedure in a police setting to ensure generalizability to the
real world.

Finally, it is important that lab-based research conduct these tests
with diversity of participants in mind. Although our sample was
more diverse than what is often found in the psychological sciences
(Gosling et al., 2010), we still had a majority White population. A
“lack of racial diversity in psychology stands to leave the field
unprepared for an increasingly diverse society” and may result in
“theories, methods, and findings that do not reflect a diversity of
perspectives” (Roberts et al., 2020, p. 1304). It is important to
consider that lab-based studies often do not consider the social
contexts of the real world (Kovera & Evelo, 2021). However, if our
findings can be independently replicated—and if they generalize to
other stimulus materials and to the police setting—policymakers
should seriously consider implementing procedural changes that,
compared to current procedures, would clear substantially more
innocent suspects early in a police investigation.

Future Directions

There are several important issues to sort out in future research.
For example, what conditions determine whether the confidence–
accuracy relationship for lineup rejections is flat (as has sometimes
been observed in previous research) versus being somewhat diag-
nostic of accuracy? The reveal procedure appears to reliably
increase the proportion of innocent suspects receiving a high-
confidence lineup rejection. If lineup rejections are at least some-
what diagnostic of accuracy (as they were in all three experiments
reported here), then more innocent suspects receiving a more
accurate rejection would be an undeniably positive outcome. How-
ever, it would not be a positive outcome if (a) the confidence–
accuracy relationship for lineup rejections is completely flat (as has
sometimes been observed) and (b) the reveal procedure does not
increase the accuracy of a lineup rejection. In our study, the reveal
procedure did significantly increase the accuracy of high-confidence
lineup rejections in two out of three experiments, but it will be
important to determine if that result is observed when the
confidence–accuracy relationship for lineup rejections in the stan-
dard condition is completely flat.

Conclusion

The problem of lineup rejections not being especially diagnostic of
innocence has been apparent for a long time. However in recent years,
it has become clear that under certain conditions, positive IDs made
with high confidence can be highly diagnostic of guilt (Wixted &
Wells, 2017). Although much work remains to be done, the reveal
procedure appears to offer a promising new approach for making high-
confidence rejections also highly diagnostic of innocence.
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