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ABSTRACT

Fully Concurrent GPU Data Structures

Building efficient concurrent data structures that scale to the level of GPU parallelism is a

challenging problem. Solutions designed for the CPU do not scale to the thousands of cores that

modern GPUs offer. In this dissertation, we show how to efficiently build a lock-based B-Tree

on the GPU; then, we show how to extend the B-Tree to support snapshots and linearizable

multipoint queries. Finally, we show how to compose a special-purpose data structure from

general-purpose ones (e.g., hash tables) and discuss the design decisions that make composing

data structures easy.

Our B-Tree supports concurrent queries (point, range, and successor) and updates (inser-

tions and deletions). The B-Tree design use fine-grain locks to synchronize between concurrent

updates, yet with clever design designs that reduce contention, the tree provide high update

throughput. We show how our cache-aware B-Tree design take advantage of the cache-hierarchy

of the GPU, achieving lookup throughput that exceeds the DRAM bandwidth of the GPU.

We address the critical question of understanding and providing semantics for concurrent

updates and multipoint queries (e.g., range query). Using linearizability, we offer an intuitive

understanding of concurrent operations. We show how to build a linearizable GPU B-Tree that

uses snapshots to ensure linearizable multipoint queries. To support our snapshot B-Tree, we

design a GPU epoch-based-reclamation scheme.

Finally, we show how to compose a graph data structure from general-purpose hash tables

resulting in a hash-based graph data structure that excels at updates and point queries. Our graph

data structure outperforms sorted-array-based solutions. The design of the data structure is a

general one such that we can replace the hash tables with a B-Tree to address graph problems

that require sorted adjacency lists.
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Chapter 1

Introduction

Graphical Processing Unit (GPU) computing has been a continuously evolving field in recent

years. Using GPU computing, researchers solve problems that started with only graphics-

related ones but now include many others such as data science, machine learning, and databases,

among others. The continuous development of the GPU hardware and the introduction of

General-Purpose Graphics Processing Unit (GPGPU) computing through platforms such as

CUDA and OpenCL aided and motivated researchers to provide highly parallel, elegant, and

efficient solutions to solve different problems.

One of the continuously evolving research fields is designing and building concurrent data

structures on the GPU. Data structures are in the heart of most branches of computing. Driven

by the advances in machine learning problems, data analytics is one of these branches that

recently flourished. Platforms such as HEAVY.AI [28] and Rapids [52] provide their users with

high-level interfaces and abstractions to analyze streams of terabytes of data. We would like to

perform all operations on the GPU to avoid the high latency of memory transfers between the

GPU and the CPU. Moreover, the dynamic nature of real-life workloads requires sophisticated

data structures that can handle streams of update and read operations.

Dynamic data structures are ones that support updating the data structure without the need

to rebuild the data structure from scratch on every update. Concurrent data structures support

performing different types of operations concurrently—enabling algorithms and workloads that

perform a mix of read and update operations. In this dissertation, we will focus on two main

problems. For the first problem, we will explore the problem of building a dynamic concurrent

1



GPU lock-based data structure. For the second problem, we will show how we can compose a

special-purpose data structure such as a graph from general-purpose ones.

Fully-concurrent GPU B-Tree. While lock-based solutions may seem easier to implement

than wait-free ones, an efficient design of a lock-based data structure is a challenging one.

Reducing contention is one of the key challenges when designing an efficient lock-based data

structure. Minimizing and avoiding contention is even more challenging on GPUs which run

thousands of threads. CPU-based solutions do not scale to that level of parallelism. Addition-

ally, GPUs require solutions that are aware of the hardware specifics. For instance, a GPU

data structure must achieve coalesced memory accesses (i.e., avoid memory divergence), and

it needs to adapt to challenges such as cache-incoherence. To address these challenges, we

will introduce a GPU B-Tree design that scales to hundreds of thousands of threads on a GPU.

Two key insights allow us to build the data structure efficiently and avoid contention. First, an

efficient highly-parallel design must accept temporary intermediate states of the data structure

where its invariants (e.g., balance) are not maintained. Second, locking multiple nodes of the

data structures must be minimized. Strategies such as proactive splitting allow us to minimize

the number of locks.

While efficiently performing updates is necessary, it is also essential to perform tree traver-

sals efficiently. Traversing the tree is the core operation in the data structure. Performing data

structures operations in a cooperative fashion allows us to traverse the tree efficiently. Cooper-

ative processing allows us to avoid branch divergence and achieve coalesced memory accesses.

Another challenge with data structures that support multipoint queries is providing linearizable

multipoint queries and updates. Linearizability is an essential property of a data structure to

allow programmers to view the data structure as an atomic object, providing an intuitive un-

derstanding of concurrent operations. We add support for snapshots into our B-Tree design to

address this challenge. Taking a snapshot of the data structure allows its users to capture the

state of all the keys and values stored in the data structure. Any read-only operation can run

on the snapshot while having the illusion that the operation has exclusive access to the data

structure.

2



Composing GPU data structures. Composability is an elegant way to build systems. It al-

lows us to reuse components to build more special-purpose complex systems. We will compose

a dynamic graph data structure from a general-purpose one. Using a hash table, we will build a

hash-based graph data structure. There are two main challenges we will discuss. The first chal-

lenge: how can we design a GPU data structure in a way such that it can be easily composable?

Performing operations on the GPU in bulk and relying on device-wide primitives such as sort

do not compose well when building a data structure that may store few keys. These device-wide

primitives achieve high performance only when the GPU is fully utilized. Our fully-concurrent

data structure design focuses on achieving optimal performance when operations are performed

on the device and makes no assumptions on the workload of the updates or queries. Our design

is suitable for composition.

The second challenge: how do we choose the right data structure when composing a graph

data structure? The answer to this question depends on the workload and the operations that the

graph algorithm will require. For instance, a hash-table-based design will excel when the graph

constantly changes (i.e., focusing on the update performance). We will focus on achieving

high update throughput and hence compose our graph data structure from hash tables to solve a

dynamic triangle counting problem. The triangle counting problem is interesting because it de-

pends on the set intersection operation. Although maintaining adjacency lists of graph vertices

in sorted order—a property that hash tables do not support efficiently—allows performing the

intersection operation more efficiently, as we shall see, the fast update throughput will allow us

to amortize the slower hash-based interaction operations.

Nevertheless, one may compose the graph data structure from other data structures such as

a B-Tree. In fact, we can compose our data structure from both data structures allowing vertices

to have one of the two representations or even both. One can dynamically choose and switch

between the base data structures during runtime based on graph and problem-specific properties

(e.g., node degree).

To summarize, this dissertation has the following contributions:

1. Efficient design of a dynamic GPU B-Tree,

2. Our B-Tree support versioning (snapshots),

3



3. Our B-Tree support linearizable mutipoint queries,

4. A dynamic hash-based graph data structure.

We will provide readers building dynamic data structures in the future with insights for:

• Achieving composability easily,

• Building efficient data structures that scale to GPU parallelism.

4



Chapter 2

Background

2.1 Taxonomy of GPU Data Structures
GPU data structures can be divided into two main categories: static and dynamic. In all cases,

at least queries are accelerated using the GPU. From a GPU perspective, a static data structure

is one that, on each update, the data structure is either updated on the CPU then copied to

the GPU or built in bulk on the GPU. The cost of updating a static data structure is related

to the total size of the data structure and not the size of the update itself. On the other hand,

dynamic data structures reside entirely on the GPU. They can support phase-concurrent and

fully-concurrent updates. In a phase-concurrent data structure, the data structure only supports

updates and queries in phases (i.e., queries and updates do not overlap). On the other hand, a

fully concurrent data structure supports queries and updates within a single GPU kernel or on

multiple GPU streams. Figure 2.1 shows a summary of the taxonomy of GPU data structures.

Data Structures

Static dynamic

Built on the CPU Built on the GPU Phased updates
Concurrent and

phased updates

Figure 2.1: Taxonomy of GPU data structures.
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Static GPU data structures. A static data structure can either be constructed on the CPU

(then moved to the GPU) or on the GPU. In both cases, queries are accelerated by utilizing

the GPU. For example, Breslow et al. [15] builds their hash tables on the CPU then accel-

erates queries on the GPU. Similarly, Shahvarani and Jacobsen [56] build and update their

B-Tree on the CPU. On the other hand, many static data structures are constructed on the GPU.

Karras [35] introduced an in-place binary radix trees construction algorithm which they use to

build bounding volume hierarchies among other data structures. Alcantara et al. [2] accelerate

building a static hash table using the GPU.

Dynamic GPU data structures. A dynamic GPU data structure, on the other hand, allows

updating the data structure without rebuilding it from scratch on each update. In one case, up-

dates are only supported in a phased approach, which means that the updates are applied to

the data structure without any overlap with query operations. In a phased approach, updating

the data structure is either performed entirely on the GPU or broken down into multiple se-

rial stages performed on the GPU and the CPU (to avoid locking, splitting, or re-balancing the

data structure). The GPU Log-Structured Merge tree [5] is an example of a write-optimized

data structure where updates and queries are performed in phases. For concurrent data struc-

tures, Ashkiani et al. [4] introduced a fully-concurrent hash table. In this dissertation, we focus

on fully concurrent data structures.

2.2 Graphics Processing Units (GPUs)
2.2.1 Execution Model

Graphics Processing Units (GPUs) feature several streaming multiprocessors (SMs). A group

of threads is called a thread-block, and each is assigned to one of the SMs. All resident thread-

blocks on an SM share the local resources available for that SM. The hardware assigns thread-

blocks to SMs, and the programmer has no direct control over it. In reality, not all resident

threads on an SM are executed in parallel. Each SM executes instructions for a group of 32

threads, a warp, in a single-instruction-multiple-data (SIMD) fashion. Recent architectures

(e.g., Volta) support independent thread scheduling where each thread has its program counter

(PC), enabling a true SIMT-model at the hardware level where per-thread forward-progress
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is guaranteed [19]. The forward-progress guarantee facilitates porting concurrent algorithms

to the GPU. As we shall see in this dissertation, designing concurrent data structures for the

GPU is not a simple porting process. Designs targeting the GPU require careful attention to

the details of how the GPU hardware work to achieve optimal memory access patterns, avoid

branch divergence, and avoid contention.

Cooperative groups provide an abstraction to organize a group of threads into implicit or

explicit groups. We will discuss a type of the explicit groups called thread block tile, which

is of interest to this dissertation. A thread block tile can contain a number of threads between

1 and 512 threads. A group can communicate using instructions to broadcast a value across

the tile using a shuffle instruction or vote using “all” or “any” instructions. When the group

size is at most a warp, communication is performed through the fast registers, and additional

functionality is available (e.g., ballot vote instruction). However, when the group size is larger

than the warp size, communication within the tile is performed through an L1 user-managed

cache shared between threads in a block.

2.2.2 Memory Hierarchy

GPUs have a DRAM global memory and an L2 cache that all SMs can access. Each SM has

its own private L1 cache. Jia et al. [33] explored the details of the memory hierarchy through

microbenchmarks. We summarize their finding here. On Volta architectures, the L1 caches are

indexed using virtual addresses; however, L2 caches are addressed by physical addresses. TLB

entries are cached at both the L1 and L2 caches. Memory accesses hitting the L1 cache enjoy a

low latency of tens of cycles. Missing the L1 cache increases the latency up to 193 cycles—an

order of magnitude higher. Accessing the DRAM while missing all caches and TLBs increases

the latency by an additional order of magnitude, with latency as high as a thousand cycles. It

is also worth noting that recent Ampere architectures allow programmers to control the caches

in ways such as prefetching, eviction priorities, and invalidation. Memory transactions are

typically divided into sectors (32 bytes) when transferred between the different cache hierarchy

levels; however, accessing the memory on a cache-line granularity (i.e., 128 bytes) is the most

efficient one as it reduces the cost of accessing the DRAM. Table 2.1 summarizes the GPU

memory hierarchy latency and sizes.

7



Volta V100 Kepler K80

L1 data Size 32–128 KiB 16–48 KiB
Line Size 32 B 128 B
Hit latency 28 cycles 35 cycles
Update policy non-LRU non-LRU

L2 data Size 6,144 KiB 1,536 KiB
Line size 64 B 32 B
Hit latency ∼193 cycles ∼200 cycles

Table 2.1: Summary of memory hierarchy microbenchmarking results [33] on the Volta and
Kepler architectures.

An efficient GPU data structure must minimize the DRAM’s expensive accesses and take

advantage of the cache hierarchy whenever possible.

2.2.3 Memory Model

NVIDIA’s Parallel Thread Execution (PTX) ISA follows a weakly-ordered and scoped memory

model and was formalized recently by Lustig et al. [46]. Similar to C++’s standard, memory

instructions (e.g., load, store, and atomics) support different memory orders such as relaxed,

release, or acquire. Memory instructions can be qualified as weak, indicating a mem-

ory instruction with no synchronization (i.e., can read stale data from the L1 cache). PTX

also provides memory fences to establish synchronization between different memory accesses.

Moreover, scopes define the synchronization boundaries for a memory operation. Scopes can

synchronize memory operations on a CTA, GPU, or whole-system level. Scopes are not tradi-

tionally used on CPUs.

The efficient implementation and design of a GPU data structure requires understanding

and using proper memory orderings to guarantee correctness but also avoiding unnecessary

synchronizations that limit performance. For instance, data structure operations may still use

stale data in the L1 cache while maintaining correctness. Similarly, limiting the scope to the

smallest necessary level guarantees correctness while avoiding synchronization across the entire

GPU or system.

It is also worth noting that although different memory orders are well-defined, the compiler

may implement a memory order by adding more synchronizations. Inspecting the lower level
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assembly (SASS) provides more insights into how the different memory orders are implemented

(i.e., how they map to memory- and cache-flush operations).

2.2.4 Putting It All Together

In order to realize an efficient GPU implementation, programmers should consider the fol-

lowing two criteria for a warp’s threads: 1) avoid discrepancy between neighboring threads’

instructions, 2) minimize the number of memory transactions required to access each thread’s

data. The former is usually achieved by avoiding branch divergence and load imbalance across

threads, while the latter is usually achieved when consecutive threads access consecutive mem-

ory addresses (a coalesced access). Unfortunately, it is not always possible to achieve such

design criteria. Depending on the application, programmers have devised different strategies

to avoid performance penalties caused by diverging from the mentioned preferences. In the

context of concurrent data structures, each thread within a warp may have a different task to

pursue (insertion, deletion, or search), while each thread may have to access an arbitrarily po-

sitioned part of the memory (uncoalesced access). To address these two problems, Ashkiani et

al. proposed a Warp Cooperative Work Sharing (WCWS) strategy [4]: independent operations

are still assigned to each thread (per-thread work assignment), but all threads within a warp

cooperate to process in parallel (per-warp processing). By doing so, threads cooperate in both

memory accesses and executed instructions, resulting in coalesced accesses and reduced branch

divergence. The WCWS can be generalized to use a cooperative groups tile instead of a warp.

However, we prefer tiles with a size less or equal to the maximum warp size since they can

utilize the fast intra-warp communication instructions that use registers.
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Chapter 3

Engineering a High-Performance GPU
B-Tree

3.1 Introduction
The toolbox of general-purpose GPU data structures is sparse. Particularly challenging is the

development of dynamic (mutable) data structures that can be built, queried, and updated on the

GPU. Until recently, the prevailing approaches for dealing with mutability have been to update

the data structure on the CPU or to rebuild the entire data structure from scratch. Neither is

ideal.

Only recently have dynamic GPU versions of four basic data structures been developed:

hash tables [4], sparse graphs with phased updates [27], quotient filters [25], and log-structured

merge trees (LSMs) [5]. LSMs provide one of the most basic data-structural primitives, some-

times called a key-value store and sometimes called a dictionary. Specifically, an LSM is a data

structure that supports key-value lookups, successor and range queries, and updates (deletions

and insertions). This combination of operations, as implemented by red-black trees, B-trees,

LSMs or Bϵ-trees, is at the core of many applications, from SQL databases [31, 47] to NoSQL

databases [18, 38] to the paging system of the Linux kernel [44].

In this work, we revisit the question of developing a mutable key-value store for the GPU.

Specifically, we design, implement, and evaluate a GPU-based dynamic B-Tree. The B-Tree

offers, in theory, a different update/query tradeoff than the LSM. LSMs are known for their

This chapter appeared as “Engineering a High-Performance GPU B-Tree” published at PPoPP 2019 [6].
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B-Tree Sorted Array LSM

Insert/Delete O(logB n) O(n) O((log n)/B) amortized
Lookup O(logB n) O(log n) O(log2 n)
Count/Range O(logB n+ L/B) O(log n+ L/B) O(log2 n+ L/B)

Table 3.1: Summary of the theoretical complexities for the B-Tree, sorted array (SA), and LSM.
B is the cache-line size, n is the total number of items, and L is the number of items returned
(or counted) in a range (or count) query.

insertion performance, but they have relatively worse query performance than a B-Tree [11, 42].

Table 3.1 summarizes the standard theoretical analysis of insert/delete, lookup, and coun-

t/range for n key-value pairs in our B-Tree, in a sorted array (SA), and in the LSM. Searches

in GPU versions of these data structures are limited by GPU main-memory performance. Here,

we use the external memory model [1], where any access within a 32-word block of memory

counts as one access, for our analysis.1

We find that, not surprisingly, our B-Tree implementation outperforms the existing GPU

LSM implementation by a speedup factor of 6.44x on query-only workloads. More surprisingly,

despite the theoretical predictions, we find that for small- to medium-sized batch insertions (up

to roughly 100k elements per insertion), our B-Tree outperforms the LSM. Why? The thread-

centric design and use of bulk primitives in the LSM means in practice that it takes a large

amount of work for the LSM to run at full efficiency; in contrast, our warp-centric B-Tree

design hits its peak at much smaller insertion batch sizes. We believe that insertions up to

this size are critical for the success of the underlying data structure: if the data structure only

performs well on large batch sizes, it will be less useful as a general-purpose data structure.

Our implementation addresses three major challenges for an efficient GPU dynamic data

structure: 1) achieving full utilization of global memory bandwidth, which requires reducing

the required number of memory transactions, structuring accesses as coalesced, and using on-

chip caches where possible; 2) full utilization of the thousands of available GPU cores, which

requires eliminating or at least minimizing required communication between GPU threads and

1On the GPU, the external memory model corresponds to a model where a warp-wide coalesced access (to 32
contiguous words in memory) costs the same as a one-word access; this is a reasonable choice because, in practice,
a GPU warp that accesses 32 random words in memory incurs 32 times as many transactions (and achieves 1/32
the bandwidth) as a warp that accesses 32 coalesced words, to first order.
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branch divergence within a SIMD instruction; and 3) careful design of the data structure that

both addresses the previous two challenges and simultaneously achieves both mutability and

performance for queries and updates. Queries are the easier problem, since they can run inde-

pendently with no need for synchronization or inter-thread communication. Updates are much

more challenging because of the need for synchronization and communication.

To this list we add a fourth challenge, the most significant challenge in this work: contention.

A “standard” B-Tree, implemented on a GPU, simply does not scale to thousands of concurrent

threads. Our design directly targets this bottleneck with its primary focus of high concurrency.

The result is a design and implementation that is a good fit for the GPU. Our contributions in

this work include:

1. A GPU-friendly, cache-aware design of the B-Tree node data structure;

2. A warp-cooperative work-sharing (WCWS) strategy that achieves coalesced memory ac-

cesses, avoids branch divergence, and allows neighboring threads to run different opera-

tions (e.g., queries, insertions, and deletions); and

3. Analysis that shows that contention is a critical limiter to performance, which motivates

three design decisions that allow both high performance and mutability:

(a) A proactive splitting strategy that correctly handles node overflows while minimiz-

ing the number of latched nodes during the split operation;

(b) Level-wise links that allow more concurrency during updates, specifically during

split operations; and

(c) Restarts on split failure to alleviate contention and avoid spinlocks.

3.2 Background and Previous Work
3.2.1 B-Tree

Key-value stores are fundamental to most branches of computing. Assuming all keys in the data

structure are unique, a key-value store implements the following operations:
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Insert(k, v): Adds (k, v) to the set of key-value pairs (or replace the value if such key already

existed).

Delete(k): Removes any pair (k, ∗) from the set.

Lookup(k): Returns the pair (k, ∗) in set, or ⊥ if no such pair exists.

Range(k1, k2): Returns all pairs (k, ∗) in set, where k1 ≤ k ≤ k2.

Successor(k): returns the pair (k′, ∗) where k′ is the smallest key greater than k, or ⊥ if no

such k′ exists.

When the set of key-value pairs is small, in-memory solutions such as balanced search trees

are typically used. When data is too large to fit into memory—and for a GPU, when the main

body of the data structure only fits into global DRAM—such data structures as B-Trees, LSMs,

and Bϵ-trees are used. B-Trees are optimized for query performance. The ubiquitous B-Tree

as described by Comer [20] was introduced by Bayer and McCreight [10] to handle scenarios

where records exceed the size of the main memory and disk operations are required. Therefore,

a B-Tree is structured in a way such that each node has a size of a disk block, intermediate nodes

contain pointers and separators (pivots) that guide the tree traversal, and leaf nodes contain keys

and records (values). For a tree of fanout B, each intermediate node in the tree can have at most

B children and must have at least B/2 children, except for the root, which can have as few as

two children.

During insertion into a B-Tree, a tree node is split whenever it overflows and nodes are

merged to handle underflows. For a B-Tree that stores N keys, the tree will have a height of

O(logB N), which is shallower than a balanced binary tree, which has height Θ(log2N). This

difference in height is the basis for the difference between the I/O costs of searches in B-trees

and in sorted arrays given in Table 3.1.

3.2.2 Previous Work

Splitting. A major challenge for concurrent updates on the B-Tree is splitting an overflowing

tree node, where updates to the overflowing node, its new sibling (new child to the parent), and

the parent are required to be done atomically. This requires locking two tree nodes on different
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Work Usage Data structure notes

YHFL+ [65] Grid files for multidimensional database
queries.

Built on CPU.

KCSS+ [36] Index search for databases using binary tree
optimized for architecture.

Inefficient parallelism: only run one tree-
building thread per half warp. Updates re-
quire complete rebuild.

FWS [23] Processing B+ tree queries for databases. Built on CPU.
LWL [45] Construct R-trees by parallelizing sorting and

packing stages. Tree traversal based on BFS.
GPU-built trees have poor range query perfor-
mance. Updates require complete rebuild.

BGTM+ [8] Single- and multi-GPU range queries for List
of Clusters and Sparse Spatial Selection in-
dexing approaches.

Built on CPU.

SKN [57] Compute range queries by constructing Carte-
sian tree and finding least common ancestors.

Updates require complete rebuild.

KKN [37] R-tree traversal for spatial data. Sequential
search between nodes, parallel search within
each node.

Built on CPU.

YZG [66] R-tree construction and querying for geospa-
tial data. Compares performance of trees con-
structed on GPU and CPU.

GPU-built trees have poor range query perfor-
mance. Updates require complete rebuild.

LYWZ [43] Range query processing for moving objects
using query buffers, hashing, and matrices to
calculate and track distances between objects.

Process stream of data instead of building data
structure.

LSOJ [41] Spatial range queries for moving objects us-
ing grid indexing, quad trees, and intermedi-
ate bitmap data structures.

Only works on databases with evenly dis-
tributed objects. Updates require complete re-
build.

ALFA+ [5] First dynamic general-purpose dictionary data
structure for the GPU based on the Log Struc-
tured Merge tree (LSM).

High insertion rates, but primarily for large
insertions; competitive query performance.

SJ [56] Large trees that don’t fit on a GPU’s memory,
with emphasis on query performance. GPU is
used to speed up query performance.

Built and updated on CPU.

YLPZ [64] Phased queries and updates on the GPU. State-of-the art query throughput. Less effi-
cient update throughput.

Table 3.2: Chronological summary of previous work on dictionary data structures that support
point and range query on GPUs.
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levels (the new sibling doesn’t need to be locked as no pointers to it exist yet), which bottlenecks

the updating process, particularly at the root and upper tree nodes. Moreover, splitting could

propagate up the tree (when the parent node is full), thus requiring locking more nodes on

different levels.

Graefe [26] surveyed the different locking techniques that are typically used on CPUs. Latch

coupling and B-link-trees are two different approaches to maintain consistency of the B-Tree

during split operations without causing concurrency bottlenecks. In latch coupling, a thread

releases a node’s latch only after it acquires the next node’s latch. For splitting with a latch

coupling strategy, in addition to latching the next node, the parent node is unlatched only if the

lower node is not full, guaranteeing that subsequent split operations will successfully complete.

Another approach to splitting is to proactively split nodes during a thread’s root-to-leaf

traversal. Proactive splitting avoids concurrency bottlenecks but may lead to unnecessary splits,

and it may be challenging to extend it to variable-length records.

The B-link-tree [40] relaxes the constraints of a B-Tree and divides the split operation into

two steps: splitting the node and updating the parent. In between these two steps the B-Tree

is in an intermediate tree state where the parent doesn’t have information about the new node

but the split node and its new sibling are linked. Linking nodes requires the addition of a high

key and a pointer in recently split nodes to their neighbor nodes, and during traversals, threads

are required to check the high key at each node to determine if level-wise traversal is required.

Good performance requires that updating the parent with a pointer to its new child should be

done quickly to avoid traversing long linked lists and to improve traversal performance.

Early lock releasing techniques were used by Lehman and Yao [40] to provide more con-

currency. The merging of nodes to reduce the tree height after deletions was presented by Lanin

and Shasha [39] and Sagiv [54]. Latch coupling was used in B-link-trees by Jaluta et al. [32]

along with recovery techniques.

GPU work. While many previous GPU projects have targeted B-Trees and similar data struc-

tures that support the same operations (Table 3.2), few support incremental updates, those that

do typically have poor update rates, and many cannot even build the B-Tree on the GPU. No

previous work has competitive performance on both queries and updates. Fix et al. [23] was
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among the first to build a GPU B-Tree but only used the GPU to accelerate searches. The work

most directly on point is from Kaczmarski [34], who specifically targets the bulk-update prob-

lem with a combined CPU-GPU approach that contains optimizations beyond rebuilding the

entire data structures; Huang et al. [30], who extend Kaczmarski’s work but with non-clustered

indexes that would be poorly suited for range queries; and Shahvarani and Jacobsen [56], who

focus their work on high query rates using large fanouts, but with poor insertion performance.

Their work proposed a hybrid CPU-GPU B-Tree to handle scenarios where the tree size ex-

ceeds the GPU memory size. They focus on high search throughput using GPUs; insertions are

done in parallel on the CPU. Our work does not target B-Trees larger than the GPU memory

capacity. In concurrent work, Yan et al. [64] propose a novel B-Tree structure where the tree is

divided into key and child regions. The key region contains keys of the regular B-Tree laid out

in memory in a breadth-first order. The child region is a prefix-sum array of each node’s first

child (which is small enough to fit inside the cache). Moreover, they offer two optimizations:

partial sorting of queries to achieve coalesced memory access, and grouping of queries while re-

ducing the number of useless comparisons within a warp to minimize the warp execution time.

With these design decisions they achieve state-of-the-art query performance at the expense of a

higher cost to maintain the B-Tree structure when updating. Our work offers a different tradeoff

between query and update performance.

The GPU LSM [5] takes a different approach to provide a dynamic GPU data structure

that supports the same operations as the B-Tree. The GPU LSM is a hierarchy of dictionar-

ies, each with a capacity of b2i, where i represents the level and b represents the batch size. It

derives from the Cache Oblivious Lookahead Array (COLA), where each dictionary is repre-

sented using a sorted array of elements, with updates modifying the small dictionary. Once a

dictionary reaches its capacity, it is merged with the next larger one. Updates are done using

two primitives, sort and merge, each of which can be done efficiently on GPUs. For queries, the

search starts at the smallest dictionary and proceeds along the hierarchy of dictionaries. GPU

LSM performance generally depends on the batch size, where larger batch sizes improve the

performance.

We compare our performance to the GPU LSM and GPU sorted array performance in Sec-
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{Key, Value}0 {Key, Value}1 ….. {Key, Value}14 Link{Min, Ptr}

{Pivot, Ptr}0 ….. Link{Min, Ptr}{Pivot, Ptr}1 {Pivot, Ptr}14Intermediate Node

Leaf Node

Figure 3.1: B-Link-Tree (with B = 3) schematic (top). Our B-Tree (with B = 15) node
structure (bottom). A tree node contains 15 pivot-pointer (or key-value) pairs. A pointer to the
node’s child is represented by the child’s offset. The last pair in a node represents the right
sibling minimum value and its pointer. The minimum of the right sibling serves as a high key
for the node.

tion 3.5.

3.3 Design Decisions
In our design we assume 32-bit keys, values, pivots (separators), and offsets (pointers). We

use the most significant bit of each of the node’s entries to distinguish leaves from intermediate

nodes and to mark locked (latched) nodes. Figure 3.1 shows a schematic of our B-Tree’s node

structure. Offsets are used to identify the next tree node during traversal by simply multiplying

the offset by the size of the tree node.

We use the same structure for internal B-Tree nodes and leaves. All key-value pairs are

stored in leaf nodes; internal nodes store pivot-offset pairs, where the offset points to another

node in the tree. Each node in our B-Tree stores 15 key-value or key-offset pairs (Section 3.3.1),

and an additional pair containing a pointer to its right sibling and the minimum key of its right

sibling (Section 3.3.2).

Reading a tree node is not blocked by any other operation (Section 3.3.3). When we insert

into the tree and must split, we use proactive splitting (Sections 3.2.2 and 3.3.4) with restarts on

failures (Section 3.3.5). We use a simple write latch per node to synchronize concurrent modi-

fications to the same node. When an insertion into a node causes a split, we first move half of
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the leaf (or intermediate) node’s key-values (or pivot-offsets) to a new node, then insert a pivot-

offset pair into a parent node. We use a warp-cooperative work-sharing strategy (Section 3.3.6)

where work is generated per thread but performed per warp.

The remainder of this section discusses the details, motivations, and implications of these

design decisions.

3.3.1 Choice of B

To maximize memory throughput, each of our B-Tree nodes is the size of a cache line, which is

128 bytes on NVIDIA GPUs. Thus a warp of 32 threads can read a tree node (cache line) in a

coalesced manner. Each tree level is a linked list (we motivate this decision in Section 3.3.2) to

allow for more concurrency, specifically during insertion. The overhead for making each tree

level a linked list is 8 bytes divided equally between a pointer to the node’s right sibling and

the right sibling’s minimum key. The remaining 120 bytes are used to store either pivot-pointer

pairs for intermediate nodes or key-value pairs for leaf nodes; therefore our B-Tree has B = 15.

Figure 3.1 illustrates the tree node structure.

3.3.2 B-Link-Tree

Adding new items to a B-Tree may require splitting a node, which in turn requires changing

nodes on at least two levels of the tree. Traditional implementations exclusively lock a safe

path during an insertion traversal. On a GPU, such locks rapidly bottleneck any tree traversal,

particularly at the root and upper tree nodes. We eliminate the need for an exclusive lock,

allowing other warps to concurrently read, by adopting the side-link strategy of the B-Link

tree [40]. In a B-Link tree, each node stores a link to its right neighbor as well as storing

the right neighbor’s minimum key, i.e., each tree level is a linked list. With this additional

information, we no longer must lock the upper node in the split. Why?

We traditionally exclusively lock (at least) both the upper and lower node to handle the case

where a split operation and a read operation are concurrent. The split divides the lower node

into two nodes then updates the parent node with the information about the new node. If a read

occurs after the lower-node division but before the upper-node update, it may not find the right

path down the tree. However, the side link solves this problem: if the read occurs after the
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lower-node division and the item is not in the left lower node, the read operation traverses the

side link to find the new right lower node.

Maintaining the level-wise links is simple. During a split operation, the right tree node gets

the side-link data from the original node, and the left node’s side link points to the right node

and also stores the minimum key or separator of the right node.

In our GPU implementation, the addition of the side link itself does not solve the con-

currency problem, but together with a proactive splitting strategy (Section 3.3.4), it improves

concurrency.

3.3.3 Decoupled Read and Write Modes

A complementary decision to the previous one is to decouple reads and writes. In other words,

our design has only one latch type: an exclusive write latch, only required when modifying

a node’s content, during inserting or deleting a key-value or separator-offset pair. Any warp

starts the tree traversal for any update operation in read mode; reads require no latches. But

once a warp decides to switch from read mode to write mode, an additional read is required

after latching the node. The additional read is required to ensure we have the most recent node

content as other warps might have subsequently modified the contents of the node.

3.3.4 Proactive Splitting

Splitting a tree node is required whenever the node becomes full, and in the most extreme

case the splitting process will propagate up the tree all the way to its root. The traditional

approach to splitting is latch coupling, which involves exclusively locking a subtree starting at

a “safe” node that guarantees that any future splits will not propagate further up the tree. Latch

coupling disallows both reads and writes in this subtree. This strategy significantly bottlenecks

GPU performance by limiting concurrency; exclusively locking (or even write-only locking) an

entire subtree idles any thread that accesses (or modifies) that subtree. This loss of concurrency

results in unacceptably low performance.

Instead we use a proactive splitting strategy. Proactive splitting, together with the side

links of a B-Link-Tree (Section 3.3.2), maximizes concurrency: with them, we both limit node

modifications to only two tree levels and also allow concurrent reads of these nodes.

19



During insertions, a node is split whenever it is full. We begin by reading a node; if that

node is full, we begin the splitting process. To further reduce the time we need to latch the

upper tree node, we process the first splitting stage without latching the upper node. But, before

committing the changes to the split node and its new sibling, we must latch the parent. Then we

check if the parent, which will now gain an additional child, has subsequently become full (the

high level of concurrency makes this a distinct possibility). We handle this case with a restart,

as we describe in the next subsection. It is the combination of side links, proactive splitting, and

restarts that together allow our implementation to achieve high levels of concurrency.

3.3.5 Restarts Instead of Spinlocks

Traditionally, threads in a B-Tree that encounter a locked latch spin until that latch is available

(a spinlock). GPU software transactional memory techniques [62, 63] provide the same func-

tionality of fine-grained synchronization, but we opt for lightweight latches embedded in our

B-Tree’s nodes. We further tune our synchronization technique using the fact that only writes

requires latches (Sections 3.3.2 and 3.3.3). Moreover, in our design, we generally replace spin-

locks with restarting the operation from the node’s last-known parent or the root. The restart

has a similar effect to backoff locking [58], where a spinlocking thread does meaningless work

to temporarily relieve contention over the atomic unit; this is useful when DRAM operations

are not slow and atomic operations are fast so that the backoff window is small. ElTantawy

and Aamodt [22] showed that an adaptive backoff improves the performance even further, since

small backoff delay may increase spinning overheads while a large backoff delay may throttle

warps more than necessary. From our experiments we find that spinlocks on high-contention

nodes—specifically, full and leaf nodes during insertions—reduce the amount of resident warps

that can make progress. Moreover, restarts improve memory throughput and insertion rates.

For a B-Tree of size 216, we find that restarts improve the throughput by a factor of 6.39x over

spinlocks, while backoff improves the performance by a factor of only 1.47x.

We use spinlocks in three cases: (1) during the second stage of splitting a node that modifies

the node’s parent, (2) during traversal of side links (after latching a leaf node), and (3) during

the deletion of key-value pair from a leaf node. More commonly, we restart traversal. We restart

from the node’s last-known parent if we fail to latch a leaf node or a full leaf (or intermediate)
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node. Another scenario for restarting from the last-known parent node is when we detect that

the last-known parent is not the true parent, as the true parent might be the new sibling of the

last-known parent after splitting. After restarting with the last-known parent as the current node,

we find the true parent using side-link traversal. We restart from the root if the split operation

requires information that is unknown. Since we do not keep track of the grandparent node, the

unknown information is either 1) the grandparent node when the parent node is full or 2) the

parent node when the current node became full after a restart to detect the true parent. We find

that restart overhead becomes less significant as the tree size grows and that restarts increase our

insertion throughput. We note that using a spinlock, specifically when latching a parent node

during splitting of its child, guarantees that at least one warp will make progress.

3.3.6 Warp Cooperative Work Sharing Strategy

We expect that the predominant use of our B-Tree will be in scenarios where the GPU is running

many threads and each thread potentially generates a single access (a query, an insert, or a

delete) into the B-Tree. Consequently, our abstraction supports inputting work from threads.

However, we process work with entire warps in an approach first proposed for dynamic GPU

hash tables [4]. In the common case, 32 threads in a warp each have an individual piece of

work, but the entire warp serializes those 32 pieces of work in a queue, working on one at

a time. This strategy has two clear benefits: avoiding thread divergence within a warp and

achieving coalesced memory accesses while reading or writing a tree node. A third benefit is

alleviating the need for load balancing. Although the path from the root of the tree to the leaves

in a B-Tree is a uniform one, the insertion process will be an irregular task based on the thread’s

path. In particular, the irregularity comes from the additional process of node splitting. Because

WCWS leverages the entire warp to do these irregular tasks, it avoids any need to load-balance

work across threads.

3.4 Implementation
With the exception of a bulk-build scenario, all of our implementations follow the warp cooper-

ative work sharing strategy (WCWS). In WCWS each thread has its own assignment, either an

update (insertion or deletion) or a query (lookup, range, or successor). A warp cooperates on
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performing each of its 32 threads’ tasks using warp-wide instructions. With our design decision

for B, each thread in the warp reads one item in the tree node. Even-lane threads read keys (or

pivots), and odd-lane threads read values (or offsets); the last two threads read the node’s high

key and its right-sibling offset.

In all of our operations, we leverage CUDA’s intrawarp communication instructions in two

ways. (1) ballot performs a reduction-and-broadcast operation over a predicate. The predi-

cate is usually a comparison between a key (or a pivot) and each thread’s key. ballot is always

followed by a ffs instruction (i.e., find first set bit) to determine the first lane that satisfies the

ballot predicate. (2) shfl (“shuffle”) broadcasts a variable to all threads in a warp.

Algorithm 3.1 shows the general pattern in a warp cooperative work sharing algorithm,

which we use as the entry point in our simultaneous query and update algorithm. We now

discuss the implementations of the various operations that we support, omitting intrawarp com-

munication details.

Algorithm 3.1 Warp cooperative work sharing strategy.

1: procedure WCWS(Tree btree, Pair pairs, Task tasks)
2: is active← true
3: thread pair← pairs[threadIdx]
4: thread task← tasks[threadIdx]
5: while work queue← ballot(is active) do
6: current lane← ffs(work queue)
7: current pair← shfl(thread pair, current lane)
8: current task← shfl(thread task, current lane)
9: performTask(current task, current pair, btree)

10: if laneId = current lane then
11: is active← false
12: end if
13: end while
14: end procedure

3.4.1 Bulk-Build

The bulk build operation constructs a B-Tree directly from a bulk input of key-value pairs. We

start by sorting the input pairs with CUB’s [48] sort-by-key primitive. Then we start building

the tree bottom-up. To avoid splitting after a bulk-build process, we fill each of the tree nodes
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with only 8 pairs of either key-values or pivot-offset. We reserve the zeroth node as the root.

The remainder of the tree nodes are organized in a left-to-right level-wise order starting from the

leaf nodes. We assign each tree node to a warp. Each warp is only responsible for loading the

required 8 key-value pairs if the node is a leaf. Since we already know the structure of the tree,

we can easily determine the current node height and the indices of its children for intermediate

nodes. We also avoid the complexity of merging nodes that are underfull and allow underfull

nodes to exist in the constructed tree.

3.4.2 Incremental Insertion

In incremental insertion, a thread has a new key-value pair that must be added to the appropri-

ate leaf node. This operation requires tree traversal and split operations when needed. Algo-

rithm 3.2 summarizes the incremental insertion algorithm. A warp traverses the tree starting

from the root (line 2). The most significant bit in any node’s first entry identifies whether it is

a leaf or an intermediate node. If we reach a leaf or a full node, then the current node must be

modified; we attempt to latch it (line 13). As we detailed in Section 3.3.5, if we cannot acquire

the lock, we restart the insertion process from the node’s parent instead of spinning (line 15).

Latches. Each tree node has a one-bit lock (the most significant bit in the second node entry),

which we try to change using an atomicOr. Out of a warp’s 32 threads, only the second

thread acquires the latch for the warp. If the atomicOr function returns a value where the

most significant bit is one, then the latch failed. A zero indicates that we successfully latched

the node. Due to the weak memory behavior on a GPU, latching a node using only an atomic

call guarantees serialization over the latch, but not the tree nodes themselves. Load and store

instructions could be reordered around the atomic call. Therefore, we must add a global memory

fence both after acquiring a latch and before releasing a latch. This fence guarantees that all

writes to global memory before the fence are observed by all other threads before the fence. We

also must use the volatile keyword to bypass the L1 cache to avoid reading stale tree nodes

from the L1 cache. The memory fences and the L1 cache bypass degrade performance, but are

necessary to ensure correctness. For example, building a B-Tree that contains 216 keys is on

average 1.77x faster, averaged over successful runs, if memory fences and the L1 cache bypass

are not used. All reported results for insertions in Section 3.5 use both memory fences and a L1
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Algorithm 3.2 Incremental insertion.

1: procedure INSERT(Tree btree, Pair pair)
2: current← parent← btree.root
3: repeat
4: while pair.key ≥ current.link min do
5: current← current.link ptr
6: end while
7: if current is full then
8: if current = parent and current is not root then
9: current← parent← btree.root

10: end if
11: end if
12: if current is full or current is leaf then
13: if tryLatch(current) = failed then
14: current← parent
15: continue
16: end if
17: link used← false
18: while pair.key ≥ current.link min do
19: if current is full then
20: releaseLatch(current)
21: link used← true
22: current← parent
23: break
24: end if
25: releaseLatch(current)
26: current← current.link ptr
27: acquireLatch(current)
28: end while
29: if link used then
30: continue
31: end if
32: end if
33: if current is full then
34: result← trySplitAndUpdateParent(current, parent)
35: if result = success and current is not leaf then
36: releaseLatch(current)
37: else if result = parent full or unknown then
38: releaseLatch(current)
39: current← parent
40: continue
41: end if
42: end if
43: if current is leaf then
44: insertPair(pair, current)
45: releaseLatch(current)
46: else if current is intermediate then
47: current← getNext(pair.key, current)
48: end if
49: until current is leaf
50: end procedure
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cache bypass.

Using side links. After we read a node (line 4), and after we latch it (if it is a leaf or a full

node) (line 18), we check if the key is less than the node’s high key; this is the usual case.

However, the key may now be larger than the high key; for instance, another insert may split

the current node after the read but before the latch. In these cases, we traverse to the next node

on this level using the side link. Using a shfl instruction, we broadcast the right sibling node

offset to all threads in the warp and continue the insertion process from this node. In case when

the node is full and the side link is used, we restart the process from the last-known parent

(line 30).

Splitting. If the latched node is full, and we never traversed side links (i.e., we know the parent

node), we begin the splitting process (line 34). We perform the first stage of the split without

latching the parent or creating the new node. We prepare new pairs for the now-half-full node

and its new sibling. Then we latch the parent and check if the parent is the current true parent

of the node. It may not be if another warp has subsequently split the last-known parent and the

new true parent is the new sibling; if that is the case, we restart the process from the last-known

parent (line 40). If we detect that the parent is full, we restart the process from the root of the

tree (line 9). If the splitting succeeds, we detect which of the new nodes is our next node and

move to that node.

Inserting the new pair. If the node is a leaf node, we move pairs in the node to create space

for the new pair, then write the node changes back to memory (line 44).

3.4.3 Search

Searching the tree for a value (Algorithm 3.3) is much simpler than insertion. A warp simply

traverses the tree by comparing the lookup key and the intermediate-node pivots using a warp-

wide comparison. The warp then determines the lane that contains the next pivot and hops to

the next node. Once the warp reaches the leaf node, a second warp-wide comparison of the key

and the leaf node keys determines if the key exists in the tree (in which case the associated value

is returned), or if the key doesn’t exist in the tree.
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Algorithm 3.3 Lookup, range, successor, and delete.

1: procedure QUERYORDELETE(Tree btree, Key key, Key key upper bound, Result result,
Operation operation)

2: current← parent← btree.root
3: result← NOT FOUND
4: repeat
5: if current is intermediate then
6: current← getNext(key, current)
7: else if current is leaf then
8: switch operation do
9: case lookup:

10: result← getValue(key, value)
11: break
12: case delete:
13: latchNode(current)
14: volatileReadNode(current)
15: current← deleteKey(key, current)
16: volatileWriteNode(current)
17: break
18: case range:
19: while true do
20: result += inRange(key, key upper bound, current)
21: if key upper bound < current.link min then
22: break
23: end if
24: current← current.link ptr
25: end while
26: break
27: case successor:
28: while result = NOT FOUND do
29: result← getNextValidPair(key, current)
30: current← current.link ptr
31: end while
32: break
33: end switch
34: end if
35: until current is leaf
36: end procedure

26



3.4.4 Deletion

In deletion, a warp first traverses the tree to find the deleted key. Once it reaches the leaf, it

latches the leaf node and reads it again, since between the time of traversal and latching, other

warps might have deleted keys from the node. Once a warp latches the leaf node, a warp-wide

comparison locates the key. The deleting warp shuffles down higher keys and their associated

values, if any, two spots to overwrite the deleted key-value pair. Similar to insertion, mem-

ory fences are required for latching, but since in our deletion we do not modify intermediate

nodes, we can avoid using the keyword volatile and take advantage of the L1 cache when

reading intermediate nodes. But for reads and writes to leaf nodes, we use custom PTX read

(ld.global.relaxed.sys.u32) and write (st.global.relaxed.sys.u32) func-

tions to bypass the L1 cache. We avoid merging underfull tree nodes, as it slows down the

deletion process without a corresponding gain in search performance. A high-level description

of the algorithm is shown in Algorithm 3.3.

3.4.5 Range Query

Given a pair of upper/lower bounds, a warp first traverses the tree searching for the location of

the lower bound. Once the location is determined, the warp uses the side links to perform level-

wise traversals until it locates the upper-bound key. During this side traversal, all key-value

pairs belonging to the range are written back to global memory. The counter that keeps track

of the pairs within the range could be used to provide a count query, which is faster since no

global memory writes are required. The range query (or count) algorithm is similar to the point

query algorithm with the lookup key as the lower bound, with the addition of both link traversal

and writing back the in-range pairs (or the count). The amount of work required to perform a

Range(k1, k2) is directly dependent on the range length (i.e., k2 − k1). A high-level description

of the algorithm is shown in Algorithm 3.3.

3.4.6 Successor Query

Given a key, to find its successor we first perform a point query to locate the key. Then we

check if any larger key exists in the current leaf. If the key was the last valid key in the node,

we perform level-wise traversals using side links to find the first valid key. Since in deletion we
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do not merge tree nodes, the warp might need to perform more than one traversal. A high-level

description of the algorithm is shown in Algorithm 3.3.

3.5 Results
In this section we compare our B-Tree implementation2 to a GPU sorted array (GPU SA) and

a GPU LSM. GPU LSM and GPU SA implementations are from Ashkiani et al. [5]. The GPU

LSM implementation uses CUB [48] in its sort primitive and moderngpu3 in its merge primitive.

We run all of our experiments on an NVIDIA TITAN V (Volta) GPU with 12 GB DRAM and

an Intel Xeon CPU E5-2637.

For all of our experiments we used 32-bit keys and values. We reserved the most significant

bit of keys for locking and identifying leaves and intermediate nodes.

At a high level, all B-Tree operations have throughput proportional to the height of the tree.

Because of the large fanout of a B-Tree, this means that for most B-Tree sizes of interest (large

enough to make a B-Tree worthwhile at all, small enough to fit into GPU memory), the B-Tree’s

height is constant and we thus essentially have constant throughput. This makes the B-Tree’s

performance much more predictable than the LSM (e.g., Figure 3.2).

For rates or throughputs, all “mean” or “average” results in this section are harmonic means.

3.5.1 Insertion

Baseline B-Tree. Our baseline B-Tree implementation is most similar to the B-Tree design

of Rodeh [53]. In the baseline implementation we used latch coupling and a proactive splitting

strategy. The baseline B-Tree branching factor was 16. As discussed in Section 3.3.2, with the

GPU’s high level of concurrency, latch coupling will severely bottleneck any tree traversal. We

see the effect of using latch coupling and its exclusive latches in the resulting insertion through-

put of 0.166 MKey/s. Our design decisions allow us to make much better use of the thousands

of active warps on the GPU, achieving an average insertion throughput of 182.9 MKey/s, more

than three orders of magnitude greater than the baseline.

2Our implementation is available at https://github.com/owensgroup/GpuBTree.
3Moderngpu is available at https://github.com/moderngpu/moderngpu.
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Bulk-build vs. incremental update. We investigate the advantage of incremental update over

complete rebuild of the B-Tree. Figure 3.3 compares the time required to bulk-build a B-Tree

of size m from scratch vs. inserting a batch of size 2i into a B-Tree of size m− 2i. As the batch

size decreases, we see the advantage of incremental insertion over bulk-rebuild. For example,

once the tree size reaches 3.15 million keys, inserting a batch of 218 (262k) elements into the

tree has a clear advantage over rebuilding the tree. As the batch size gets larger, the tree size

at which updating the tree is more efficient than rebuilding the tree from scratch grows, which

is expected since a bulk-build only requires a sort (which is done efficiently on the GPU) and

writing the tree nodes. We note that the throughput of bulk-build is on average 3124.32 MKey/s.

Incremental updates. To evaluate batched incremental updates for B-Tree, GPU LSM, or

GPU SA we build all possible data structure sizes incrementally using batches of size b. The

mean of all insertion rates for a given b is reported in Table 3.3. For smaller batch sizes b ≤ 217

we find that although a GPU LSM is optimized for insertions and should be theoretically faster

than a B-Tree, our B-Tree is faster with a speedup factor of 2.73x and 1.15x for b = 216 and

b = 217 respectively. Why? The GPU LSM uses sort and merge primitives that perform better

for large bulk inputs. On the other hand, our B-Tree uses a warp-centric approach that allows us

to reach higher performance for smaller batches. Similarly, GPU SA reaches almost the same

throughput as our B-Tree when using a batch size of b = 218. Our B-Tree is {3.74x, 1.59x}

faster than the GPU SA for batch sizes of {216, 217} respectively. As theory predicts, as the

batch size increases, GPU LSM and GPU SA start to outperform our B-Tree, reaching speedup

factors of 2.12x and 1.54x for a batch size of b = 219 and speedup factors of 7.19x and 6.6x

for a batch size of 222. We note that for batch sizes of b = 219 and b = 222, if the B-Tree size

exceeds 6.82 and 57.67 million keys respectively, an entire rebuild for the B-Tree will be the

right choice to handle the update. A bulk rebuild of {6.82, 57.67} MKeys trees takes {2.25,

17.11} ms, yielding an effective insertion throughput of {116.16, 245.17} MKey/s for batch

sizes of {219, 222}.

3.5.2 Search

Search is where our B-Tree shows large improvements over GPU LSM and GPU SA. Our

B-Tree throughput is almost constant over a wide range of tree sizes. Figure 3.2a shows the

29



R
at

e
 (

M
Q

u
e

ry
/s

)

Millions of elements

0 10 20 30 40 50 60

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

b = 18
b = 19
b = 20
b = 21
b = 22

GPU LSMGPU SA

B-Tree

(a) Point query rate.
R

at
e

 (
M

Q
u

e
ry

/s
)

Millions of elements

0 10 20 30 40 50 60

0

100

200

300

400

500

600

700

b = 18
b = 19
b = 20
b = 21
b = 22GPU LSM

B-Tree

(b) Range query rate.

R
at

e
 (

M
Q

u
e

ry
/s

)

Millions of elements

0 10 20 30 40 50 60

0

200

400

600

800

1000

1200

1400

B-Tree

(c) Successor query rate.

Figure 3.2: Search, range, and successor query rates for different batch size operations applied
to the GPU LSM, the GPU SA, and our B-Tree. In each query we search for all keys existing
in the tree. Point query throughput for the B-Tree is a function of its height, which makes its
throughput constant over a large range of tree sizes. A tree of height = 8 starts when the number
of keys is ≈ 18M all the way up to ≈ 200M. For the range query, the expected range length is
8. On average, our B-Tree is 6.44x and 3x faster than GPU LSM, and GPU SA, respectively in
search queries, and 3x faster than GPU LSM in range query.
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batch size B-Tree GPU LSM GPU SA

216 168.0 61.5 44.9
217 139.7 121.3 87.6
218 171.7 218.6 160.6
219 190.3 402.5 292.6
220 205.1 685.9 543.0
221 211.9 1103.8 907.5
222 223.0 1603.1 1472.7

Mean 182.9 202.6 149.1

Table 3.3: Mean rates (in MKey/s) for different batch-sized insertions into the B-Tree, GPU
LSM and GPU SA.
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Figure 3.3: Crossover points between bulk-rebuild of the B-Tree (including sort time) and in-
serting a batch of size 2i that result in a tree with the same number of elements.
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Figure 3.4: Deletion time for different percentages of the number of key-value pairs in the tree.

throughput of search queries for trees with different sizes. For GPU LSM and GPU SA, we run

the same experiments as we did for the updates, where we construct the data structure using

different batch sizes for different sizes. In all of the experiments we search for all elements in

the data structure. The average search throughputs for the {B-Tree, GPU LSM, GPU SA} are

{1020.27, 158.44, 335.17}MQuery/s respectively.

3.5.3 Deletion

Given a B-Tree of size m, we measure the time required to delete x% of the key-value pairs in

the data structure. In practice, deletion is essentially a tree traversal with an additional write-

back. We present the results in Figure 3.4 for deletion percentages between 10% and 50%.

Throughput for a deletion percentage of 10% is 570.64 MDeletion/s. For the remaining dele-

tion percentages, throughput is between 581.78 and 583.35 MDeletion/s. Taking advantage of

the L1 cache for intermediate nodes (Section 3.4.4) speeds up deletion rates by a factor of 2.4x.
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3.5.4 Range Query

Figure 3.2b shows the throughput of a B-Tree range query and a GPU LSM one; we see sim-

ilar trends as in other search queries. We performed a range query with an expected range

length of 8. GPU LSM results are generated for different batch sizes. Our B-Tree’s average

range query has roughly three times the throughput as the GPU LSM’s (502.28 MQuery/s vs.

166.02 MQuery/s).

3.5.5 Successor Query

For successor queries, we benchmarked different sized B-Trees. In each tree, we searched

for the successor of each key in the tree. The average throughput for a successor query is

783.13 MQuery/s. The GPU LSM does not currently implement this operation, although the

LSM data structure is well-suited to support it.

3.5.6 Concurrent Benchmark

Benchmark setup. To evaluate concurrent updates and queries we define an update ratio α,

where 0 ≤ α ≤ 1, such that we perform α updates and 1 − α queries. For any given α we

divide the update and query ratios equally between the different supported update and query

operations. We start our benchmark on a tree of size n, and when deletion and insertion ratios

are equal, the tree size remains the same for each experiment. For simplicity, we perform the

same number of operations as the tree size. We randomly assign each thread an operation to

perform.

Semantics. We support concurrent operations, which guarantees that all pre-existing keys in

the tree will be included in the results of the batch of operations, as long as they are not updated

within the batch. However, results of operations on keys that are updated within the batch will

be dependent on the hardware scheduling of blocks and switching between warps. For instance,

a batch may contain an insert, a delete, and a query of a key that is already stored in the data

structure. All three of these operations will complete but the order in which they will complete

is undefined. Many applications may choose to address this with phased operations, where

changes to the data structure (insertions, deletions) are in different batches than queries into it.

Strictly serial semantics, however, are incompatible with our implementation of the B-Tree.
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Figure 3.5: Concurrent benchmark operations rates for different B-Tree sizes.

Results. Figure 3.5 shows the results for this benchmark. We note that for correctness, by-

passing the L1 cache is required for all of the operations for this benchmark, which reduces

the achieved throughput compared to the phased-query operations of Figure 3.2. Moreover,

additional costs for concurrent operations are: 1) intrawarp communications to determine the

inputs for each of the different operations, and 2) maintenance of a work-queue (using an ex-

tra intrawarp communication) to track the progress of each of the different operations. Since

all of the B-Tree operations are a function of only the tree height, performance is similar for

different α ratios {0.2, 0.6, 1.0}, which achieve an average throughput of {247.67, 257.25,

237.79}MOp/s respectively.

3.5.7 Cache Utilization

Because of the importance of caching in our results, we contrast the memory systems in the

Volta and Kepler GPU architectures, whose characteristics are summarized in Table 2.1. We

profiled our point query kernel on a TITAN V GPU and a TESLA K40c GPU. Figure 3.6

plots different memory hierarchy levels’ throughput and hit rates. A 2.6x-larger L1 data cache
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on Volta improves the hit rate by an average factor of 1.47, which in turn improves the total

memory throughput and allows it to even exceed the DRAM peak bandwidth. On average,

for search queries, Volta’s L2 cache throughput is 4.5x faster than the K40c, achieved DRAM

throughput is 4x faster, and total throughput is 6.2x faster, for a memory system whose DRAM

has only 2.27x the peak throughput.

3.6 Conclusion and Future Work
The focus of this work is not the design of a novel data structure for GPUs. Instead, we show

how careful design decisions with respect to a classic B-Tree data structure allow the B-Tree

to support high-performance queries, insertions, and deletions on the GPU. While memory

and computational efficiency are important aspects of our implementation, the principle reason

for our high performance is a design that is focused on achieving maximum concurrency by

reducing or eliminating contention.

Since all nodes have size of at least 128 bytes, by using 31-bit offsets we can theoretically

support up to 238 bytes of storage (much larger than current GPU memories). However, limiting

keys to 31 bits can be a restricting factor for some (where larger keys are required). In the future,

we will focus on allowing wider key spans, either by separating the lock-bit from the rest of the

key (sacrifices performance), or through a hierarchical structure and grouping a set of elements

together so that they share the same key (e.g., like in quotient filters [12] or lifted B-trees [67]).

Relaxing the B-Tree invariants and introducing side-links to allow decoupled read and write

modes enabled us to offer a design that scales with thousands of threads on the GPU. How-

ever, one drawback of such a design is that our B-Tree does not support linearizable multipoint

queries (e.g., range query) while concurrently updating the tree. Informally speaking, a lineariz-

able data structure guarantees that the results of concurrent operations match one sequential

execution of these operations. Linearizability enables the data structure users to reason about

the results of concurrent operations by providing intuitive semantics.

Suppose we can modify the data structure to guarantee that concurrent read-only operations

read the data structure as if they have exclusive access to the data structure. In that case, we

can guarantee linearizable multipoint queries. Indeed, we can provide concurrent data structure
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operations with the illusion of having exclusive access to the data structure using snapshots.

The next chapter introduces a Multiversion B-Tree that builds on our B-Tree data structure

design and offers linearizable multipoint queries.
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Chapter 4

A GPU Multiversion B-Tree

4.1 Introduction
GPU databases are becoming the norm in data science pipelines to solve data analytics and ma-

chine learning inference and training problems. Using GPUs in these pipelines has advantages

that include leveraging their large compute capabilities and avoiding the high latency required

to move data between CPUs and GPUs. The rate of growth of GPU performance motivates

continued investigation of the use of GPUs for database tasks; moreover, it appears that be-

yond general-purpose compute, GPUs will have additional on-chip special-purpose hardware

for applications that include databases [21].

Data scientists can today use multiple commercial and open-source GPU databases, with

increasingly easier-to-use and high-level abstractions [14, 28, 52]. At the core of these databases

lies the set of underlying data structures that store data and provide ways to update and query

it. While GPU data structures have not historically supported dynamic updates, recent work has

successfully shown that hash tables [4] and B-Trees (Chapter 3) [64] can support both queries

and updates at rates up to billions of operations per second. However, supporting multipoint

queries, such as range queries on B-Trees, in the presence of updates is a more challenging task

than the point queries currently supported by GPU data structures.

The specific challenge when supporting efficient concurrent multipoint queries (e.g., range

queries) and updates is to provide linearizable query results. Linearizability ensures that the

effect of a data structure operation must appear to take effect atomically at a point—a lineariza-
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tion point—between the operation’s invocation and response [29]. A sequence of concurrent

operations is linearizable if their result matches the result of one sequential execution of these

operations; this provides an intuitive understanding of the result of concurrent operations. While

the state of the art in GPU B-Trees (Chapter 3) supports concurrent updates and range queries,

it does not support linearizable range queries.

In our implementation, snapshots facilitate linearizability. A snapshot records the state of a

data structure at a particular point in time. We achieve linearizable multipoint queries by taking

a snapshot of the data structure and then performing queries on that snapshot. Updates are per-

formed on the most recent version of the data structure. Moreover, snapshots allow maintaining

multiple versions of the same data structure. Linearizability is composable, meaning that a sys-

tem consisting of linearizable components is linearizable. For instance, using a data structure

that supports snapshots, we can compose a special-purpose data structure such as a graph data

structure (Chapter 5). The composed data structure will benefit from the guarantees and the

properties of the base data structure.

Implementing snapshots on GPUs is a significant challenge. In general, approaches that

implement concurrent CPU data structures do not scale to the level of parallelism on the GPU.

GPUs require designs that achieve coalesced memory accesses, eliminate branch divergence,

and minimize contention between the hundreds of thousands of threads (Chapter 3). Ensur-

ing that the result of concurrent multipoint queries and updates are linearizable adds to the

data structure’s complexity and requires solutions that follow the abovementioned design re-

quirements while adding minimal overhead. At a high level, we achieve efficient linearizable

multipoint queries by making each tree node a versioned node, treating each versioned node as

a single node (by only pointing to the head of the version list), and maintaining each version

list’s head at the exact location that traversals from parent nodes expect.

In this work, we explore and provide a solution to taking snapshots of a GPU B-Tree data

structure. Our solution builds in part on our GPU implementation of a B-Tree (Chapter 3) and

the CPU work of Wei et al. [60]. The following goals drive our design decisions:

• Maintain high performance when performing operations on the data structure compared

to the base data structure with no support for versioning
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• Snapshots should add minimal overhead

• Optimize for accessing new versions of the data structure compared to older versions

• GPU-friendly solutions should introduce as few memory accesses as possible and avoid

contention.

Our contributions are:

1. An efficient GPU B-Tree that supports snapshots

2. Our data structure supports linearizable multipoint queries in the presence of updates

3. Our data structure supports phase-concurrent (synchronous), stream-concurrent (asyn-

chronous), and on-device fully-concurrent operations

4. Efficient handling of per-node versioning using fine-grained locks and minimal locking

5. Introducing GPU-aware scoped snapshots

6. A GPU implementation of safe memory reclamation using epoch-based reclamation.

One of our primary goals is to develop tools and implementation components that enable

designing future concurrent GPU data structures. Currently, our community lacks robust and

fundamental data-structure building blocks such as flexible and efficient memory allocators

and safe memory reclamation schemes. To this end, we make our implementations of these

available.

4.2 Background and Previous Work
Our data structure supports concurrent queries and updates and uses snapshots to achieve lin-

earizable multipoint queries. Having multiple snapshots requires safe memory reclamation

techniques to reclaim older tree versions once they are no longer used and are not currently

accessible by concurrent operations. In this section, we will summarize the efforts of building

concurrent GPU and CPU data structures, snapshots, and safe memory reclamation.
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4.2.1 Concurrent GPU Data Structures

Driven by a need for flexible and powerful data structures for database and data-science applica-

tions, researchers have recently produced numerous dynamic GPU data structures. Only a few

of these data structures support concurrent updates and queries; these include hash tables [4],

B-Trees (Chapter 3) [64], dynamic graphs (Chapter 5), and skip lists [50]. Of this work, our

GPU B-Tree is the only one that supports concurrent range queries and updates; however, it

provides no guarantees on the linearizability of these concurrent operations.

Our work builds on this GPU B-Tree which uses cache-line-sized nodes, where each node

has a branching factor of 15. In this design, tree nodes on each level are chained, forming a

linked list. Additionally, each node stores its right sibling’s minimum key (i.e., high key)—the

side-links alongside the node’s high key help allow updates and traversals to run concurrently.

A traversal operation can traverse the side-links and reach a sibling when a concurrent insertion

performs a split on a tree node, and the traversal operation reads an older instance of the node.

Allowing concurrent updates and traversals that do not require locking is essential to ensure high

performance. However, one consequence of this B-Tree design is that range query operations

are not linearizable.

For instance, two range queries and two insertions all concurrently running may result in

non-linearizable results. Consider the case when the two range queries read the nodes a and

b and the two concurrent insertions update the same nodes a and b, creating a′ and b′. One

possible overlapping of the operations that is not linearizable will occur if each of the two query

operations reads the modified tree nodes in an order such that each query sees only one of the

newly inserted keys. In other words, the first query will read a and b′, while the second query

reads a′ and b. The results of the two range queries are not linearizable and do not match

the result of any sequential execution. Our work focuses on achieving linearizable multipoint

queries in a B-Tree.

4.2.2 Snapshots and Linearizable Data Structures

A snapshot of a data structure is a read-only version that contains all the key-value pairs stored

inside the data structure when a take snapshot operation is performed. Taking snapshots of

a data structure has been explored on the CPU for different contexts such as recovery and
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backup. Rodeh [53] showed how to support snapshots using a shadowing technique where

the entire path from the root to the leaf is shadowed. A different use case of concurrent-data-

structure snapshots is to enable a consistent view of the data structure for query operations

that require reading multiple parts of the data structure and produce linearizable results. Other

solutions for linearizable concurrent multipoint queries include persistent hash tries, epoch-

based reclamation schemes, or other versioning-based schemes. In Ctrie [51], a persistent hash

trie uses a lazy copying technique after an update—lazy copying requires a variant of double-

word compare and swap. In the EBR-based scheme [3], range queries traverse the data structure

and the reclaimed nodes to determine all keys that belong to the range query. K-ary search trees

by Arbel-Raviv and Brown [3] traverse and validate the range query results using dirty bits in

the tree nodes. Basin et al. [9] proposed a chunk-based data structure (similar to a B-Tree)

where each key has a version and old versions are overwritten with no ongoing scans.

Recently, Wei et al. [60] introduced a general approach, versioned CAS objects (vCAS),

to convert a concurrent data structure that uses compare-and-swap objects to one that supports

snapshots. Notably, vCAS was the first algorithm that allows taking a snapshot of a data struc-

ture in a constant number of steps and preserves the data structure’s asymptotic time bounds.

More importantly, vCAS only requires a single-word read and CAS operations. Wei et al. [60]

applied their algorithm to existing concurrent data structures, including a queue, linked list, and

binary trees.

The challenge of achieving linearizability using snapshots is making the traversal opera-

tions (in update or query), and the timestamp increment (take a snapshot) appear to happen

atomically. In Wei’s work, the atomicity is realized by using an invalid timestamp to mark new

nodes. Any data structure operation tries to initialize the invalid timestamp when encountering

a marked node. This solution is suitable for a GPU data structure. Other solutions that use locks

would limit the performance of any operations on the GPU.

Prior to our current work, snapshots have not been explored on the GPU. Our work builds

on vCAS and implements its algorithm on top of a GPU B-Tree. We make additional modifi-

cations to build our B-Tree (described in Section 4.4.1) as the branching factor of the B-Tree

necessitates locks and cannot be easily implemented using compare-and-swap objects, and effi-
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cient implementations on GPUs require making design decisions that minimize any additional

memory accesses. Our solution uses fine-grained locks alongside always maintaining pointers

(including side-links) to the most recent node version, allowing us to perform concurrent reads

and synchronize with other updates efficiently.

4.2.3 Safe Memory Reclamation

Safe memory reclamation (SMR) for concurrent CPU data structures also has a rich history.

Solutions to the SMR problem include using reference counting, hazard pointers, epoch-based

techniques along with other variants, and improvements of these techniques. Prior to this work,

SMR has not been explored on the GPU. Next, we discuss the basics of these techniques and

their appropriateness for GPUs.

Reference counting (RC) is a simple technique where a reference count is attached to each

data structure node. Once the reference count is zero, the node can be reclaimed. A significant

issue with using RC on the GPU is the additional overhead of memory operations on each

access to a data structure node. Although DRAM bandwidth on the GPU is high compared to

the CPU, data structure operations on the GPU are generally memory-bound, so this approach

is undesirable.

In hazard pointers (HP) [49], each data structure operation first tries to protect all pointers

that it may access, followed by ensuring that the protected pointers are still reachable from the

data structure. Protecting a pointer means that the operation must share the pointer with all

other threads on the GPU. Similar to RC, this additional memory operation and the fact that we

need to perform additional reads to ensure that the pointer is reachable makes the overhead of

RC unsuitable for GPUs.

Epoch-based reclamation (EBR) [24] reclaims memory by maintaining a global epoch count,

a global array called the announce array storing states of all operations (e.g., their observed

epoch number, and whether they are using the data structure or are instead quiescent), and a

per-process local limbo list where retired pointers are stored then freed when it is safe to do

so. Limbo lists are maintained for three epochs {e − 1, e, e + 1}. Only when we reach epoch

e + 1 can we reclaim pointers that are retired in epoch e − 1, since a process at an epoch e

might still be accessing pointers in the previous epoch. Processes performing operations on
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the data structure (e.g., insertions or queries) first announce their observed epoch number, then

inspect the state of all other processes to check if they observed the current epoch. Only then do

the processes advance the epoch and move to the next limbo list reclaiming pointers from the

oldest list. DEBRA [16] implements a distributed epoch-based reclamation scheme with a key

contribution of eliminating the need of inspecting states of all other processes at the beginning

of leaving a quiescent state. Instead, DEBRA reads the state of other processes incrementally

over multiple operations.

In our implementation, we choose EBR (and follow DEBRA’s approach), which we believe

is more suitable for the GPU than other techniques, for two reasons. First, retired pointers are

not shared across processes (i.e., can be stored inside a fast local shared memory). Second,

since the scan of other processes’ operations is performed in bulk (i.e., per process), coalesc-

ing the scan (thus optimizing memory access) is straightforward. We discuss our GPU EBR

implementation in Section 4.4.4.

4.3 Design Decisions
4.3.1 In-place and Out-of-place Updates

An efficient implementation minimizes the cost of node updates. Our implementation supports

two different strategies for updating a node: in-place and out-of-place. In an in-place update,

tree nodes are mutated directly, without replacing the node (in Chapter 3 we also performed

updates in-place). In contrast, an out-of-place update creates a copy of a node each time we

update it. We prefer in-place updates because they are faster: in-place updates require only

one write, out-of-place two. However, we can only perform an in-place update when we can

ensure that a take snapshot is not running concurrently with the update, and the current global

timestamp matches the modified node timestamp. If either condition is false, we instead update

out-of-place.

4.3.2 Scoped Snapshots

We have designed our data structure to be used in three scenarios for simultaneous updates

and queries: (1) phase-concurrent (synchronous host-side calls), (2) stream-concurrent (asyn-

chronous host-side calls), and (3) fully-concurrent (on-device calls). These three scenarios give
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our users maximum flexibility to use our data structure; each offers a different tradeoff between

control, functionality, and performance. Listing 4.1 summarizes the different APIs for these

three scenarios.

Recall that the linearization point of a take snapshot operation is when the timestamp

changes from t to t+1 [60]. This linearization point is essential to our operations and their cor-

responding optimizations. Our three use cases correspond to different synchronization scopes

around the take snapshot operation:

Host-side snapshot. A take snapshot operation is performed from the CPU and it acts as

a device-wide barrier. Using the snapshot handle, future query kernels performing read-only

queries can execute safely alongside concurrent update operations. In this scope, read-only

kernels can fully utilize the incoherent L1 cache—this can result in a 2× performance gain.

Moreover, since the timestamp will not change once we launch a GPU kernel, the same nodes

updated in concurrent update kernels are performed using in-place updates. Performing in-place

updates saves memory and improves the modified operations’ performance (Section 4.3.1).

On-stream snapshot. A take snapshot operation is performed from the CPU on a specific

CUDA stream. The difference between this scope and the previous one is that we may take a

snapshot while an updating kernel runs (in a different stream). Since the take snapshot operation

may execute concurrently with other query and update operations, this scope (and the following

one) preclude using the L1 cache and instead perform out-of-place updates in all scenarios.

Tile-wide snapshot. A CUDA tile is a group of threads whose size does not exceed a CUDA

block size. Here, a CUDA tile takes a snapshot of the data structure (i.e., the operation happens

on the device) and broadcasts the version handle to the threads inside the tile. All queries inside

the tile use the snapshot handle to traverse the tree alongside all the device threads performing

any operations. When the tile size is one, we take one snapshot per query operation.

4.3.3 Older Version Access in Versioned Nodes

Pointers in our tree data structure only point to head nodes of version lists. That way, we can

ensure that each version list has a single entry point through its head (i.e., older versions are

only accessible through the version list and not side links). Section 4.4.1 discusses how we
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1 struct gpu_data_structure{
2 // Host-side APIs
3 void insert(Pair* pairs, Stream stream);
4 Timestamp take_snapshot(Stream stream);
5 Result* query(/*..query arguments..*/, Stream stream);
6
7 // Device-side APIs
8 void insert(Pair pair, Tile& tile, Reclaimer& reclaimer);
9 Timestamp take_snapshot(Tile& tile);

10 Result query(/*..query arguments..*/, Tile& tile);
11 };

Listing 4.1: High-level APIs for different scopes.

take advantage of this design decision to easily perform updates concurrently with other tree

traversal operations.

4.4 Implementation
Our Multiversion B-Tree is based on our B-Tree implementation that we discussed in Chap-

ter 3. In both implementations, each tree node occupies a cache line (i.e., 128 bytes). Using

an entire cache line to represent a tree node and operating on a tree node in a tile-wide fash-

ion (i.e., SIMD-style group of threads) allow achieving coalesced memory access and avoiding

branch divergence. Nodes in both implementations hold a side-link pointer and the minimum

sibling node key. The Multiversion B-Tree node contains a timestamp field and holds an addi-

tional pointer, to the next version of the tree node, thus reducing the branching factor by one

(assuming 8-byte key-value pairs, the branching factor is 14). Additionally, our tree maintains a

global timestamp that we increment each time we take a snapshot. We discuss the performance

differences that result from this reduction in Section 4.5.1.

Our Multiversion B-Tree data structure supports the following operations:

insert(k, v): inserts a key-value pair (k, v) into the Multiversion B-Tree into the latest version

of the data structure.

delete(k): removes the key-value pair associated with the key k from the latest version of the

Multiversion B-Tree.

takeSnapshot(): takes a snapshot of the data structure and returns a handle to the snapshot.
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find(k, ts): finds the value associated with the key k from the Multiversion B-Tree at a time-

stamp ts.

rangeQuery(k1, k2, ts): Returns all key-value pairs in the range defined by k1 ≤ k ≤ k2 at

timestamp ts.

Next, we will discuss each of the operations our data structure supports. We extend the

warp-cooperative work-sharing strategy described in Section 3.3.6 and perform each operation

in a tile-wide fashion, where the tile width matches the tree node width (i.e., tile width is 16).

We use CUDA’s cooperative-groups abstraction4 to represent tiles and perform intra-tile com-

munication. These communications include threads voting and broadcasting keys (or key-value

pairs) within a tile. We omit the description and usage of tiles for brevity.

4.4.1 Insertion

We adapt the insertion algorithm described in Section 3.4.2 and extend it to support snapshots

and linearizable multipoint queries.

To realize a versioned B-Tree, we represent tree nodes as a version-list where the head of

the list is the most recent version of the node. Any pointer in the tree structure will only point to

a head node of a version list. Only pointing to the head node allows us to treat an entire version

list as a single tree node, which simplifies the traversal operations because only one entry points

to a version list exists. Whenever we need to create a new version of the tree node, we must

copy it using a copy-on-write (COW) scheme. Traditionally, COW is performed by copying the

tree node, modifying the copy, and finally swinging the pointer that points to the node (from

its parent) to the new tree node. COW is efficient since it does not block concurrent reads.

However, modifying a pointer in the parent node requires locking. Since all the tree nodes will

have multiple versions, COW would introduce contention and scale poorly on the GPU. As we

showed in Chapter 3, locking tree nodes on multiple levels and (particularly) close to the root

is unsuitable for the GPU. Thus we present an alternate strategy to efficiently copy a tree node

on the GPU.
4https://developer.nvidia.com/blog/cooperative-groups/
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(a) Initial Multiversion B-Tree at the initial timestamp, t = 0. Side-links are hidden.
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(b) At the new timestamp, t = 1, insertion is performed over two steps. After locking the
tree node, we copy the node to a new memory location (index = 3). Then the initial node
(with index = 1) is modified in place. Notice that the pointer from the root node always
points to the most recent version of the node. Also, notice that the two version-list nodes
(nodes 1 and 3) are linked to the same sibling (node 2).

Figure 4.1: An example of inserting a key in a Multiversion B-Tree with a branching factor
of 6. Intermediate and leaf nodes are colored gray and olive green, respectively. Version-list
and side-links locations are colored in cyan and blue, showing the node’s timestamp and the
high-key, respectively.
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Copying a tree node. To avoid modifying the parent node (when copying one of its children),

we maintain the invariant that the most recent version of the child node occupies the same mem-

ory location pointed by the pointer in its parent node. That way, any active traversal through

the parent node will always reach the most recent version of the copied node. Recall that one

of our goals is to optimize accessing the most recent version of the tree. For example, if we

need to copy a locked child c with a parent p to a new location c′, we first copy the node c to

c′, then update c in place. The modified copy of c contains both the required mutation and a

pointer to c′. Notice that both c and c′ will have the same right sibling even if the right sibling

has multiple versions. Traversals heading to the old node’s version that read the node c before

updating it reach the required tree node without additional steps. However, traversals that need

to reach c′ that read the modified c will inspect its timestamp and then traverse the version-list

to c′. The traversal will reach the required node with the old timestamp in both cases. Other

traversals that need to mutate the node will be blocked by the thread performing the copy (i.e.,

holding the node’s lock). These traversals will either spin or restart their traversal. Figure 4.1

shows an example of copying a tree node.

In-place and out-of-place insertions. We distinguish between in-place and out-of-place in-

sertion based on the scope of the snapshot (i.e., how synchronization occurs around a take snapshot

operation).

For a host-side snapshot, incrementing the snapshot counter may follow the following se-

quence: (1) kernel that performs updates on the data structure; (2) kernel that takes a snapshot

(i.e., increments the snapshot counter); (3) query kernel. The take snapshot kernel introduces

an implicit device-wide barrier. Once we increment the snapshot counter, any query operation

using the snapshot identifier can run concurrently with any future insertions. The barrier be-

tween the take snapshot kernel and others makes it possible for following update operations to

modify tree nodes in place whenever possible.

Our rule for copying a tree node is to create a copy of a tree node if its timestamp differs

from the global timestamp; otherwise, we perform the update in place. Insertion into a leaf

node requires modifying only that node. During insertion traversals, any tile that reads a full

node proactively attempts to split the node. Splitting a full tree node can be broken down into
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multiple steps that follow the same rule:

Splitting a full root node. We only need to check the root timestamp. If we need to copy the

root, the new root will be at the same location as the previous one. The two new children will

have the same timestamp as the modified root.

Splitting a full intermediate (or leaf) node. Splitting will update both the full node and its

parent node. We check both nodes’ timestamps and create a copy following our rule for node

copying.

For other scopes (e.g., tile-wide snapshot or on-stream snapshot), taking a snapshot is per-

formed concurrently with a read-only operation. Our approach is similar to Wei et al. [60]; the

main differences being how we perform copy-on-write and the B-Tree specific operations (e.g.,

splitting). Listing 4.2 shows how we perform insertion when the snapshot is taken concurrently

with read-only operations. We refer the reader to Section 3.4.2 for the full description of the

base insertion algorithm and the reasoning behind the restart logic, but in summary: restart-

ing the traversal from a parent node happens in the following cases: (1) failure when trying

to acquire a lock, (2) parent is not correct due to another operation splitting that parent node.

Restarting the traversal from the root happens when the operation cannot proceed as the parent

is unknown, for instance, after a restart and finding that we restarted from a full node or if the

parent node is full during a split. Note that we generally try to acquire locks and restart if ac-

quiring the lock fails. We only spin on a lock when updating a parent node during a split or the

traversal of side-links after locking a tree node.

Now we discuss the modifications to the insertion algorithm to perform out-of-place up-

dates. We omit the description of the in-place algorithm as it is similar to the base algorithm

with the addition of copying nodes when necessary.

Timestamp initialization. We always attempt to initialize the node’s timestamp when travers-

ing side-links (either with or without holding locks) (line 7 and 15). Note that we only need

to initialize the timestamp for leaf nodes; a call to initialize timestamp can quickly

detect if the node’s timestamp is uninitialized using intra-tile communication after loading the

node. We initialize a timestamp by atomically performing a compare-and-swap on the node’s

timestamp field to attempt swapping an uninitialized timestamp with the current value of the
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global timestamp.

Splitting a root node. We first start by allocating a node that will hold the old root contents

and two nodes that will hold the two children (lines 21–22). We store a copy of the root into the

newly allocated node and retire it; then, we split the root setting all the node timestamps to the

current one (lines 23–25). Notice that splitting does not change the contents of the key-value

pairs stored in the tree but only the layout of some nodes. It is a requirement that the three nodes

resulting from a split have the same timestamp; this way, we ensure that all key-value pairs are

accessible at any timestamp. Once we finish splitting the root, we store the three nodes and

traverse to either of the children unlocking the other child and the root (lines 26–34).

Splitting an intermediate node. The difference between splitting an intermediate and a root

node is that we need to acquire a lock over the parent node, ensure that the parent is not full, and

that is the expected one (i.e., other tiles did not split the parent). After successfully acquiring

the lock, splitting occurs similarly to splitting a root. We create copies of both the parent and

the full node before splitting.

Inserting into a leaf node. Once the traversal reaches the tree node (line 39), we allocate a

node to hold the tree node’s old contents, store a copy at the newly allocated node, then retire

it (lines 40–42). We modify the leaf node in-place adding a link to the older tree node version,

then store the leaf node with an uninitialized timestamp and unlock it (lines 43–45). Finally, we

try to initialize the node’s timestamp (line 46). The tile that performs the modification or the tile

that reads the uninitialized timestamp will successfully set the timestamp. The addition of the

version-list node is linearized once we read the timestamp and successfully set the timestamp.
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1 void VBTree::insert_out_of_place(Key key, Value value, Reclaimer& reclaimer){
2 RootRestart: uint32_t node_index = root_index;
3 uint32_t parent_index = root_index;
4 bool links_used = false;
5 do{
6 VersionedNode node(node_index);
7 links_used |= traverse_links_init(node, key);
8 if(node.is_full() && node_index == parent_index && node_index != root_index){
9 goto RootRestart;

10 }
11 if(node.is_full() || node.is_leaf()){
12 if(!node.try_lock()){
13 node_index = parent_index; continue;
14 }
15 links_used |= traverse_locked_links_init(node, key);
16 if(node.is_full() && links_used){
17 node_index = parent_index; continue;
18 }
19 }
20 if(node.is_full() && node_index == root_index){
21 auto old_root_index = allocate(1);
22 auto [child0_index, child1_index] = allocate(2);
23 node.store_copy_at(old_root_index);
24 reclaimer.retire(old_node_index);
25 auto two_children = node.split_as_root(child0_index, child1_index,

old_node_index, cur_ts);
26 two_children.right.store(); two_children.left.store();
27 node.store(); node.unlock();
28 node_index = node.find_next(key);
29 if(node_index == child0_index){
30 two_children.right.unlock();
31 node = two_children.left;
32 }else{
33 two_children.left.unlock();
34 node = two_children.right;
35 }
36 }else if (node.is_full()){
37 // split as intermediate
38 }
39 if(node.is_leaf()){
40 auto old_node_index = allocate(1);
41 node.store_copy_at(old_node_index);
42 reclaimer.retire(old_node_index);
43 node.insert(key, value);
44 node.set_older_version(old_node_index);
45 node.unlock();
46 node.initialize_timestamp(); return;
47 }else{
48 parent_index = node_index;
49 node_index = node.find_next(key);
50 }
51 }while(true);
52 }

Listing 4.2: Out-of-place insertion.
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4.4.2 Query Operations

A query operation requires read-only access to the data structure. A query operation can be

as simple as a point query or as complex as scanning the entire data structure. Moreover, in

our Multiversion B-Tree, a query operation can have an additional argument specifying the

timestamp (i.e., a number mapping to a point in the history of the data structure). In addition

to the ability of querying an older version of the data structure, snapshots (i.e., timestamped

queries) provide a linearizable view of the data structure.

Taking a snapshot of our Multiversion B-Tree is a simple operation. A take snapshot tries

to increment the global timestamp using a compare-and-swap operation atomically. Only one

thread in a tile reads the timestamp t then tries to set it to t + 1. Similar to Wei’s work [60],

multiple concurrent take snapshot operations may return the same snapshot handle. Only one

of the concurrent take snapshots operations needs to succeed.

We show an example of a linearizable range query operation in Listing 4.3. We first start

the traversal from the root of the tree. Each time we load a tree node, we attempt to initialize

its timestamp and traverse the side-links (while initializing each sibling timestamp), and then

we traverse the version list (lines 5–7). During the version-list traversals, we traverse the list

until we find a node with a timestamp that is at most the query’s timestamp. Initializing leaf

node timestamps ensures the linearizability property. Concurrent insertion performing splits

may move our target key (or pivot) into a sibling node, hence side-link traversal is necessary to

improve performance and reach the correct tree node. Performing side-link traversal improves

the performance of the top-down search as it allows us to skip over parts of the tree. Notice that

insertion guarantees that any older version of a tree node will have an initialized timestamp;

therefore, traversing the version-list does not require initializing the version-list nodes.

If we reach an intermediate node, we find the next node down the tree (line 9). Otherwise,

we start traversing side-links collecting all pairs that belong to the range (lines 11–16). Similar

to the traversal part, we initialize each sibling node timestamp and traverse the sibling’s version-

list. We terminate the search once the high-key of the node is less than the sibling’s high-key

(line 13).

Point queries are more straightforward and follow the same logic; however, they don’t need
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to collect a range once their traversal reaches the correct leaf node.

1 void VBTree::range_query(Key lower_bound, Key upper_bound, Timestamp timestamp, Pair
result)

2 {
3 uint32_t node_index = root_index;
4 do{
5 VersionedNode node(node_index);
6 traverse_side_links_init(node);
7 traverse_version_list(node, timestamp);
8 if(node.is_intermediate()){
9 node_index = node.find_next(lower_bound);

10 }else{
11 do{
12 node.get_in_range(lower_bound, upper_bound, result);
13 if(upper_bound < node.get_high_key()) return;
14 node = node.get_sibling();
15 node.initialize_timestamp();
16 traverse_version_list(node, timestamp);
17 }while(true);
18 }
19 }while(true);
20 }

Listing 4.3: Range query.

4.4.3 Deletion

In deletion, we traverse the tree until we find the leaf node that contains the key. Deletion is

similar to an insertion that does not perform any splits. Similar to insertion, we perform side-

link traversal and initialization of nodes with invalid timestamps. Once we reach the target leaf

node, we either perform the deletion in-place or out-of-place. In an in-place deletion, we only

create a copy of the old tree node if the global timestamp differs from the node’s timestamp. In

an out-of-place deletion, we copy the node contents, perform the modification, then retire the

old copy. Whenever we create a copy of the node, we link the new version of the node with

the copy to form the version list. We perform deletion either in-place or out-of-place (similar to

insertion) based on the different snapshot scope.

4.4.4 Safe Memory Reclamation

Our EBR implementation follows DEBRA [16]. The main differences between our implemen-

tation and DEBRA are GPU-specific implementation details.In general, we see three different

possible granularities for implementing EBR on a GPU: device-wide, block-wide, or tile-wide.

A device-wide reclamation scheme would wait for all concurrent kernel launches to finish be-
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fore freeing its limbo bags. Such granularity is suitable if operations are performed only from

the CPU (i.e., host-side snapshot). We will focus on concurrent operations performed on the

device, requiring either a block-wide or a tile-wide reclamation granularity.

Since EBR requires scanning the state (i.e., announce array) of all the other processes (i.e.,

block or a tile), we must store the reclamation scheme state in a memory accessible to the entire

device (i.e., device DRAM). Since memory accesses are expensive, we see block granularity as

the one that delivers the highest performance. We note that tile-wide reclamation would give

the data structure user more flexibility since we need to synchronize only a tile (not the entire

block).

A critical optimization in our implementation is limiting the number of thread blocks used

by any kernel that uses our EBR implementation. In our implementation, kernels perform data

structure operations in a persistent-kernel style. This optimization allows us to minimize the

number of memory accesses we need to perform when scanning the entire state of the GPU

blocks. For instance, if we use blocks of size 128 threads on a GPU with 80 streaming mul-

tiprocessors with 16 resident blocks, we only need to scan 16 × 80 announce entries (i.e., 40

cache lines). We examine the entire announce array entries cooperatively using the block then

communicate through shared memory to detect if we should advance the epoch number. In

practice, the maximum number of concurrent blocks is limited by the kernel usage of shared

memory and register usage, among other limiters. We detect and configure reclamation maxi-

mum blocks dynamically during runtime.

Our block-wide EBR utilizes per-block (fast) shared memory to avoid directly storing its

local state (i.e., limbo bags) into (slower) GPU DRAM. Once a data structure operation retires

a pointer, the EBR stores the pointer into the fast shared memory and atomically increments

the retired-pointers count. Note that except for reading or modifying the announce array, all

block-wide EBR operations use a CTA scope.

Since shared memory is a limited resource, our EBR is configurable with a maximum num-

ber of pointers stored into shared memory. In case of bags overflow, we store the pointers into

a bag stored in the DRAM. Similar to scanning the announce array, when we free pointers, the

block cooperatively loads the limbo bag (either from shared or global memory) then deallocates
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the pointers.

4.5 Results
In this section, we will evaluate the performance of our Multiversion B-Tree and compare it

to one that does not support versioning or linearizable multipoint queries. We recognize and

expect that supporting snapshots and achieving linearizable multipoint queries will come at a

cost, and we would like to quantify that cost (recall our goals in Section 4.1).

Methodology. We evaluate our implementations on an NVIDIA Tesla V100 PCIe (Volta ar-

chitecture) GPU with 32 GB DRAM and an Intel Xeon Gold 6146 CPU. The GPU has a the-

oretical achievable DRAM bandwidth of 900 GiB/s. Our code5 is complied with CUDA 11.5.

Except for the memory reclamation evaluation Section 4.5.2.3, all results are averaged over 20

experiments. All keys (and values) are unsigned 32-bit randomly generated unique keys and

uniformly distributed between 1 up to the maximum unsigned integer. We refer to a Multi-

version B-Tree with in-place and out-of-place updates as ViB-Tree and VoB-Tree, respectively.

We compare our results to our reference B-Tree (Chapter 3). All the data structures in our

benchmarks use our modified version of SlabAlloc [4] where the allocator is configured with a

memory pool of 8 gigabytes. Our EBR is configured with bags that can hold up to 128 pointers

per bag and we store any additional pointers in a private per-processor memory stored in global

memory.

Summary of results. Using snapshots and EBR, our data structure supports linearizable mul-

tipoint queries with minimal additional memory overhead (3.26% overhead). We achieve sim-

ilar performance (1.11× and 1.04× slower for insertion and queries, respectively) to a B-Tree

when using our data structure to perform in-place updates (ViB-Tree). As the update ratio in-

creases for concurrent operations, the cost of insertions and copying tree nodes starts to reduce

our throughput. Our VoB-Tree performs similarly to a non-linearizable baseline at low update

ratios and 2.39× slower at high update ratios.

5Our implementation is available at https://github.com/owensgroup/MVGpuBTree.
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4.5.1 Comparing to a B-Tree

In this benchmark, we compare the performance of non-concurrent (i.e., phase-concurrent) op-

erations that do not require versioning. The goal is to quantify the cost of using our data struc-

ture over a regular B-Tree. We build the data structure from scratch using a different number of

keys then we query all keys in the data structure. Figure 4.2 shows the result of these bench-

marks.

Insertion. Our data structure achieves slightly lower performance as a B-Tree when perform-

ing in-place builds (our ViB-Tree is on average 1.11× slower). Reading the global timestamp

and broadcasting a node’s timestamp across the tile adds a very low overhead. Out-of-place in-

sertion in our data structure achieves lower performance (2.5× slower). We expect out-of-place

insertion to be slower as it performs at least two writes instead of one for the typical case of

inserting into a leaf node. Moreover, the critical section length increases as the out-of-place

copy is performed within the critical section. On average, {B-Tree, ViB-Tree, VoB-Tree} have

build rates of {240.065, 216.512, 94.605} million keys per second.

Point query. Searching the latest version of the tree does not have any additional overhead

as no version-list traversal is required. The only factor that affects the performance of a point

query is the tree height. Recall that the branching factor of our versioned tree is 14 and the B-

Tree is 15. This decrease in the branching factor shifts the number of keys that increase the tree

height from seven to eight from 14 million to 8 million. Interestingly, VoB-Tree outperforms the

others when the number of keys exceeds ≈23 million. We believe that TLB misses (an artifact

from the memory allocator) decrease query throughput as the tree size increases. However,

once insertions allocate enough tree nodes (i.e., enough collisions happen in the allocator), the

allocator starts allocating memory from neighbor blocks, reducing the number of TLB misses

and improving the query performance. All of the B-Trees have a similar performance trend;

however, the higher number of allocations in the VoB-Tree makes this effect appear earlier

than the other two. On average, the query throughput in {B-Tree, ViB-Tree, VoB-Tree} are

{1512.964, 1453.697, 1549.977} million keys per second.
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Figure 4.2: Insertion and find rates for trees containing different number of keys and the differ-
ent B-Tree implementations. Find operations search for all keys in the data structure. Insertion
performance is similar for the B-Tree and the ViB-Tree. However, the additional copies for
out-of-place updates lower the insertion performance in a VoB-Tree. For queries, VB-Trees
split the root earlier than the B-Tree, increasing the height and adding an additional read. Inter-
estingly, VoB-Tree query throughput improves after 20M keys due to better TLB performance
(Section 4.5.1).
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4.5.2 Multiversion B-Tree Performance

The major use case of our implementation is to support concurrent queries and updates to the

data structure, guaranteeing linearizable multipoint queries. To evaluate the performance of the

concurrent operations in our VoB-Tree, we perform only two types of operations at a time where

one of the operations is an update, and the other is a read-only query. Limiting the number of

concurrent operation types to only two allows us to better understand the performance of each

operation when it dominates the runtime of the kernel.

Benchmark setup For any concurrent operations benchmark, we first build an initial tree

using in-place updates (ViB-Tree); then, we launch a persistent kernel that divides the GPU into

two partitions where each partition performs a single operation. Both partitions will execute in

parallel, performing the operations over multiple iterations. Each iteration performs a number

of operations equal to the block size. We instantiate a memory reclaimer within each block

and then perform the operation in a tile-wide fashion (i.e., we use tile-wide snapshots and a

VoB-Tree). The tile width matches the tree node width. Each time a tile starts (or finishes)

performing its operations, it leaves (or enters) the quiescent state. Note that our Multiversion

B-Tree results are linearizable, but the B-Tree results are not linearizable.

4.5.2.1 Concurrent Insertion and Range Query

In our first benchmark, we perform concurrent insertion and range query operations. We build

the initial data structure with either 1 or 40 million keys; then, we perform a number of oper-

ations divided between update and query using the update ratio α. We use two average range

lengths in our experiments (8 and 32) to evaluate the difference between performing short and

long level-wise and version-list traversals (on average, each node is 2/3 full). Figure 4.3 and

Table 4.1 show the results and summary of this benchmark. Interestingly, our VoB-Tree out-

performs the B-Tree when the update ratio is 5%. Compared to the VoB-Tree range query

results, the B-Tree ones include more pairs from the concurrent insertions. The difference in

the range query result size is because traversing the snapshot stops the range traversal earlier

than the ones in the B-Tree (i.e., range queries in the B-Tree read more nodes and write more

results). As the update ratio increases, the high insertion cost dominates the overall operations

rate. Since updates are more costly in a VoB-Tree than in a B-Tree, for high α scenarios, the
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1M pairs initial tree 40M pairs initial tree

RQ length α B-Tree VoB-Tree B-Tree VoB-Tree

8
5% 212.932 233.537 228.694 248.86

50% 211.936 128.211 220.186 127.256
90% 219.688 95.073 222.729 95.391

32
5% 221.691 227.793 240.13 214.679

50% 210.405 120.956 213.199 117.642
90% 213.406 93.199 220.329 92.154

Table 4.1: Average concurrent insertion and range query rates (million operations per second)
for different update ratios, initial tree sizes, and range query lengths.

overall throughput drops significantly in a VoB-Tree.

Figure 4.4 shows the result of varying the range query length while performing the con-

current range query and insertion benchmark. As the range query length increases, the total

operations rate drops since the range query operations serially traverse more leaf nodes and ver-

sion lists. For a tree with an initial size of 1 million keys, the total operations rate drops from

{197.253, 127.895} to {43.534, 27.923} for {B-Tree, VoB-Tree}.

4.5.2.2 Concurrent Delete and Point Query

For our second benchmark, we perform concurrent delete and point query operations. This

benchmark uses an initial tree size of 45 million keys. We perform α deletes and 1− α queries

for different numbers of operations. Figure 4.5 shows the results of this benchmark. For all

ratios, the B-Tree is 1.16× faster than the VoB-Tree averaged over all experiments. Deletion in

a VoB-Tree always performs two writes compared to a single write in a B-Tree. Since deletes

have a higher cost than queries, the total rates start to drop when the update ratio increases.

Table 4.2 summarizes the results of this benchmark.

4.5.2.3 Memory Usage and Reclamation

One of the critical components in our system is memory reclamation. To measure its perfor-

mance, we instrument one of the concurrent-insertion-and-range-query benchmarks to query

the allocator’s number of allocated and freed bytes each time a block successfully advances an

epoch. Figure 4.6 shows the results of this benchmark. During the first 300 epochs, the allo-

60



0.0 0.2 0.4 0.6 0.8 1.0
Millions of Operations

0.0

0.2

0.4

0.6

0.8

1.0

0 10 20 30 400

50

100

150

200

250

300

Op
er

at
io

ns
 R

at
e 

(M
Op

/s
)

Range length = 8

0 10 20 30 400

50

100

150

200

250

300

Op
er

at
io

ns
 R

at
e 

(M
Op

/s
)

Range length = 32

  B-Tree
 VoB-Tree

5% update
50% update
90% update

(a) Initial tree size of 1M.

0.0 0.2 0.4 0.6 0.8 1.0
Millions of Operations

0.0

0.2

0.4

0.6

0.8

1.0

0 10 20 30 400

50

100

150

200

250

300

Op
er

at
io

ns
 R

at
e 

(M
Op

/s
)

Range length = 8

0 10 20 30 400

50

100

150

200

250

300

Op
er

at
io

ns
 R

at
e 

(M
Op

/s
)

Range length = 32

  B-Tree
 VoB-Tree

5% update
50% update
90% update

(b) Initial tree size of 40M.

Figure 4.3: Concurrent insertion and range query using different update ratios and initial tree
size.
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Figure 4.4: Effect of varying the range query length on the concurrent insertion and range query
rates when performing 5 million operations with an update ratio of 50%.

α B-Tree VoB-Tree

5% 433.462 369.835
50% 424.131 367.432
90% 399.863 346.188

Table 4.2: Average concurrent delete and find rates for different update ratios (million opera-
tions per second).

cator allocates around 11 megabytes per epoch (i.e., 91 thousand nodes allocated per epoch)

and reclaims 10 megabytes per epoch. After epoch 300, blocks performing insertion start to

exit, thus lowering the allocation rate to 1 megabyte per epoch, ≈77% of which are reclaimed.

Notice that the first 300 epochs correspond to ≈72% of the kernel runtime in this experiment.

A ViB-Tree containing the same number of keys (67.5 million keys) uses 950 megabytes;

using our EBR while concurrently building and querying the tree, the memory usage in the last

epoch is 981 megabytes (3.26% overhead for supporting versioning). Notice that the shared

memory does not persist between kernels. Therefore, we must flush all the block’s reclaimer

limbo bags stored in shared memory to the private block storage in global memory. After
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Figure 4.5: Concurrent delete and point query using different update ratios for a tree with an
initial size of 45 million keys.

finishing kernel execution, we can free these pointers or load them as shared limbo in future

executions.

4.6 Conclusion and Future Work
In this work we describe the design and implementation of a GPU B-Tree with snapshots and

linearizable multipoint queries. Our design encompasses different GPU data structure common

use cases and can perform in-place updates and take advantage of L1 cache whenever possible.

Although fine-grained locks and restarts of update operations reduce contention, supporting

snapshots requires performing additional operations inside the critical section (e.g., copying

nodes), which reduces the overall update performance by a factor of 2.4x. This reduced per-
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Figure 4.6: Memory usage for a Multiversion B-Tree performing 45 million concurrent insertion
and range queries (50% update ratio and average range length of 16). The initial tree size is 45
million keys. Blocks that perform insertion start to exit when the epoch number reaches ≈ 300,
reducing the allocation rate (left). Once three epochs pass, the ratio between the reclaimed to
total bytes allocated starts to exceed zero (right).

formance is the cost of supporting a more capable data structure. We believe that linearizable

multipoint queries, first implemented in this work, are common and useful in real-world appli-

cations.

Using the tools we developed, we want to explore wait-free techniques to build tree struc-

tures on the GPU in future work. We believe that wait-free data structures will potentially re-

duce the overhead of supporting snapshots, and more broadly, a broader toolbox of techniques

for building data structures will help advance the GPU as a vibrant target for database and data

science applications.

We discussed how to build two general-purpose data structures in the previous chapters. The

next chapter will discuss composing a special-purpose data structure (dynamic graph) from a

general-purpose one.
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Chapter 5

Dynamic Graphs on the GPU

5.1 Introduction
While interest in graph analytics on GPUs has exploded in recent years, the vast majority of

this work focuses on static graphs that never change during the graph computation. Today’s

GPU graph analytic frameworks generally lack a GPU-managed dynamic graph data structure

that supports changes (insertions and deletions) to the graph as well as queries into this data

structure. The key challenge is representing the neighbors of each vertex (the “adjacency list”),

where that data structure must be flexible enough to support a wide range of sizes and efficiently

allow both queries into and changes to this data structure.

Previous efforts to support GPU-based dynamic graph data structures represent an adjacency

list with a list-based data structure [17, 61] or an array-based data structure that maintains sort

order [55]. Its implementation as a list/array presents a dilemma for its designer:

• Adjacencies can be stored as an unsorted list, which is easy to maintain. However, un-

sorted lists are unacceptably slow for important operations on the data structure, e.g.,

edge-existence queries (“does v have u as a neighbor”) or insertions that do not result

in duplicates, both of which require traversing the entire list. Consequently, with an un-

sorted list, many operations are O(n) in the size of the list. This cost is prohibitive for

vertices with many neighbors, as is common in scale-free graphs.

This chapter appeared as “Dynamic Graphs on the GPU” published at IPDPS 2020 [7]
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• To eliminate this O(n) cost, the adjacencies can instead be stored as a sorted list. These

expensive operations become O(log n) in the size of the list, but now the data structure

must maintain the list in sorted order, which incurs a significant cost.

From a performance standpoint, neither alternative is acceptable. Now, some graph oper-

ations can be implemented with high performance on an unsorted list, and thus for a subset

of graph workloads, a list-based data structure may deliver acceptable performance. But many

graph operations cannot be implemented without paying the high cost of a full search of an

unordered list or the maintenance cost of preserving sorted order.

We believe that existing dynamic GPU graph data structures like faimGraph [61] and Hor-

net [17] are suboptimal when considering real-world dynamic graph scenarios. Truly dynamic

data structures need to support continuous modifications not only from running the algorithm

(e.g., edge deletion in k-truss), but also from a flowing stream of edge and vertex insertions and

deletions. While a reasonable first step, the experiments presented in the faimGraph and Hornet

works lack the true dynamism we expect in real world scenarios. Their chosen approaches both

rely heavily on potentially expensive sorting operations necessary for vertex and edge dedupli-

cation. In general, duplicate entries lead to incorrect graph analytic results for the many graph

primitives where idempotence does not apply (e.g., triangle counting or betweenness centrality).

We show that using a more sophisticated data structure (e.g., a hash table), we achieve

better performance compared to list-based techniques provided by alternative data structures

(e.g., faimGraph or Hornet). A major reason for our superior performance is the fast query

rates that hash tables offer and their ability to ensure uniqueness while performing updates. In

contrast, list-based data structures require explicit sorting for deduplication to maintain unique-

ness. To evaluate our data structure, we integrate it into the Gunrock GPU graph analytics

framework [59] and compare it against other dynamic graph data structures. The resulting over-

all performance of our data structure on a range of workloads and applications, particularly on

insertions, is superior to existing alternatives and also allows reasonable tradeoffs dependent on

the selected workload.

Our contributions in this work are:

1. A high-performance hash table based dynamic graph data structure that supports ex-
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tremely high rates of insertions and deletions (Sections 5.3 and 5.4);

2. An evaluation strategy that defines a set of workloads to benchmark a dynamic graph data

structure (Section 5.5); and

3. Exploring the use of a dynamic graph data structure in applications while maintaining an

updated graph (Section 5.6).

5.2 Background and Previous Work
5.2.1 Background

Consider a directed weighted graph G = (V , E ,W)6, where V , E , andW represent the vertex

set, edge set, and edge weight set respectively. For each arbitrary vertex u ∈ V , we represent its

outgoing neighbors (adjacency list) with Au. e = ⟨u, v, w⟩ ∈ E represents an edge from vertex

u ∈ V to v ∈ V with weight w.

It is common to use an adjacency matrix with |V|2 elements to represent dense graphs.

Updating an adjacency matrix is trivial. However, if G is a sparse graph (i.e., |E| ≪ |V|2),

then the adjacency matrix is largely empty and, in practice, requires far too much memory for

large graphs. Several alternative sparse graph representations exist. For example, Compressed

Sparse Row (CSR), Compressed Sparse Column (CSC), and Coordinate list (COO) all offer

better memory efficiency than the equivalent sparse adjacency matrix.

In CSR, for instance,Au is stored as an array of values (weights) and an array of destination

vertex IDs. Then all adjacency lists (arrays of size equal to the out-degree of each vertex du,

where
∑

u∈V du = |E|) are concatenated to form two large arrays of size |E|. A ternary array

(i.e., row pointers) marks the start and end index of each adjacency list (i.e., each vertex’s

neighbors). CSR’s representation requires O(|E| + |V|) elements, which is considerably more

memory efficient than the O(V2) required for adjacency matrix. However, since it is a packed

data structure, it is not possible to update it (i.e., delete or insert a new edge or vertex) without

rebuilding the entire data structure.

6In general, we would like to support arbitrary meta-data assigned to each vertex or edge (DV and DE ). Here,
for the sake of clarity, we assumeW represents any sort of meta-data associated with vertices or edges.
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In this work, we design a graph data structure that is both memory-efficient (like CSR) and

also update-friendly (like the adjacency matrix). Suppose Au represents the adjacency list of a

particular vertex u ∈ V , where Au contains destinations of all outbound edges connected to u.

Then a dynamic graph data structure should support the following operations:

1. Retrieving the adjacency list of vertex u: returns Au if it exists, ⊥ otherwise.

2. Inserting a new vertex u: Insert(u), where Au is initialized with all connected vertices to

u.

3. Deleting a vertex u: Delete(u), where Au can no longer be located. Au is deleted. All

edges that have u as their destination should be removed either immediately or in a lazy

fashion. After a deletion, no edge query involving u may have a false positive result.

Querying Au returns no edges.

4. Inserting a new edge: Insert(⟨u, v, w⟩), where Au is first located, then a new pair ⟨v, w⟩

is inserted into Au.

5. Deleting an edge: Delete(⟨u, v, w⟩), where Au is first located and then the pair ⟨v, w⟩ is

deleted.7

We assume that for each vertex u ∈ V , the adjacency listAu is stored in a data structure that

supports the following three operations:

1. SearchAu(v): search through adjacency listAu and returns ⟨v, w⟩ if present,⊥ otherwise.

2. InsertAu⟨v, w⟩: inserts a new entry ⟨v, w⟩ into the adjacency list Au.8

3. DeleteAu(v): delete any entries ⟨v, w⟩ from the adjacency list Au.

In general we assume that all of the operations are batched and performed in a phase-

concurrent fashion (i.e., updating the data structure does not happen concurrently with any

kind of read-only search query from the data structure).
7One can define more general edge deletion operations such that all instances of ⟨u, v, ·⟩ are deleted regardless

of their weights. This version might be useful if we allow multiple edges from a source to a destination, each with
a different weight or meta-data.

8Duplicates are not allowed: first search for v (i.e., searchAu
(v)), and replace a previously inserted element if

it exists. Otherwise, insert a new pair.
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5.2.2 Previous Work

The major challenge for an efficient dynamic graph data structure on the GPU is the design

of the adjacency list data structure to best accommodate potential updates. Memory man-

agement of this data structure is inherent in this challenge. Sha et al. proposed GPMA as a

GPU-friendly data structure for dynamic graphs [55] based on the Packed Memory Array data

structure (PMA) [13]. PMA is a kind of balanced binary search tree, where nodes are sorted

arrays with some anticipated empty gaps to support potential updates. PMA uses lower and up-

per bound density thresholds for each node, and these thresholds are used to make decisions to

either copy a node into a larger newly allocated node (high density), or properly merge multiple

nodes into a single node (low density). In GPMA, a batch of updates is first sorted. The sorted

batch is further partitioned into several continuous parts, where each part will only belong to a

single node in the tree. Then each node is properly updated based on its partition’s size in three

granularities of warp/block/device. Sha et al. proposed a method to store a CSR format for a

graph in a GPMA data structure. There is little discussion of memory management. Most of the

experiments on updating the data structure are around edge insertions, but lazy edge deletions

are also briefly discussed.

Hornet [17] divides the allocated available memory into blocks that can store a number of

edges up to a specific power of two. Initially an adjacency list is stored inside the smallest

power-of-two memory block that can contain it. During edge insertion, if the newly inserted

edges exceed the capacity of a memory block, the vertex adjacency list is copied to the next

smallest power-of-two memory block. For each array of blocks, a B-Tree tracks the free and

used ones. Memory management is done on the CPU. Hornet achieves a compact representation

for an adjacency list at the expense of memory fragmentation. Moreover, it supports vertex

insertion (or deletion) through a series of corresponding edge insertions (or deletions).

faimGraph [61] uses a single memory pool on the GPU for both the data structure and the

algorithm that solves a graph problem. In contrast to Hornet, faimGraph’s memory management

is entirely on the GPU. Queues are used for memory reclamations of pages and deleted vertex

IDs. faimGraph maintains a mapping between vertex IDs on the GPU and CPU. It also offers

both structure-of-arrays (SoA) and array-of-structures (AoS) representations to store edge data,
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where the former is used for edges with a single property and the latter is used for edges with

multiple properties. Memory pages configurable in size contain pointers to next pages when the

adjacency list size exceeds a single page size. Using different GPU and CPU vertex IDs allows

for flexible memory reclamation.

Edge duplication is not allowed in either Hornet or faimGraph. Both take preventive mea-

sures during updates to ensure edge uniqueness in the data structure.

We discuss and compare our results to faimGraph and Hornet. faimGraph is the state-of-the-

art dynamic graph data structure and Hornet is a maintained graph processing library. In terms

of similarities, our work is similar to faimGraph as our hash table is represented using fixed-

size memory pages. In other words, if the hash table consists of a single bucket, which is true

in road-network-like graphs (but not scale-free graphs), our work and faimGraph are similar.

Similar to Hornet, addition of new vertices in our system requires overallocation of the graph

data structure capacity to avoid reallocation, but we keep in mind that the cost of reallocation

only requires copying of adjacency-list pointers and not the entire data structure.

5.3 Our GPU Dynamic Graph
The key challenge in designing a dynamic graph data structure is storing per-vertex adjacency

lists. Our graph representation uses a separate data structure for each vertex adjacency list

together with associated handles to reach those adjacency lists as necessary to perform various

operations. The choice of the data structure used to store adjacency lists must be based on

tradeoffs between what operations the data structure supports, the performance of individual

operations, and the requirements of the graph library for solving specific problems. For instance,

the simplest data structure choice is to use a variable-sized list data structure per adjacency

list, with the designer either choosing to keep that list unsorted or maintain it as a sorted list.

Hornet [17] embodies this approach. This representation is the most compact, but incurs a large

maintenance overhead when compared to other options. Another possibility is the approach

taken by faimGraph [61], which relaxes the variable-sized list constraint and instead breaks

lists into fixed-size pages to simplify the maintenance of the data structure. Our position is that

these primitive GPU data structures can be replaced by more sophisticated ones such as hash
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tables [4] or B-Trees (Chapter 3), depending on the requirements of the problem in terms of the

performance and availability of data structure operations. In this work our goal is to provide a

high throughput of both updates and lookups, thus we pick hash tables.

Advantages of a hash table representation The primary advantage of hash tables is their

efficient operations (both mutations and queries). Supporting efficient queries is an essential re-

quirement in a graph data structure. Not only do graph applications perform read-only queries

into graphs, but even mutation operations typically incorporate queries. For instance, an inser-

tion while maintaining unique edges first requires a query determining whether the edge exists

or not, followed by the insertion process itself (this is simply writing the new pair into an empty

location). For a list-based data structure, performing a query operation is either O(n) (for an

unsorted list) or O(log n) (for a sorted list) in the size of the list. For a hash table with a suit-

able load factor, queries are instead O(1). In a dynamic setting, hash table performance can

decrease as the chain-length increases (i.e., load factor increases). In practice we can maintain

low-cost metrics per vertex to determine the chain-length and periodically perform rehashing if

it exceeds a given threshold.

Figure 5.1 shows a high-level representation of our graph data structure, which is divided

into two parts:

Vertex dictionary. We store vertices, V , in a simple fixed-size array, indexed by vertex ID.

The array size can be increased if needed, but frequent reallocation should be avoided to min-

imize the performance costs commonly associated with memory allocation. Selecting a large-

enough initial capacity based on graph problem requirements ensures good performance during

vertices insertion.

Adjacency lists. We use one hash table per vertex to store its associated adjacency list Au.

Given a load factor and number of edges in an adjacency list, we calculate the number of buckets

in a hash table. Note that the load factor, directly related to the number of buckets, provides

a tradeoff between two main operations: 1) reading a complete adjacency list associated with

a vertex and 2) performing an edge-exists query in a vertex’s adjacency list. In practice we

select a single load factor for all hash tables (in this work, we use a load factor of 0.7). This is

not strictly necessary, but determining an ideal load factor per-vertex (per-hash-table) a priori
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Figure 5.1: High level schematic of our graph data structure. Each adjacency list is represented
using a slab hash. The number of base slabs per adjacency list depends on the load factor used
per adjacency list. Base slabs are statically allocated in consecutive memory locations, while
the slabs used to resolve collisions are allocated dynamically and reached through pointers.

is difficult. Our dynamic graph data structure can make use of given connectivity information

along with the choice of the load factor to determine the number of necessary buckets to allocate.

This decision results in significant performance gains by reducing memory allocation overhead.

Using a dynamic memory allocator, any hash table can dynamically allocate additional slabs as

needed (Figure 5.1). If the connectivity information for a vertex is not available, we construct a

hash table with a single bucket for this vertex.

5.4 Implementation
Our dynamic graph data structure’s adjacency lists are stored as hash tables. In this work, we use

Slab Hash, a dynamic hash table data structure for the GPU [4], as the basis of our underlying

hash tables.9 We have significantly improved the functionality of the original slab hash in order

to meet our requirements.10 We offer two variants of our dynamic graph data structure. One

uses Slab Hash’s concurrent map, which should be used if storing a value per edge is required.

The second variant uses Slab Hash’s new concurrent set, which should be used if edge values

are not required. Any hash table design can be used for this underlying data structure, as long as

it is efficient in both searching (for queries) and updating the data structure itself (for insertions

9https://github.com/owensgroup/SlabHash
10The original slab hash only provided a concurrent map data structure, without any restrictions on duplicate

keys. To name a few of our recent additions: maintaining key-uniqueness, proper iterator access, and design and
implementation of a new concurrent set (keys only, and no values).
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and deletions). In the end, the performance of our graph data structure directly depends on the

performance of its underlying hash tables.

We integrate our dynamic graph data structure into the Gunrock GPU graph analytics frame-

work [59]. In order to take advantage of the high-performance operations Slab Hash offers, all

our operations are implemented based on the Warp Cooperative Work Sharing (WCWS) strat-

egy [4]. In WCWS, each thread has an independent task assigned to it, but all threads within

a warp cooperate with each other to collectively perform one independent task at a time. This

is the right design decision because it better matches the memory access pattern desired by the

GPU hardware (coalesced memory accesses), and hence it provides better performance for up-

dates. On the downside, it requires all threads within a warp to be active. In other words, an

operation on the data structure cannot be performed within a branch where threads (in a warp)

diverge when executing it.

5.4.1 Memory Management

Our memory management is divided into two parts: 1) vertex dictionary memory, and 2) hash

table memory.

Vertex dictionary memory. Defining a graph requires defining the graph’s vertex capacity.

The vertex dictionary stores pointers to the hash table associated with each vertex’s adjacency

list. When inserting more vertices than the vertex dictionary’s capacity, we copy the vertex

dictionary to a new memory location after increasing its capacity. This process only requires

shallow copying of the pointers to each of the hash tables (including pointers to the hash tables

associated with the new vertices).

Adjacency list hash table memory management. Constructing a hash table requires choos-

ing and allocating a number of buckets (base slabs) that are required for insertion processes. The

initial number of buckets for a vertex u is ⌈|Au|/(lf × Bc)⌉, where lf is the load factor and Bc,

the bucket capacity per slab, is either 15 or 30 for Slab Hash map or set, respectively. During

insertion, if a bucket’s slab becomes full (capacity achieved), Slab Hash dynamically allocates

a new slab for that bucket that is singly linked to the tail of the list; a dynamic memory allocator

handles these dynamic allocations [4]. Only when we perform vertex deletion (essentially this

deletes an entire hash table) do we free this dynamically allocated memory (Section 5.4.4).
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Our graph data structure handles the memory allocation required for the initial buckets by

statically allocating all the memory required for the initial buckets in bulk. This is more desir-

able than requiring each hash table to independently allocate a small number of buckets with

different cudaMalloc calls. We initialize a vertex’s hash table with its initial number of

buckets, the memory address for its first bucket, and the number of neighbors (to zero). In cases

where the number of neighbors is not defined, we allocate a single bucket.

5.4.2 Query Operations

To iterate over a vertex’s adjacency list, we provide a vertex adjacency list iterator. For a given

vertex, the iterator loops over all of the hash table buckets associated with the vertex as well as

additional slabs used to resolve hash collisions. The iterator loads one slab at a time and moves

from one slab to the next using a next operator.

We also provide an edgeExist query that checks if the destination v of a given pair ⟨u, v⟩

exists in the hash table associated with u. edgeExist simply performs a search query [4] in

u’s hash table.

5.4.3 Edge Operations

We interpret edge operations (insertion and deletion) as modifications to the source vertex’s

adjacency list. As discussed in Section 5.3, we use a hash table to represent each vertex’s

adjacency list. We discuss this in more depth below in the context of a directed graph. In an

undirected graph, inserting (or deleting) an edge between a source and destination is similar but

also requires an operation on the edge in the other direction. Our semantics for edge operations

follows the semantics for hash table operations, which we discuss below.

Edge insertion. Algorithm 5.1 shows high-level pseudocode for an edge insertion. We as-

sume that each thread has a single edge to insert. Initially, in line 3, we ensure no self-edges

are allowed. A work queue is constructed within a warp (line 4) through a ballot instruction

on all threads’ remaining tasks. All threads locate the next task to perform (through finding

the first set bit in the work queue as in line 5) and then get the corresponding source vertex of

the chosen task (through a shuffle instruction as in line 6). Since multiple edges within a warp

might share the same source vertex (lines 7 and 8), all these insertions are grouped together to
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be performed in one single coalesced call to the hash table associated with the source vertex.

We implemented and used a new slab-hash replace operation to ensure key-uniqueness in the

hash table (i.e., unique destination vertices). In this operation, if a key (a destination vertex)

already exists in the hash table, it will be replaced with the most recent value. Otherwise, a new

key-value pair is added to the hash table. If the batch of edges contains the same unique edge

but with different weights, only the most recent edge and its weight will be stored in the graph.

The replace operation returns a boolean value indicating whether a new key (i.e., an edge) was

added to the hash table or the key previously existed and was hence just replaced. We use this

returned boolean variable to maintain an exact number of edges per vertex (population count on

all successful additions within a warp in line 10). The thread whose task was just completed, as

well as all threads that shared the same source vertex (i.e., the coalesced insertion group), mark

themselves as completed (line 11). We repeat this procedure until the work queue is completely

empty, i.e., no more edges remain to be inserted.

Edge deletion. Edge deletion is similar to edge insertion with two major differences: 1) in-

stead of using the replace operation in Algorithm 5.1, we use the delete operation; 2) the delete

operation also returns a boolean variable as to whether the key already existed. This boolean

variable is used to decrement the number of edges that belongs to the adjacency list of the ver-

tex. Note that in order to maintain uniqueness within the slab hash (due to how insertion/replace

operations are designed and implemented), deleted edges (i.e., keys) are only marked as deleted

(i.e., by replacing a key with a tombstone) and not explicitly removed. Tombstones are disre-

garded in edge insertion (as if that particular location is not empty). Tombstones can later be

completely flushed out of the data structure, if required. Together, these design decisions ensure

that empty locations can only exist at the end of each bucket’s list in the slab hash. Moreover,

not overwriting tombstones results in faster insertion rates (since new edges are only added to

the end of the bucket’s linked list). This comes at the expense of having unused memory loca-

tions. A different approach would be to break down the insertion process into two stages: 1)

traversing the bucket’s linked list to ensure uniqueness, then 2) for unique keys, a follow-up in-

sertion that overwrites tombstones. We use the former approach during insertions, but the latter

could be used to optimize for memory usage on the expense of decreased insertion throughput.
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5.4.4 Vertex Operations

Vertex insertion. We define a vertex insertion operation as the operation of inserting edges

connected to a vertex that has an empty adjacency list. As discussed earlier, if the new vertex

count exceeds the capacity of the vertex dictionary, we first extend the vertex dictionary. Once

the vertex is entered into the dictionary, we then insert all attached edges using Algorithm 5.1.

Vertex deletion. Algorithm 5.2 summarizes this process for an undirected graph. Each warp

deletes one vertex at a time. Because each vertex in a multi-vertex deletion operation may have a

different number of edges, a straightforward implementation would suffer from load imbalance.

We address this imbalance with a simple technique. We maintain a queue of deleted vertices

with an atomic counter (line 4). A single thread inside the warp acquires a new vertex from the

queue (line 3). The new vertex queue location is broadcast for all threads in the warp (line 6).

The vertex-deletion kernel only exits after deleting all the required vertices (line 8). A warp

reads the vertex index (line 10) and requests an edge iterator over the all the slabs associated with

the vertex (line 11). Using the iterator, we loop over all of the vertex destinations and delete the

vertex from their adjacency lists (line 16). Additionally, all dynamically allocated memory (i.e.,

memory used to resolve collisions) is freed and reclaimed by the memory allocator (line 19).

Finally, the count of edges connected to the vertex is set to zero (line 22). Statically allocated

memory is not reclaimed. For a directed graph, the only requirement is to free the memory. To

clean up, we end with a follow-up lookup and delete all of the deleted vertices in all of the hash

tables.

5.5 Evaluation Strategy
Our community has not yet defined consistent standards for evaluating a dynamic graph data

structure. In part this is because of the very recent development of these data structures as

a topic for study. As a result, we lack a broad set of applications or workloads that require

dynamic data structures. We believe the evaluation we present below improves on previous

work by identifying and characterizing a set of operations, workloads, and applications that

together encompass the wide range of use cases that will be addressed with dynamic graph data

structures.
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Algorithm 5.1 Graph edge insertion.

1: procedure INSERTEDGES(GpuGraph graph, Edges edges)
2: thread edge← edges[threadIdx]
3: to insert← thread edge.src != thread edge.dst
4: while work queue← ballot(to insert) do
5: current lane← find first set bit(work queue)
6: current src← shuffle(thread edge.src, current lane)
7: same src← thread edge.src == current src
8: success← graph[current src].replace(thread edge, same src & to insert)
9: added count← popc(ballot(success))

10: graph[current src].incrementEdgesCount(added count)
11: if same src & to insert then
12: to insert← false
13: end if
14: end while
15: end procedure

We believe a comprehensive evaluation requires three components:

Operations Dynamic data structures support particular operations, e.g., edge and vertex dele-

tion and insertion. We enumerate these operations and measure their throughput.

Workloads Because dynamic graph data structures on the GPU are not yet in significant use,

applications that use them are few. However, we present a set of workloads—common

patterns of how we will use the data structure—that we believe will underlie future appli-

cations in this area.

Applications Finally, prior work has identified particular applications on which they evaluate

their data structure. We evaluate our work on these specific applications as well.

5.5.1 Low-Level Operations on a Dynamic Graph Data Structure

We begin with measuring throughput for the important low-level operations on our data struc-

ture:

Edge Insertion and Deletion. Starting from a static graph stored in a dynamic data struc-

ture, we measure the throughput of edge insertion and deletion operations for different batch

sizes. Edges are inserted or deleted between existing vertices in the graph. Duplicate edges

77



Algorithm 5.2 Graph vertex deletion.

1: procedure DELETEVERTICES(GpuGraph graph, Vertices vertices, Count count, Queue
queue)

2: while true do
3: if laneId == 0 then
4: queueId← atomicAdd(queue, 1)
5: end if
6: queueId← shuffle(queueId, 0)
7: if queueId ≥ count then
8: return
9: end if

10: warp vertex← vertices[queueId]
11: vertex edges it← GpuGraph::EdgeIterator(warp vertex)
12: while vertex edges it.next() do
13: lane dst← vertex edges it.getDst(laneId)
14: for lane in lanes do
15: current dst← shuffle(lane dst, lane)
16: graph[current dst].delete(warp vertex)
17: end for
18: if vertex edges it.current() is not base slab then
19: free(vertex edges it.getAddress())
20: end if
21: end while
22: graph[warp vertex].setEdgesCount(0)
23: end while
24: end procedure

are allowed within a batch and across the batch and the graph. The graph data structure only

maintains unique edges.

Vertex Insertion and Deletion. Similar to edge insertion and deletion, we start from a static

graph and measure the throughput of inserting and deleting vertices in different batch sizes.

5.5.2 Workloads on a Dynamic Graph Data Structure

To evaluate a dynamic graph data structure we propose the following different set of work-

loads. Each one of these workloads targets a different scenario, not specific to any particular

application, that we expect to be a pattern that can be used in real-world applications.
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Static Workloads / Bulk-build. We start by comparing our dynamic graph data structure to

other alternatives in a static setting. Specifically, we evaluate the performance of building a

static graph. We assume that the number of edges per vertex and the number of vertices is

known a priori.

Given a static graph, we measure the time required for building the graph in bulk and com-

pare this with previous work. We assume that the input is given in a COO format (i.e., a list of

edges each defined by source vertex, destination vertex, and edge value).

Dynamic Workloads / Incremental Build. Starting with an empty graph, we incrementally

build a graph using different batch sizes. In general, to avoid memory reallocation we assume

that a suitable vertex capacity (i.e., maximum number of vertices) is known.

5.5.3 Applications with a Dynamic Graph Data Structure

We again emphasize that the existing set of graph applications that use dynamic data structures

is small. We thus primarily evaluate work on the applications developed in and described by

previous work where possible. For the static application case, we use static triangle counting to

evaluate and compare our dynamic graph data structure performance to static CSR [59] and the

two dynamic graph representations [17, 61]. In the dynamic application case, we evaluate based

on a dynamic triangle counting application that performs triangle counting after each batch

insertion. Note that in this work we only focus on the performance of the dynamic graph data

structure. Optimizing a static or dynamic graph algorithm (e.g., triangle counting) is beyond

the scope of this work.

5.6 Results
We evaluate and compare our dynamic graph data structure to Hornet11 and faimGraph.12 faim-

Graph is the state of the art in dynamic GPU graph data structures. Hornet is an actively main-

tained GPU data structure for sparse graphs and matrices. In our tests, faimGraph’s page size

is configured to be 128 bytes to match our slab page size. Our tests do not require that either

faimGraph or Hornet maintain a sorted adjacency list. All of our measured performance tim-

11https://github.com/hornet-gt/hornet/tree/a5c754d9616f54404a7b2a15c11143d52a346ab9
12https://bitbucket.org/mwinter92/faimgraph
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Table 5.1: Graph datasets.

Dataset Vertices Edges
Degree

Min. Max. Avg. σ

luxembourg osm 114K 239K 1 6 2.1 0.41
germany osm 11.5M 24.7M 1 13 2.1 0.51

road usa 23.9M 57.71M 1 9 2.4 0.85
delaunay n23 8.4M 50.3M 3 28 6.0 1.33
delaunay n20 1M 6.3M 3 23 6.0 1.33
rgg n 2 20 s0 1M 13.8M 0 36 13.1 3.62
rgg n 2 24 s0 16.8M 265.1M 0 40 16.0 3.99

coAuthorsDBLP 299K 1.9M 1 336 6.4 9.80
ldoor 952K 45.5M 27 76 47.7 11.97

soc-LiveJournal1 4.8M 85.7M 0 20K 17.2 50.65
soc-orkut 3M 212.7M 1 27K 70.9 139.72

hollywood-2009 1.1M 112.8M 0 11K 98.9 271.70

ings for all libraries only include the time to perform the operation and do not include the time

required to transfer memory between CPU and GPU. We perform our benchmarking using the

datasets shown in Table 5.1 on an NVIDIA TITAN V (Volta) GPU with 12 GB DRAM and an

Intel Xeon CPU E5-2637.

5.6.1 Operations

Batched Edge Insertion. We perform a batched edge insertion (Section 5.5.1) for different

batch sizes and measure the average throughput for all the given datasets. faimGraph only

supports batch updates of sizes less than 1M. Table 5.2 compares our edge insertion throughput

to Hornet and faimGraph. Our speedup ranges between 5.8–14.8x compared to Hornet and

3.4–5.4x compared to faimGraph.

Batched Edge Deletion. Similar to batched edge insertion, we run a batched edge deletion.

Table 5.3 shows the result of this benchmark. This is where Hornet performance becomes com-

petitive with ours. Deletion is a simple process and does not require cross-duplicate checking

between the graph and the input batch. Note that for small datasets, the true number of deleted

edges (i.e., unique edges within the batch) is much lower than the number of randomly gener-
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Table 5.2: Mean edge insertion rates (in MEdge/s) for different batch sizes.

Batch size Hornet faimGraph Ours

216 33.67 92.47 501.33
217 44.71 133.97 513.56
218 51.43 157.15 591.06
219 70.81 188.98 641.25
220 83.54 — 664.52
221 97.41 — 658.09
222 110.89 — 646.01

Table 5.3: Mean edge deletion rates (in MEdge/s) for different batch sizes.

Batch size Hornet faimGraph Ours

216 91.73 111.71 640.63
217 159.69 112.96 886.92
218 259.31 171.75 947.60
219 377.79 257.66 939.98
220 537.73 — 988.85
221 739.82 — 1,007.16
222 1,024.87 — 1,015.47

ated edges, hence resulting in less work in general. Our performance is as fast as Hornet for

a large batch size and almost 7x faster for a smaller batch size of 216. Our deletion rates are

between 3.6–7.8x faster than faimGraph’s.

Vertex Deletion. Beginning with an undirected graph, we delete a batch of vertices and mea-

sure the throughput of vertex deletion. Table 5.4 shows the throughput for different batch sizes

averaged over four datasets: soc-orkut, soc-LiveJournal1, delaunay n23, and germany osm.

Our vertex deletion throughput is between 8.9–12.2x faster than faimGraph (Hornet does not

implement vertex deletion). Both we and faimGraph delete vertices from neighbor adjacency

lists and free the memory used to store the vertex adjacency list, but faimGraph implements one

operation that we do not: it places the deleted vertex into a vertex queue and can thus reuse
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Table 5.4: Mean vertex deletion throughput (in MVertex/s) for different batch sizes.

Batch size faimGraph Ours

216 0.44 5.35
217 0.71 9.23
218 1.12 12.66
219 1.62 19.21
220 2.96 26.49

identifiers of deleted vertices during subsequent vertex insertions. This allows faimGraph to be

more memory efficient compared to our approach. It would be straightforward to implement the

same strategy with our data structure but we have not yet done so. If we compare only delete

and free operations common to both data structures, our speedup is 8.5–11.56x over faimGraph.

As with query operations, the dominant factor in vertex-deletion performance is looking up a

deleted vertex in its neighbors’ adjacency lists; this is faster in a hash table than in a list.

5.6.2 Workloads

Bulk Build. We perform the bulk build benchmark from Section 5.5.2. Bulk build is simply

inserting all edges from a graph into the graph data structure in one single batch. We imple-

mented the bulk build functionality in Hornet only. Table 5.5 shows the time required to bulk

build the datasets. For two datasets—rgg n 2 24 s0 and soc-orkut—Hornet runs out of mem-

ory. We believe that this is due to the memory overhead of sorting and duplicate checking. Our

dynamic graph data structure is 2–30x faster. Note that for a large dataset, hollywood-2009,

45% of Hornet’s insertion time is spent in duplication checking alone, which is the same time

as our entire build.

Incremental Build. In this benchmark we begin with an empty graph and incrementally insert

edges (Section 5.5.2). The goal is to test and measure the edge throughput when building a graph

data structure given a known bound on the number of vertices a priori, but an unknown number

of edges. For our dynamic graph data structure, this means that each hash table is given only

one bucket (i.e., a single linked list). Note that in this experiment our data structure is similar
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Table 5.5: Bulk-build elapsed time (ms).

Dataset Hornet Ours

luxembourg osm 5.562 0.184
germany osm 330.311 12.407

road usa 644.308 27.910
delaunay n23 273.532 19.590
delaunay n20 37.68 2.494
rgg n 2 20 s0 37.084 5.053
rgg n 2 24 s0 — 97.886

coAuthorsDBLP 11.672 0.835
ldoor 46.486 15.936

soc-LiveJournal1 179.879 26.176
soc-orkut — 39.907

hollywood-2009 90.705 42.387

to faimGraph, but differs from Hornet in our use of a linked list of pages versus a single block

containing the adjacency list. For our hash table based graph data structure, this represents the

worst-case scenario.

Table 5.6 shows the average throughput for building graphs with a similar number of edges

(ldoor, delaunay n23, road usa, soc-LiveJournal1) using different batch sizes. We implemented

incremental build in Hornet only. On average our data structure is 5x faster than Hornet. For the

two low-variance graph datasets (delaunay n23 and road usa), our speedups are between 15–

25x. We believe that the main reason for our performance advantage is that Hornet maintains its

adjacency list in a single fixed-size block. When an added edge exceeds the size of the block,

the entire adjacency list must be copied to an existing or newly allocated empty block of the

appropriate size. In contrast, our linked lists avoid copying and simply allocate new pages to

accommodate new edges as needed. With Hornet, copying into larger-sized blocks is expected

to happen more often for low-variance datasets. For high-variance datasets, Hornet’s doubling

adjacency list strategy becomes more efficient because the need for copying to new blocks

decreases. We see speedups of 1.6–2.5x for the ldoor dataset, but for the soc-LiveJournal1

dataset our throughput is 0.92x slower.
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Table 5.6: Incremental build mean edge insertion rates (in MEdge/s) for different batch sizes.

Batch size Hornet Ours

220 164.44 841.31
221 176.96 945.64
222 184.75 993.82

5.6.3 Applications

We pick triangle counting as a simple application to explore the interaction between a dynamic

data structure and solving a graph problem. Our goal here is not to provide an optimal solution

to the dynamic triangle counting problem; rather, we would like to explore the performance

of triangle counting’s main query operation, intersect. The intersect operation inputs two adja-

cency lists and counts the number of edges in common. If the adjacency list is stored as a list, to

perform an intersect operation efficiently, the list must be sorted. The hash-based data structure

we present here does not have this constraint. We thus compare the cost of maintaining the

sorted list-based data structures used by Hornet and faimGraph with our approach.

Static. In this experiment, we compare dynamic graph data structures to solve the static graph

problem of triangle counting. Since triangle counting only requires maintaining the destina-

tions of edges and not their values, we use the set variant of the dynamic graph data structure.

The Hornet and faimGraph data structures require sorted adjacency lists to efficiently compute

set intersections. Table 5.7 shows the time required to perform triangle counting on different

datasets. On most datasets, our dynamic data structure performs worse than either Hornet or

faimGraph, because their intersection operation between two sorted lists is efficient. They find

the starting location of one list in the other and then (serially) walk to the end of the lists, accu-

mulating the number of matches. While this exhibits little parallelism, it is cheaper and faster

than a hash-table-based solution. In our hash table representation, we perform an edgeExist

query for all edges.

Note, the sort in the list-based data structures is not free, and is not counted in the results

above. Table 5.8 summarizes sort cost on these datasets. Hornet does not provide a GPU
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Table 5.7: Static triangle counting time in ms.

Dataset Hornet faimGraph Ours

luxembourg osm 0.57 1.01 0.31
germany osm 26.31 16.61 29.69

road usa 51.57 39.19 66.20
delaunay n23 25.74 21.14 56.38
delaunay n20 3.35 2.92 6.43
rgg n 2 20 s0 6.42 7.35 23.24
rgg n 2 24 s0 154.75 165.86 493.6

coAuthorsDBLP 1.20 4.75 6.98
ldoor 22.09 48.04 222.07

soc-LiveJournal1 482.98 705.71 1526
soc-orkut 3832 8986 6758

hollywood-2009 9784 57311 11060

sort for their data structure, so we substitute CUB’s segmented sort by key [48]. Interestingly,

faimGraph’s sorting is faster than CUB’s when the maximum vertex degree of the graph is

small, but for a large maximum vertex degree, faimGraph’s sort is much slower than CUB’s.

These results raise the question of the overhead of maintaining a sorted Hornet or faimGraph

data structure in order to perform a dynamic application that requires a sorted list, such as

triangle counting. We further investigate this in the following section.

Dynamic. For this experiment we pick two datasets, one with a small largest-vertex degree

(road usa) and one with a large largest-vertex degree (hollywood-2009). We perform triangle

counting after incrementally inserting edges five times. This scenario was not previously imple-

mented in either Hornet or faimGraph; we implemented it for Hornet only. Table 5.9 shows the

result of this experiment. For road usa, our implementation offers a 1.8x speedup over Hornet’s,

largely due to our faster insertion. For hollywood-2009, although our insertion performance is

around 6x faster than Hornet, Hornet’s faster triangle counting is still fast enough to cover the

cost of maintaining sorted adjacency lists. We are 0.9x slower than Hornet on this dataset.
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Table 5.8: CSR-sort (with CUB) and faimGraph-sort time in ms. Sort time is in general com-
parable to (and often considerably larger than) the time for triangle counting (Table 5.7).

Dataset Sort CSR Sort faimGraph

luxembourg osm 58.13 0.07
germany osm 5260 4.84

road usa 10875 12.65
delaunay n23 3854 18.98
delaunay n20 503.29 2.48
rgg n 2 20 s0 496.85 8.62
rgg n 2 24 s0 7753 178.37

coAuthorsDBLP 136.89 7.36
ldoor 442.15 175.12

soc-LiveJournal1 2226 20428
soc-orkut 1404 41833

hollywood-2009 540.30 8504

Table 5.9: Cumulative time (ms) required to perform triangle counting and inserting a batch of
size 222 into the graph.

Iter.
Ours Hornet

Insert TC Total Insert TC Total Speedup

road usa

1 65.5 64.1 51.6 116.0 1.81
2 14.8 135.8 129.5 214.1 110.2 235.1 1.82
3 29.7 201.7 195.0 438.4 174.6 356.4 1.83
4 44.5 267.5 260.5 652.6 243.8 476.2 1.83
5 59.4 333.2 325.8 855.7 319.7 597.8 1.83

hollywood-2009

1 11151 11151 9893 9893 0.89
2 12.4 22539 22551 73.4 19982 20056 0.89
3 24.9 33921 33946 149.0 30174 30323 0.89
4 37.3 45297 45335 229.3 40552 40781 0.90
5 49.8 56724 56774 313.0 51090 51403 0.91
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5.6.4 Effect of the Load Factor on Our Graph Data Structure

To measure the effect of load factor on our hash table, we perform two experiments. Figure 5.2

shows our first experiment where we manipulate the chain length of our hash tables by building a

graph with the suitable average degree and load factor. As we expect, the insertion throughput of

our data structure drops as the chain length increases. On the other hand, the memory utilization

increases. This is due to the fact that buckets are now more full. Moreover, the amount of

memory used decreases as the average chain length increases. This is due to the fact that fewer

buckets are now needed. Figure 5.3 shows our second experiment. Similar to the first one,

we explore the query performance as the average chain length increases (we use static triangle

counting to provide the query workload). The results show the optimal average chain length for

our hash table, which is around 0.7.

5.7 Conclusion and Future Work
Our dynamic GPU graph data structure uses hash tables to represent per-vertex adjacency lists.

This representation suits operations that require fast insertion, deletion, and edge lookups, and

is superior in performance to previous work that focuses on list data structures for adjacency

lists.

In regards to future work, we note that other data structures can be used to represent adja-

cency lists. For instance, a B-Tree (Chapter 3) provides a different set of operations as well as

maintaining a sorted adjacency list, an optimization that is useful in certain graph algorithms.

We also note that supporting hash tables with varying slab sizes may better suit load balancing in

scale-free graphs where vertex degrees vary over several orders of magnitude. This would com-

plicate the update procedure at the expense of providing better scalability in graph processing.

Moreover, it would require a more complicated dynamic memory allocator design (compared to

SlabAlloc used in slab hash [4]) that can support variable-sized memory allocations efficiently.

Although we only discussed phase-concurrent updates and queries in this work, both the

slab hash and the B-Tree provide concurrent queries and updates. These concurrent operations

can be exposed to a dynamic graph algorithm. The key challenge here is to carefully con-

sider the semantics of these operations. Using data structures that support versioning (e.g., our
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Figure 5.2: For different directed RMAT graphs with 220 vertices but different average degree
(different number of edges), we build the graph using different load factors. () The insertion
throughput drops by a factor of 2.5 if the hash tables have, on average, chains of length 5. On
the other hand, the memory utilization increases (a) and the memory usage decreases (b) as the
average chain-length increases.
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Figure 5.3: Static triangle counting performance for different undirected RMAT graphs with
220 vertices, but different average degree using hash tables with different load factors. Our data
structure achieves its optimal performance when the load factor is around 0.7.

Multiversion B-Tree) will allow us to provide the graph data structure users with meaningful

semantics and a consistent view of the adjacency lists.
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Chapter 6

Conclusion and Future Research
Directions

6.1 Conclusion
When designing a fully-concurrent GPU lock-based data structure, the two main challenges

are minimizing contention and efficiently performing the data structure traversals. To reduce

contention, the two primary considerations a data structure design must consider are: 1) how

to temporarily relax the data structure requirements to avoid excessive use of locks and allow

concurrent operations, 2) how to minimize the number of locks an update operation needs.

These two considerations are closely related, and they complement each other. The design must

closely match the hardware memory system to achieve efficient traversal. The designer of a

massively-parallel data structure must have deep knowledge about the hardware.

Defining abstraction to data structure operations using cooperative processing techniques

allows the data structure to be easily composable and integrated into a more extensive system

and special-purpose data structures. Making no assumptions on the batched operations size

and avoiding using device-wide bulk primitives is essential to build a flexible, composable data

structure.

Using these strategies, we showed how to build a fully-concurrent GPU B-Tree and then

added snapshot support to it. Our design minimizes contention and is cache-aware, achieving

memory throughputs higher than the peak DRAM bandwidth. Using snapshots, we solved the

problem of linearizable multipoint queries and added the ability to maintain multiple versions
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of the data structure. Moreover, we designed and built a safe memory reclamation scheme for

the GPU to reclaim older snapshots. SMR is one of the most critical components that support

concurrent data structures. Finally, we showed how this successful design enables composing a

special-purpose data structure such as a graph.

Although there is no one formula to solving all concurrency-related problems, a critical

design that appears in multiple successful concurrent data structure designs is relaxing the re-

quirement of the data structure and being able to tolerate faults and correct them. The challenge

is how to detect a fault to correct it. In this dissertation, we detected these faults and performed

corrections in different ways. We used a node’s high-key and side-link to detect and correct a

B-Tree traversal. To improve deletion performance in a B-Tree, we allowed reading nodes from

the incoherent L1 cache then forced a coherent read through the memory system. Although

finding and correcting an operation depends on the specifics of the problem, the idea of tol-

erating faults and correcting them should be explored and considered in all massively parallel

systems. This idea is similar to optimistic concurrency control but on a very fine granularity.

6.2 Future Research Directions
6.2.1 Near-Future Research Directions

We only scratched the surface of designing concurrent GPU data structures. We, alongside other

researchers, built tools such as memory allocators and reclaimers that will aid us in building

interesting data structures. We want to explore wait-free data structures, and we believe that

these data structures can be efficiently implemented and designed with GPUs in mind. As we

showed, CPU solutions do not scale to the GPU level of parallelism; therefore, it is essential to

think about the high-level properties and guarantees that a data structure offers when building

and designing a GPU solution.

Binary trees. A binary search tree can be easily ported to the GPU using current GPU li-

braries; however, one-to-one porting will perform poorly as the traditional CPU design of a

binary tree suffers from branch and memory divergence. An efficient GPU leaf-oriented binary

search tree design would use immutable cache-line-sized leaf nodes while using intermediate

nodes with the binary branching factor. This design is optimizing for accessing the leaf nodes—
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where most of the tree data is stored. To further optimize the tree traversal, this design can use

two different memory address spaces when allocating intermediate and leaf tree nodes (e.g.,

using two different allocators). By ensuring that intermediate nodes are always cached at the

L2 level using CUDA’s new memory access properties, one can coalesce intermediate node ac-

cesses through the L2 cache. Our insights throughout this dissertation inspire this binary search

tree design.

Beyond 32-bit keys and values. Generally, we would like the node size to match the cache

line, which means that the number of available key-value pairs per node will decrease for pairs

with larger sizes (e.g., cache-line-sized nodes will only contain eight entries when the key-

value pair size is 16 bytes). We note that reducing the number of elements per node reduces

the branching factor of the tree structure and increases the tree height. Reducing the branching

factor will increase the contention levels, especially at nodes closer to the tree’s root.

Immutable data structures. An immutable (persistent) data structure is a different type of

data structure that we would like to investigate on the GPU. These data structures are successful

in functional programming languages and are friendly towards parallel computing. However,

we believe that to have persistent data structures targeting the GPU, we must relax the re-

quirements of a fully-persistent data structure and provide partial immutability (e.g., in a tree

structure, only a subtree is immutable).

Memory management. We want to investigate massively-parallel memory allocators and

safe memory reclaimers. We believe that composing memory allocators of simple ones is a

direction worth pursuing. Improving cache locality and reducing the costly TLB misses on the

GPU is the motivation behind this research direction.

Graph data structures. We believe that dynamically switching the adjacency list representa-

tion from one representation to another is an exciting research direction. For instance, when the

vertex adjacency list size is small, we can represent the adjacency list using a sorted fixed-size

array. As long as the adjacency size is small enough to fit within a cache line, maintaining the

sorted order will not be expensive. When the adjacency list size exceeds what we can store in a

cache line, we switch the representation to a more sophisticated data structure like a B-Tree or

a hash table. Suppose we switch the adjacency list representation to a B-Tree with a branching
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factor of 15 (i.e., cache-line sized node). In that case, splitting the fixed-size array neighbors

and adding the tree root will allow us to store up to 225 neighbor vertices in the leaf nodes.

In our dynamic graph data structure representation, we assumed that a graph would have

a fixed-size capacity of vertices. Our assumption allowed us to store pointers to vertices’ ad-

jacency lists in a fixed-size array. Extending the fixed-size array is not expensive as it does

not require a deep copy of the entire graph adjacency lists. However, we believe that there are

better ways to provide even more control over the number of vertices and maintain vertices with

indices that do not form a sequence. One approach would be to add another level of indirection

using a hash table. The hash table will store key-value pairs that map to vertices indices and

adjacency lists pointers.

Future CUDA. We look forward to new GPU hardware generations and CUDA compiler and

programming model improvements to aid in designing efficient abstractions of data structures.

One of the challenges when designing efficient abstractions for a C++ object (e.g., data structure

class) is providing the user with a single C++ heterogeneous object with APIs that can be used

on the device or the host. Unfortunately, the CUDA programming model and compiler do

not offer features that easily facilitate the construction and destruction of such heterogeneous

objects. To address these challenges, we propose the two following features:

• Device-side object constructors. In many cases, we would like to reconstruct a C++

object from a parent object constructed on the CPU. For instance, device-side memory

allocators typically allocate a large memory pool when first constructed from the host

side. The allocators then manage the memory pool on a per-block (or per-thread) basis.

In the current programming model, we would have to implement two classes (one for the

host and another for the device), adding redundant, unnecessary code and not providing a

heterogeneous view of the CPU-GPU system. Listing 6.1 shows an example of the pro-

posed feature that would allow programmers to design heterogeneous objects effectively.

• Shared memory allocation. The CUDA programming model prevents programmers

from allocating shared memory outside global functions (i.e., GPU kernel entry point).

The lifetime of a shared memory is currently only managed by a thread block, therefore
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preventing a class instance or device functions from encapsulating shared memory ob-

jects. The typical workaround to this issue is to ask object callers to preallocate shared

memory that the object will use and pass the allocated memory pointer to the object’s

constructor. The shared memory allocation constraint prevents programmers from real-

izing the benefits of encapsulation and exposes implementation details to the object user.

Listing 6.1 shows an example where an object provides a proper encapsulation of both

register and shared memory variables.

1 struct foo{
2 __host__
3 foo() {
4 /* host-side constructor */
5 }
6 __device_constructor__
7 foo(const foo& parent) {
8 /* device-parameter copy constructor*/
9 /* Access the parent foo and setup variables and

10 state in shared memory and registers */
11 }
12 __shared__ int x; // per-block shared variable
13 int y; // per-thread variable register
14 };
15
16 __global__
17 void kernel(foo f){
18 // implicitly call foo device-wide copy constructor
19 }
20
21 int main(){
22 foo f;
23 kernel<<<1,1>>>(f);
24 }

Listing 6.1: Heterogeneous CPU-GPU C++ object.

6.2.2 Distant-Future Research Directions

Our insights from building and designing efficient composable GPU data structures motivate

us to investigate heterogeneous data structures further. Given our composable data structure

design methodology, coupled with current and future systems that offer hardware-based unified

memory (i.e., shared between CPU and GPU), we believe the time is ripe to explore and develop

truly heterogenous data structures. CPUs alongside GPUs and other coprocessors cooperating

on solving the same problem without rigid barriers between them opens the door to exciting

directions for heterogeneous systems.
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