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ABSTRACT OF THE THESIS

Immersed Boundary Projection Method for Internal Flows

by

Yvonne Thoy

Master of Science in Aerospace Engineering

University of California, Los Angeles, 2021

Professor Jeffrey D. Eldredge, Chair

An extended work on the immersed boundary projection method derived by Taira and Colo-

nius [TK08] and modified by Eldredge [Eld21]. Derivations in this paper closely follow the

steps taken in the paper by Eldredge, and the method is applied to internal flows simulations

with different boundary conditions: velocity and traction. Masking functions are incorpo-

rated into the governing incompressible Navier-Stokes equation by introducing the Heaviside

function to allow for the prescription of boundary values at either side of the immersed inter-

face. The discrete system of equations was reformulated into saddle-point form and solved

using LU decomposition. Lastly, a prescribed traction term was isolated from the Lagrange

multiplier term in the vorticity form of Navier-Stokes so that its value can be assigned for

problems with traction (pressure) type boundary conditions. The lid-driven cavity problem

and Poiseuille flow were simulated to show application using velocity and pressure conditions

respectively. It is shown that the computed results agree well with other studies and exact

solutions.
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CHAPTER 1

Introduction

The immersed boundary (IB) method generally refers to the computational method that

solves partial differential equations with grids that do not conform to body surfaces or

boundaries. Instead, the immersed surfaces are treated as momentum forcing to satisfy

boundary conditions or constraints by utilizing a set of Lagrangian points [MI05, CS02].

This allows flow with moving or deforming complex bodies to be solved effectively since the

numerical solution no longer relies on the expensive body-fitted mesh generation. Due to

the advantages of easy grid generation and potentially memory/CPU saving [KDH01], the

immersed boundary method has become one of the popular methods to solve problems in

different flow regimes or physics (e.g. hypersonic [DWZ10], heat transfer [KC04], turbulence

[KIH09], etc.). A more comprehensive historical background and development of immersed

boundary method can be found in an Annual Review of Fluid Mechanic by Mittal and

Iaccarina [MI05].

The original immersed boundary method by Peskin, which we will refer to as IBM, was

initially designed to solve hemodynamics problems in cardiac mechanics. The problem of

interest was simulated on a Cartesian grid and forcing at the elastic boundary was generated

based on Hooke’s law at the immersed surface represented by a collection of Lagrangian

points [Pes72, Pes77, PM89]. In this method, the continuous singular forcing integral along

the boundary is approximated using discrete Dirac Delta Function (DDF) that regularizes

the forces of the immersed points to the neighbouring grid points [Pes72]. This has since

been extended for application on rigid body flow simulation by using a large spring constant
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[BL92]. Other research groups like Goldstein et al. and Saiki and Biringen have also at-

tempted to solve rigid body flows through feedback control [GHS93, SB96]. However, these

methods were challenged with numerical instability that imposed a strict limit on the time

steps, usually in the order of 10−4 due to stiff equations that results from large gain (stiffness)

[GHS93].

Although Peskin’s IBM has worked well for flexible elastic structures, it is not easy to

directly impose boundary conditions or prescribe surface motions. The extended work by

Taira and Colonius allows for prescribed motion through the use of Lagrange multiplier that

enforces the no-slip condition on the surface which results in a saddle point matrix sys-

tem that is solved through block LU decomposition and iterated using conjugate gradient

method [TK08, TK07]. By treating pressure and boundary forces as Lagrange multipliers

to the divergence-free constraints and no-slip condition respectively, they were able to refor-

mulate the incompressible Navier-Stokes equations into block LU matrix form by following

Perot’s approach of fractional step method [BP93]. This extended method is known as the

Immersed Boundary Projection Method (IBPM). Following Taira and Colonius’ work, Liska

and Colonius have devised a computational efficient IB method for external flows using Lat-

tice Green’s Function (LGF) and coupled viscous integration factor with Half Explicit Runge

Kutta (IF-HERK) on an unbounded staggered Cartesian grid to solve the discrete momen-

tum ordinary differential equation (ODE) [LC16, LC17]. Detailed formulation of the original

IBM and IBPM can be found in the book written by Kajishima and Taira on Computational

Fluid Dynamics Incompressible Turbulent Flows [KT17].

So far, it is clear that the primary advantage of IBM is due to the fact that this method

only requires minimal geometric information about the structures which greatly simplifies

the grid generations process. Since the structure interfaces are represented with immersed

points, information about the body’s orientation is not needed, and this allows for the use of

non-conformal grid structures. Only the locations of the immersed points are required, and

the spacing between each sample point has to be approximately equal to the Cartesian grid
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spacing of the computational domain in order to prevent penetration of streamlines [TK07].

Aside from application on external or internal flow simulation, the easy implementation and

reduction in the computational cost of IBM also serve as attractive features to simulate

moving bodies [MI05]. However, as noted in the paper by Eldredge, this simple construction

can result in two consequences: the same motion constraint is applied on both sides of the

interface and the forces on the interface is the negative sum of the traction forces applied by

the fluid [Eld21]. The general construction of IBM or IBPM does not physically differentiate

the body interior and exterior region. Instead, the set of immersed points that represents

the location of the interface acts as a division between the intentional (flow) and superfluous

(usually the body interior) regions. This in particular is not suitable for rigid body rotation or

think deformable bodies because the constraint force which is obtained as part of the solution

is a mix of traction forces applied by the fluid on both sides of the interface [Eld21]. With

the IBM and IBPM, these constraint forces cannot be easily separated for the intentional

superfluous region. For deforming bodies, the local traction for the interior elastic region

cannot easily be obtained. Similarly, the interior superfluous motion is also found to be

inconsistent with rigid body rotation for transient flow over the rigidly rotating body [Eld21].

This issue has since been addressed by different means. To remove the unintended flow

solution, Lacis et al. [LTB16] integrated the superfluous region by subtracting the interior

dynamic; Wang and Eldredge [WE15] removed the treatment of non-rigid motion and Mittal

et al. [MDB08] explicitly prescribed zero motion for the body interior.

In order to establish a general framework for isolating the one-sided force and to avoid

nontrivial implementation of surface interpolations as in the methods mentioned above,

Eldredge [Eld21] introduced the Heaviside function which is a natural companion to the Dirac

delta function into the IBPM to define a discrete masked field. Applying finite difference

operators onto this field for prototypical PDE (for example, the Poisson, convection-diffusion,

and Navier-Stokes equation) leads to immersed layers term that contains the description of

surface jumps. This in turn makes setting boundary conditions on each side of the interface
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an easy process and also prevented the formation of superfluous flow inside the body. The

specification of the interior region from exterior flow will serve as a base reference for this

paper. In this paper, we will adopt this method to simulate internal flows and introduce

modifications to prescribe traction-type boundary conditions.

The derivations and discretization of the governing equations are shown in Chapter 2.

Starting with a general overview of the method in section 2.1, necessary elaborations grid

elements, operators and the underlying masking functions are described prior to their usage

in the discretization process in section 2.3. The identities shown in the section 2.1.3 are

especially important as they are pertinent to the discussion on immersed single and double

layers that resulted from masked field discretization. In which, allows the direct prescription

of boundary values at both sides of the interface (f±b for scalar value and u±b for vectors).

Those identities are then incorporated into the governing equations in section 2.2 to introduce

the masked version of incompressible Navier-Stokes and continuity. Lastly, a brief section on

LU decomposition is included as a solution to the saddle-point problem. Since this paper also

intends to include traction (pressure) type boundary conditions, the extended derivations

are built directly from the discretized vorticity form of Navier-Stokes. The extended version

will work similar to the original IBPM, except with a different boundary condition.

Chapter 3 will show the results for internal flow simulations. Two different problems

will be used to verify our method. For internal flow with velocity boundary condition, we

simulated the lid driven cavity problem and compared its result with Ghia et al [GGS82].

In this method, the surface normal vector is assigned to every immersed point. Through

the comparison with Ghia’s result, we noticed the consequence of sharp corners due to

ambiguous direction. When immersed points are specified at corners, majority of the flow

remains similar to Ghia’s except the corner recirculation zone is absent. We address this by

avoiding assignment of immersed point at sharp corners. Note that this can work because

the spacing between two immersed points are required to be approximately equal to the

grid size (∆s = ∆x). As for traction (pressure) type boundary condition, we simulated
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Poiseuille flow and compared the numerical result with exact solution. Note that, this is not

a complete internal flow because it is modeled using two parallel plates in the IBPM domain.

It is, however, interesting to show that by forcing pressure on end of the channel, the IBPM

generated a flow that circulate around the plate.

The result sections will not cover extensive error analysis as it has already been established

in the reference paper by Eldredge [Eld21] that the method is first order accurate at the

boundary which is the same order of accuracy obtained in the original IBM and IBPM.

However, we can show that the numerical result obtained in both cases matches closely with

the result predicted using other method (coupled strongly implicit and multigrid methods

(CSI-MG) by Ghia [GGS82]) and the exact solution.
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CHAPTER 2

Method

2.1 Model

In this chapter, we will walk through the important identities required to discretize the

incompressible Navier-Stokes equation by providing a layout on the staggered grid set up

and also the definition of each operators. In this paper, the discretized system is built on

a staggered Cartersian grid with uniform spacing (i.e. ∆x = ∆y for 2-dimensional grid

and ∆x = ∆y = ∆z for 3-dimensional). In actual simulation, the grid domain will always

be finite. However, since this method will not require boundary conditions defined at grid

boundary, the operators can be treated as notionally infinite [Eld21]. Second order finite

difference scheme will be used to approximate the operators such as the discrete Heaviside

function and interpolation on the staggered grid points. Finally, once all the discrete opera-

tors are defined, it is then applied onto the vorticity form of the incompressible Navier-Stokes

equations to get the discrete expression. The final form of the system in combination with

its constraints and boundary conditions can be formulated into a saddle point matrix which

is solved using block LU decomposition in this paper. Lastly, for traction type boundary

condition, the surface traction term which initially includes the total computed traction is

dissected to include a prescribed source at the boundary.
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2.1.1 Staggered Grids and Operators

Uniform staggered Cartesian grids can be visualized as having a set of grids stacked on top of

another shifted grids. The advantage of using such grid is that it introduces certain operator

properties in the IBPM to solve the entire discretized governing equations efficiently. In

particular, the equality of the discrete divergence operator to the transpose of the negative

discrete gradient operator (D = −GT ) and the symmetry of the Laplace operator (L = LT ).

Moreover, discretizing the Pressure Poisson Equation (PPE) on staggered grid can help to

prevent checkerboard instability which happens when all flow variables are defined on the

same grid points. If regular Cartesian grid was used, the odd and even numbers of pressure

values can be decoupled and cause spatial oscillations [KT17].

Figure 2.1 shows the illustration for the staggered grids. Each square cell is bordered by

red lines with length ∆x = ∆y, and its cell elements are all colored circles. The green circles

are cell centers, denoted with c. Blue circles are cell edges, ε, and yellow circles are cell faces

f . The subscript x, y at the cell faces denotes the positive direction for vector quantities.

Yellow lines are located at half cell ∆x
2

and ∆y
2

. Based on Figure 2.1, the discrete divergence

D, gradient G, Laplace L and curl C operators are each approximated with second order

central difference scheme. The divergence and gradient operators are used to transform data

between cell centers and faces, while the curl operator transform data at cell edges to cell

faces.

D : f → c

G : c→ f

C : ε→ f

Aside from f, c, ε that represents the grid spaces, there also a tensor space d that is made

up of cell centers and edges.
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fx
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Figure 2.1: Staggered grid cells and the labeling of cell elements.

d =

 c εz

εz c

 (2.1)

where εz is a vector pointing towards a vertex in the z-direction in 3-dimensional visual-

ization of the grid cell.

2.1.2 Interpolation and Regularization operators

Since the IBM is a method that simulates flow over a fixed Eulerian grid and represents

immersed surfaces with Lagrangian grids which intends to separate the flow field solution

into intentional and superfluous regions, there has to be a way to communicate flow infor-

mation between these two grids. This is done through the interpolation and regularization

operators. The former is introduced to interpolate velocity field values from the Eulerian

grid (staggered grid) onto the Lagrangian grid (immersed points), while the latter is used to

pass the boundary force effect from the Lagrangian grid to the neighbouring Eulerian grid
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points.

Both interpolation I and regularization R operators can be derived by taking the convo-

lution of the variables with the delta function

u(ξ) =

∫
x

u(x)δ(x− ξ(s))dx

f(x) =

∫
s

F (s)δ(ξ(s)− x)ds

(2.2)

where x is an element of the Eulerian grid and s is an element of the Lagrangian grid. The

integral can then be discretized to show Iu(x) = u(ξ(s)) and f(x) = RF (ξ(s)). The equality

R = IT can be shown by absorbing the offset of the scaling ratio into unknown boundary

force [TK07]. The detailed derivation and elaboration on these two operators can be found

in various papers. Taira and colonius described the derivations of the operators [TK07], and

Eldredge cataloged the detailed distinction of the operators identities/characteristics when

applied on different grid spaces in the paper’s Appendix [Eld21].

2.1.3 Heaviside Function and Masking Function

As mentioned in previous chapter, the work in this paper is based on the extension made

my Eldredge [Eld21] on the IBPM. In the previous work, the Heaviside function serves an

important features that introduces the masking function which allow for boundary conditions

to be prescribed on both side of the immersed surface.

The Heaviside function H is defined as

H(y) =


1, if y > 0

1/2, if y = 0

0, if y < 0

(2.3)

which means H(−y) = 1−H(−y). Applying this function onto an indicator function χ
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that defines a space where the χ < 0 at the interior, χ > 0 at the exterior and χ = 0 on the

surface, it is clear that H(χ) or H(−χ) represents the mask function that has value of 1 on

side of the surface and 0 on the other. The masked field expression can be shown as

f̄ ≡ f+H(χ) + f−H(−χ) (2.4)

where f+ and f− are field quantity on either side of the interface. Taking the temporal

or spatial derivatives of Eq 2.4 will result in singular integral terms that describe jumps at

the interface. This allow the formulation of the governing partial differential equation to be

expressed in a single equation that contains jump terms. In discrete form, Eq 2.4 can be

expressed as f̄ ≡ f+H+
c +f−H−c where the superscript ± on H denotes the interior/exterior

region and the subscript c means value at cell centers. A full derivation of Heaviside function

identities and its relation to the Dirac Delta function in the paper by Eldredge [Eld21]. In

this section, we will focus on a few important identities.

To develop masking operators from the masked field equation (Eq 2.4) above, we note

that H ′(y) = δ(y). Taking the gradient of H(χ) results in

∇H(±χ(x)) = ±H ′(χ(x))∇χ = ±δ(χ(x))n(x) (2.5)

where n is the normal vector. For the interior region, discretizing Eq 2.5, we arrive with

GH−c = −Rfn (2.6)

Rf is the regularization operator that regularizes the surface normal vectors n onto the

cell faces. Note that Rfn = δ(χ)n. To solve for H−c , we can take the divergence of Eq 2.6

and invert the Laplacian operator through Lattice Green’s Function.
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DGH−c = LcH
−
c = −DRfn

H−c = −L−1
c DRfn

(2.7)

The exterior masking can then be obtained (H+
c = 1 −H−c ). It can also be shown that

H−c = −DL−1
f Rfn due to the commutative properties between divergence and Laplacian

operators for staggered grid. The additional negative sign roots from the negative of the

lattice Green’s function (∇2G(x) = −δ(x)). To get vector data from the masked field, the

cell center data can be interpolated to obtain data at the cell faces.

H±f = IfcH
±
c

(2.8)

where Ifc means interpolation from cell center to cell face. The superscript f on the

interpolation or regularization should not be confused with the masked scalar field value f

as the mask field variable are always marked with either +,− or a vinculum. Finally, we

will show the three important identities of the masked field: the gradient, divergence and

Laplacian of the masked field.

Gf̄ = Ḡf + Ifc (f+ − f−) ·Rfn

Ḡf ≡ (Gf+) ·H+
f + (Gf−) ·H−f

(2.9)

Dū = D̄u+ Icf ((u
+ − u−) ·Rfn)

D̄u ≡ (Du+) ·H+
c + (Du−) ·H−c

(2.10)

where ū is the masked vector data field. Icf is the interpolation from cell face to cell center

which differs from Ifc . Eq 2.9 and Eq 2.10 are both derived using a series of discrete product

rule. For interest in detailed derivations of the product rule, please refer to Appendix B of

[Eld21]. Lastly, combining the two identities, we get the Laplacian of the masked vector f̄ .
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Lcf̄ = L̄cf + Icf (G(f+ − f−) ·Rfn) +D(Ifc (f+ − f−) ·Rfn)

L̄cf ≡ (Lcf
+) ·H+

c + (Lcf
−) ·H−c

(2.11)

2.1.4 Lattice Green’s Function

Another useful identity that will be utilized throughout this paper comes from the lattice

Green’s Function, it is used to solve the general Poisson equation.

For the masked field defined in Eq 2.4, taking the divergence of the gradient of such field

results in a general Poisson equation shown below.

∇2f̄ = ∇̄f + (∇f+ −∇f−) · δ(χ)n +∇ · ((f+f−)δ(χ)n)

∇̄f = H(χ)∇2f+ +H(−χ)∇2f− = q̄
(2.12)

where each f± satisfy the a Poisson equation, and q̄ is an integrable function. Eq 2.12

is derived using the continuous form of the identities shown in Eq 2.9 and Eq 2.10. Note

that the discrete form can be seen in Eq 2.11. In fact, the second and third terms on the

right hand side represent the single and double layer potentials with strength defines by

the difference in f+ and f− that accounts for the effects of the jump at the interface. The

strength of the potential layer is usually a known value. The solution to this equation can

be found by using the properties of lattice Green’s function with g(x) being the solution to

Eq 2.13.

∇2g(x) = −δ(x) (2.13)

f̄(y) =

∫
R

g(x− y)q̄(x) dx−
∫
R

g(x− y)n · (∇f+ −∇f−)δ(χ) dx

−∇y ·
∫
R

g(x− y)(f+ − f−)δ(χ)n dx (2.14)
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The detailed derivation and properties of Eq 2.14 can be found in the Appendix of the

paper by Eldredge [Eld21].

It can be seen that the discrete equations are grid based definition, which means the

immersed points (interface) values cannot be easily prescribed since the immersed location

does not usually coincide with the Cartesian grid points. In order to conveniently set values

for f+ and f− at the interface, we utilize the interpolation and regularization functions to

devise equations that describe the strength of the immersive single and double layer [Eld21].

Let s and d be the strength of the single and double layer respectively.

Rcs = Icf ((u
+ − u−) ·Rfn)

Rf (d · n) = Ifc ((f+ − f−) ·Rfn)
(2.15)

At the boundary, u± = u±b and f± = f±b , where u± is a vector field and f± is a scalar

field. Hence,

s = (u+
b − u−b ) · n

d = f+
b − f

−
b

(2.16)

2.2 Governing Equations

In this paper, we intend to solve the incompressible Navier-Stokes equation for internal flows.

The familiar equation is given as

ρ
∂v

∂t
+ ρv · ∇v = ∇ · S

S ≡ −pI + µ(∇v +∇Tv)

∇ · v = 0

(2.17)

where I is the identity tensor. To clearly derive the masked version of Eq 2.17, we first

look at the treatment of the convective-diffusive equation with masked field operators. Let
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us rewrite the conventional convective-diffusive equation with the property of the indicator

function ∇χ = n for |∇χ| = 1 on the surface χ = 0.

∂ϕ̄

∂t
+ v̄ · ∇ϕ̄ = −∇ · Q̄ + q̄ + σδ(χ)

σ = (Q+ −Q−) · n + (ϕ+ − ϕ−)(v̄ − Ẋ) · n
(2.18)

where v is the fluid velocity, q is the volumetric forcing, Q is the flux vector, Ẋ is the

surface velocity and σ is the combination of the convective and diffusive flux. Q has a generic

expression of −k∇ϕ, and utilizing the properties Eq 2.4 by taking the gradient to get the

jump terms;

∇f̄ = H(χ)∇f+ +H(−χ)∇f− + (f+ − f−)δ(χ)n (2.19)

the masked flux vector Q̄ can be expressed as

Q̄ = −k∇ϕ+ k(ϕ+ − ϕ−)δ(χ)n (2.20)

Combining Eq 2.18 and Eq 2.20, the expression for masked convective-diffusion then

becomes

∂ϕ̄

∂t
+ v̄ · ∇ϕ̄ = k∇2ϕ+ q̄ + σδ(χ)−∇ · ((ϕ+ − ϕ−)δ(χ)n) (2.21)

Applying Eq 2.21 to the Navier-Stokes equation, we can get the masked version of Eq

2.17.

ρ(
∂v̄

∂t
+ v̄ · ∇v) = −∇p̄+ µ∇2v̄ − σδ(χ)−∇ · (Σδ(χ))

∇ · v̄ = (v̄+ − v̄−) · δ(χ)n

(2.22)

σ is a combination of surface force on both sides of the interface and jump in momentum

fluxes. Σ is the viscous surface tensor.

14



σ = (S+ − S−) · n− ρ(v+ − v−)(v̄ − Ẋ) · n

Σ = µ((v+ − v−)n + n(v+ − v−))
(2.23)

From the expression above, it is clear that by applying masking operators onto the

Navier-Stokes equation introduces source terms to enforce continuity. In both convective-

diffusive and Navier-Stokes equations, if ϕ+, ϕ− or v+,v− is known at the interface (i.e.

Dirichlet boundary conditions), σ becomes the Lagrange multiplier for the no-slip constraint

δT (χ)ϕ̄ = 1
2
(ϕ+

b + ϕ−b ). Subscript b denotes boundary, and ϕ is replaced by v for the

incompressible Navier-Stokes system.

For simulating internal flows, vb+ is set to 0 and v−b is set to vb. This will ensure

zero motion in the superfluous region at all times. The constraint has now reduces to

δT (χ)ϕ̄ = 1
2
(ϕb), and the surface traction can be found using Eq 2.23.

S− · n = σ − 1

2
ρvbvb · n (2.24)

Eq 2.24 can be easily solve since the 2nd term (momentum flux) is a known quantity and

σ is part of the overall solution.

As mentioned, we intend to use the vorticity form of the Navier-Stokes equation. We

start by taking the curl of Eq 2.22.

ρ(
∂ω̄t
∂t
−∇× (v̄ × ω̄t)) = µ∇2ω̄t −∇× (σδ(χ))−∇× (∇ · (Σδ(χ)))

ω̄t ≡ ∇× v̄ = ω̄ + δ(χ)n× (v+ − v−)

(2.25)

ω̄t is the augmented vorticity field that includes the masked vorticity field and the strength

of the vortex sheet. Similar with the previous equations, the jump terms is evident in the

vorticity field, and σ remains as the Lagrange multiplier to enforce the no-slip condition.

Helmholtz decomposition is used get velocity values from the vorticity solution because

an additional scalar potential field ϕ̄ is required as the curl of streamfunction ψ̄ no longer
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gives the complete velocity description due to the jump in normal velocities.

v̄ = ∇× ψ̄ +∇ϕ̄+ U∞ (2.26)

U∞ is the uniform velocity. ϕ̄ and ψ̄ can each be isolated from Eq 2.26 by taking the

divergence and curl to get Poisson equation. It should be noted that ϕ̄ and ψ̄ are required

to match at the interface to ensure non-singular velocity field, and they should also goes to

zero at infinity. The solution to these equation can be solve using the lattice green’s function

for poisson equation described in Eq 2.13 and Eq 2.14.

∇2ϕ̄ = ∇ · v̄ = (v+ − v−) · δ(χ)n

∇2ψ̄ = −ω̄t = −ω̄ + (v+ − v−)× δ(χ)n
(2.27)

The discretization and solution to Eqs 2.17 will be shown in the next section. Similar

process will be apply to the vorticity form to formulate the system of equations that is

implemented in the code. These equations will serve as a base reference for the lid driven

cavity flow results shown in Chapter 3. Finally, modification is made to Eq 2.17 in Chapter

2.1 section 2.4 to allow traction type boundary condition.

2.3 Discretization

In this section, the governing equations will be discretized using identities shown above.

Starting with the general Navier-Stokes equation, the semi-discrete form is

dv̄

dt
+N(v̄) = −Gp̄+ νLf v̄ −Rfτ −DdRdS

Dv̄ = (Rc)
T (d · n)

(Rf )
T v̄ = v̄b

(2.28)

where
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d = v+
b + v−b

v̄b =
1

2
(v+

b + v−b )

S = ν(d⊗ n + n⊗ d)

(2.29)

τ is the surface traction vector, S is the discrete viscous surface tensor from Eq 2.23, ⊗

is the tensor product, N(v̄) is the convective acceleration, and p̄ is the grid pressure which

is treated as a Lagrange multiplier similar to τ to enforce continuity. By defining a linear

diffusion operator Lνf ≡ d
dt
− νLf and reshuffle the right hand side terms of Eq 2.28, the

system of equations can be formulated into the matrix shown below.


Lνf −G −Rf

D 0 0

RT
f 0 0




v

p

τ

 =


−N(v̄ −DdRdS

(Rc)
T (d · n)

v̄b

 (2.30)

Eq 2.30 is in fact a saddle-point problem. There are various ways to approach such

problem, and we will solve it with block LU decomposition in the next section (2.5).

Applying similar treatment to the vorticity form of Navier-Stokes equation shown in Eq

2.25, we get the discrete system.

dω̄t
dt

+ CTRfτ = −CTN(v̄) + νLεω̄t − CTDdRdS

(Rf )
T v̄ = v̄b

(2.31)

where

ω̄t = CT v̄ = ω̄ +Rε(n× d) (2.32)

As derived above (Eq 2.26),from the result of the vorticity field, the discrete Helmholtz

decomposition can be used to extract velocity field data.
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v̄ = Cs̄+Gf̄ + U∞

Lεs̄ = −ω̄t

Lcf̄ = Rc(d · n)

(2.33)

By substituting Eq 2.33 into Eq 2.31, the system of equation for the voriticity expression

can then be written into saddle-point form using similar identity of the linear diffusion

operator Lνε ≡ d
dt
− νLε.

 Lνε CTRf

−RT
f CL

−1
ε 0

ω̄t
τ

 =

 −CTN(v̄)− CTDdRdS

v̄b −RT
fGL

−1
c Rc(d · n)−RT

f U∞

 (2.34)

2.4 Traction Boundary Modification

In this section, we will expand on the discrete vorticity form of Navier-Stokes equation.

Let’s revisit Eq 2.31. The original surface traction consist of the jumps in surface traction

force and momentum flux across the interface. In order to prescribe a traction boundary

condition, we will add an “additional” CTRτp term on the left hand side of the expression.

The expression is still the same except we have isolated the prescribed traction value from

the solution. The subscript p stands for prescribe. This is especially useful when pressure

type boundary condition is required as the pressure data is contained within the traction

solution together with viscous shear stress.

dω̄t
dt

+ CTRfτ + CTRτp = −CTN(v̄) + νLεω̄t − CTDdRdS (2.35)

Since CTRτp is a known value, the left hand side of the saddle-point system shown in Eq

2.34 will remains the same, and the“additional” term will be moved to the other side. In

the code implementation, the prescribed traction is treated as a vector line source.

18



 Lνε CTRf

−RT
f CL

−1
ε 0

ω̄t
τ

 =

−CTN(v̄)− CTDdRdS− CTRτp

v̄b −RT
fGL

−1
c Rc(d · n)−RT

f U∞

 (2.36)

As mentioned, the semi-discrete equation in the saddle-point system will be solved using

LU decomposition, which also allow us to follow the time integration method devised by Liska

and Colonius [LC16] that uses second order integration factor with half explicit Runge-Kutta

(IF-HERK) scheme.

2.5 Saddle Point Matrix Solver

After discretizing the governing equations, we arrive with a saddle-point system (also known

as the Karush-Kuhn-Tucker ”KKT” system). This familiar expression is often a consequence

of the discretization of partial differential equation with the enforcement of constraints for

fluid problems, generally exist to minimize the energy of the system [BGL05]. Due to the

vast application of saddle-point system, there have been extensive studies on methods to

solve the mathematical problem. In particular, Benzi, Golub and Liesen has provided a very

detailed review on numerical solutions for solving saddle-point problems [BGL05]. In this

paper, the system is solved with block LU decomposition, elaborated in 2.5.1.

2.5.1 Block LU Decomposition

This section is meant to show the solution to the general saddle-point problem so it can

be applied to any system derived in this paper, either Eq 2.30, Eq 2.34 or Eq 2.36. Note

that the derivations in this section closely follows the Appendix in the paper by Beckers and

Eldredge [BE21].

Let’s consider a general system with semi-definite matrix A (as in Lνε or Lνf mentioned

in previous sections) that can be factorised into lower and upper matrices.
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 A BT
1

BT
2 −C

x

y

 =

r1

r2

 (2.37)

 A BT
1

BT
2 −C

 =

A 0

B2 S

I A−1BT
1

0 I

 (2.38)

where I is the identity matrix, and S is the Schur Compliment (S ≡ −C − B2A
−1BT

1 ).

Using this properties, we can easily solve for x,y by introducing an intermediate steps. We

start by substituting Eq 2.38 in Eq 2.37.

A 0

B2 S

I A−1BT
1

0 I

x

y

 =

r1

r2

 (2.39)

It is clear that Eq 2.39 can be split into two equations using intermediate terms x∗ and

y∗.

I A−1BT
1

0 I

x

y

 =

x∗

y∗

 (2.40)

A 0

B2 S

x∗

y∗

 =

r1

r2

 (2.41)

Based on Eq 2.40 and Eq 2.41, a series of algorithm can be perform to get the inverse of

the original matrix and the solution x,y.

x = x∗ − A−1BT
1 y

y = y∗

x∗ = A−1r1

y∗ = S−1[r2 −B2x
∗]

(2.42)

Resulting in
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x

y

 =

A−1 + A−1BT
1 S
−1B2A

−1 −A−1BT
1 S
−1

−S−1B2A
−1 S−1

r1

r2

 (2.43)

If we treat x as the solution vector, and y as the constraint force, Eq 2.43 is the same

form as Eq 2.30, Eq 2.34 and Eq 2.36.
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CHAPTER 3

Result

In this chapter, we will show the numerical results for lid driven cavity in section 3.1 and

Poiseuille flow in section 3.2. For lid driven cavity, its computed result will be compared to

Ghia’s results that were generated using CSI-MG method. As for Poiseuille flow, the results

are compared to exact solution. All results shown in this chapter are obtained through a

Julia language code that can be found on GitHub JuliaIBPM page. Jupyter notebooks that

shows sample outline for both simulations are available under ViscousFlow.jl repository

[TE21].

3.1 Lid Driven Cavity

The lid driven cavity was simulated for Reynolds number RE of 100 and 400 in order to

compare with Ghia’s result. For both cases, the results were simulated using 208× 208 grid

cell with ∆x = ∆y = 0.005 for domain range y = x = [−0.505 : 0.505]. The square boundary

is created with length of 1 from -0.5 to 0.5 with immersed point spacing of ∆s = 1.5∆x. In

order to avoid instability, the domain grid has to be at least 1 ∆x larger than the intentional

region because the system has to recognise the zero motion setting in the superfluous region,

which is why the grid domain is set to -0.505 to 0.505. The time step ∆t = 0.00125 is

computed with the minimum between Courant–Friedrichs–Lewy (CFL) condition of 0.5 and

Fourier number of 0.5 to ensure stability. All walls were set to zero motion (v = 0) except

for the top walls which is moving at velocity of 1.
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The steady state solutions are shown in section 3.1.1. It can be seen from the streamlines

and vorticity flow field visualizations in Figure 3.1 and 3.2, the flow is totally contained

within boundary. No spurious flow were generated in the superfluous region. There are,

of course, some leakage near the boundary in the superfluous region. However, this is due

to the regularization operator that smear the effect of the constraint force. Moreover, the

smoothing of the Heaviside function is also a contributor to the boundary error. For this

reason, the increment of error due to relaxation of grid spacing for cell close to the immersed

interface is also the greatest.

Side by side comparisons with Ghia’s results show good agreement between both methods.

Since Ghia et al. have also made comparisons with other studies, we can confidently verify

our method using their numerical data. Even though Figure 3.3 and 3.6 shows streamlines

that are almost identical, a problem did arise during the generation of corner circulation

zone. Due to the ambiguity in the direction of normal vector at sharp corners, the counter

rotating vortices did not show until the immersed points at the corners are removed while

maintaining ∆s ≈ ∆x. In Figure 3.5 and 3.8, we can clearly see the matching velocities

value at geometric center except for one outlier data in v-velocity plot for RE 400. Since our

domain goes from -0.5 to 0.5, when comparing to Ghia’s data, we have to shift our domain

by 0.5. Although we show results for grids that are almost twice as densed as Ghia’s, the

result doesn’t deviate much when we use 130 × 130 grid cells. All visual comparisons are

shown in section 3.1.2.

3.1.1 Streamlines patterns and Vorticity contour for RE = 100 and RE = 400

Below are the flow visualization for both cases. It can be seen that from the figures shown,

as Reynolds number increases, the center of the vortex started to move towards the center

of the cavity which can be observed more easily from the streamline patterns. Note that the

vorticity contours are both plotted using Ghia’s value in Table III [GGS82].
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Figure 3.1: Streamline and vorticity contour for RE = 100 on [208 × 208] grid with ∆x =

0.005.

Figure 3.2: Streamline and vorticity contour for RE = 400 on [208 × 208] grid with ∆x =

0.005.
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3.1.2 Plot comparison with Ghia’s result

3.1.2.1 RE = 100

Figure 3.3: Streamlines computed for RE = 100 on [208 × 208] grid using IBPM compare

with Ghia’s result computed on [129× 129] using CSI-MG method.

Figure 3.4: Vorticity contours computed for RE = 100 on [208 × 208] grid using IBPM

compare with Ghia’s result computed on [129× 129] using CSI-MG method.
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Figure 3.5: u and v velocity data comparison along the geometric center for RE = 100.

26



3.1.2.2 RE = 400

Figure 3.6: Streamlines computed for RE = 400 on [208 × 208] grid using IBPM compare

with Ghia’s result computed on [129× 129] using CSI-MG method.

Figure 3.7: Vorticity contours computed for RE = 100 on [208 × 208] grid using IBPM

compare with Ghia’s result computed on [129× 129] using CSI-MG method.
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Figure 3.8: u and v velocity data comparison along the geometric center for RE = 400.
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3.2 Poiseuille flow with traction type boundary conditon

The Poiseuille flow simulation is used to test for the modification made on the IBPM that

prescribe traction (pressure) boundary condition instead of velocity. In this simulation, two

plates with length L = 30 are immersed into a domain of size [x = [−16, 16], y = [−5, 5]].

The gap between the plates were maintained at h = 2, and the results were simulated over

a [416x128] grid with 500 immersed point in total (250 on each plate). The computational

Reynolds number is set to REc = 50 with CFL = 0.5 and grid size of ∆x = ∆y = 0.08.

Resulting in ∆t = 0.04. The immersed point spacing is the same as the lid driven cavity

case ∆s = 1.5∆x. At the inlet and outlet, traction is treated as a vectored line source. Two

sets of points are first arranged in a straight line at the two boundaries, and then a traction

strength is prescribed onto the defined location. This is known as the “line source strength”.

We prescribe -1 at the inlet as the pressure is in the opposite direction of unit normal,

and 0 at the outlet. From Poiseuille flow analysis, a linear pressure gradient along channel

is expected. The computed steady state velocity is compared with theoretical solution in

Figure 3.9. Note that the velocity profile is sampled at x = 0 which is far downstream of

the predicted entrance length of Len = 0.1. The magnitude of the entrance length might

seem insignificant, but it can actually influence the shape of the profile. The profile shape

matches the exact profile more nicely when velocity value were sampled further from the

entrance length. Figure 3.9 is a plot of the velocities normalized by its maximum. Meaning,

they should peak at 1, and the plot is only comparing the profile shapes. The theoretical

U/Umax is given in Eq 3.2.

U(y) =
1

2

h

µ

dp

dx
(
y

h
− (

y

h
)2) (3.1)

U(y)

Umax
= 4(

y

h
− (

y

h
)2) (3.2)
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Figure 3.9: Comparison of velocity profiles normalized by its maximum value at the center

line for RE = 50.

To compare the magnitude of velocity profiles, we normalize the profile with the average

velocity Uavg instead of the maximum. The theoretical equation for U/Uavg is given in Eq

3.3. The results shown in Figure 3.10 shows the discrepancies between both profile at center

line. The max error Uexact − Unumerical which peak at y = 0 is -0.0374. On a scale that

max at 1.5, 0.0374 is not significant, and the error is likely due to slope of the numerical

dp/dx which is not 1/30. Instead, the computed dp/dx is approximately 0.65/30 based on

the pressure profile shown in Figure 3.11. Nonetheless, the overall magnitude of the velocity

profiles still agrees well with each other.

U(y)

Umax
= 6(

y

h
− (

y

h
)2) (3.3)
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Figure 3.10: Comparison of velocity profiles normalized by its average value at the center

line for RE = 50.

Figure 3.11: Pressure gradient along the channel, linear fitted to get slope value of 0.0235.
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Although the numerical result matches with theoretical solution, Figure 3.12 and 3.13

clearly shows that the simulation is not totally internal. There are flow circulating back

from the outlet into the inlet in superfluous region. If we limit our focus to region inside

the channel, this is indeed a true Poiseuille flow. However, when we observe the entire

computational domain, this is actually a circulating flow around the plates. Although it is

not shown in this paper, one can apply similar treatment can be done to the traction term as

we did to the velocity field by introducing τ±b to suppress spurious flow outside the channel.

Figure 3.12: Vorticity contour of Poiseuille flow prescribed with traction boundary condition

for RE = 50.
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Figure 3.13: Streamline pattern of Poiseuille flow prescribed with traction boundary condi-

tion for RE = 50.
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CHAPTER 4

Conclusion

In this paper, we have extended the work of Eldredge [Eld21] on IBPM to simulate internal

flows by utilizing the masking function to ensure zero motion on the superfluous region. We

were also able to modify the discrete governing equations to include traction type boundary

conditions. The method starts by introducing a set of important identities derived from

Heaviside function and incorporate them into the the continuous incompressible Navier-

Stokes equation to include jump terms at the interface. The system of equations is then

semi-discretized and reorganized into a saddle-point problem to be solved using block LU

decomposition. IF-HERK scheme were used to iterate the solution through time. As men-

tioned, we intend to use the vorticity form of Navier-Stokes equation (as implement in the

ViscousFlow package), so the same process is repeated for the curl of Navier-Stokes equa-

tion. From the vorticity field, velocity data were extracted using Helmholtz decomposition.

This method was used to simulate the lid driven cavity flow, and the computed results were

compared with the results by Ghia et al. [GGS82] for Reynolds number of 100 and 400.

The comparison shows good agreement. No spurious flow were generated in the superfluous

(external) region. A little smearing effect were observed at the boundary, and it is possibly

due to the approximation by the regularization operator and the smoothing effect of the

Heaviside function which limits the boudary error to first order accurate even though the

operators were discretized using second order central differencing. For Poiseuille flow simula-

tion, the discrete vorticity-Navier-Stokes equation were expanded to introduce the prescribe

traction term. The comparison with theoretical solution generally shows good agreement

with minor error caused by the inexact pressure gradient. It is also worth mentioning that
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the streamline visualization shows that the flow field is not limited to the internal region

within the channel. It is in fact a flow circulation around the plates. This is due to the

prescribed traction is the total forcing from both sides of the interface. However, this can be

solved following similar steps as we did for the velocity by allowing the prescription of τ±b .

In this paper, we have explored the enforcement of different Dirichlet boundary conditions

for internal flows which can certainly be expanded to accept other conditions like Neumann

boundary condition or even time varying forcing. The hope of establish such framework is

that it would serve as a convenient tool to solve fluid problems or potentially problems in

other discipline like acoustic for example. It would be interesting to see more applications

of this method on flow in complex geometries with moving parts (i.e. impeller, deforming

body, etc).
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