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The Lifetime of the Tau Lepton
Dante Eric Amidei

ABSTRACT

We have installed a high resolution vertex detector in the Mark 11
at PEP, and used this detector in a precision measurement of the life-
time of the tau lepton. The result is

T¢ = (2.80%.2420.25)x10°'3 seconds
where the first error is statistical, and the second is systematic.
This result implies that the tau couples td the charged weak current

with an amplitude within 7% of the universal Fermi coupling strength.

aWH\%
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1. INTRODUCTION
1.1 The tau lepton

In 1975, the Mark I collaboration at SPEAR discovered anomalous
events containing only an electron, a muon, and "missing energy™ in the
final state resulting from electron positron annihilation [1].° The
most straightforward interpretation of these events was the pair pro-
duction of a neu weakly decaying lepton, the tau, with mass of approx-

imately 1.8 Gevs/c2.

Experimental confirmation of this hypothesis quickly followed. The
measured threshold behavior of the production cross section was found
to be consistent only with the creation of pairs of pointlike spin 172
particles [2,3]. Measurement of the Michel p parameter in the momentum
spectrum of decay electrons was found +to favor V-A currents [2]. The
measured branching fractions in both leptonic and hadronic channels
were quite consistent with theoretical expectations [4]. Finally, all
of the above, combined with limits on exotic decay modes and early lim-
its on the lifetime, firmly established the tau as a member of a con-
ventional Weinberg-Salam doublet, with its oun neutrino, and its oun
conserved lepton number [5,27]. The tau then takes its place as a mem-
ber of a new lepton generation in the Standard Model, a so called
"sequential lepton™, and will be assumed as such throughout this the-

sis.

With the identity of this new lepton thus established, it becomes a
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new testing ground for the weak interactions. It is particularly
appealing in this regard because ifs leptonic decay channels are free
of hadronic complications and, in principle, exactly calculable in the
Standard Model. The decay rate to electrons, for instance, can be com-
puted in total analogy to muon decay. The louest order diagram is

shoun in fig. 1.1a; the partial width, assuming a massless tau neutrino

is
PR PR PR
T'(19evqsv,e) = —m——uo (1.1
192¢3
My 15
=r(u*evuve)[ ] (1.2)

My

The second line assumes that the tau couples to the charged weak cur-
rent with the same strength as the muon. Higher order corrections are
calculable in the Standard Model, they are of order a, and therefore

effect the rate only at the 1% level (6].

The utility of this expression is that it is inversely proportional
to a very accessible experimental quantity: the tau }ifetime. The pro-
portionality factor 1is the tau branching fraction to electrons. In
principle, this branching fraction is calculable, but suffers some
uncertainty due to QCD enhancements in the hadronic decay channels.
Instead, We can use the experimentally measured branching fraction,

B(1%evsve) = (17.621.1)% [4], to find



a)

b)

Fig.

1.1 Tau decay
a) louwest order uweak decay into electrons
b) in the laboratory
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B{rrevqyve)

Ty =
I'(1toevsve)

=(2.8220.18)x10° 13 sec €1.3)

This value assumes eqn. 1.2, and uses the Particle Data group value for

the tau mass, 1.784%0.003 Gevs/cZ. Note that the only major uncertainty

in this result is the 6% error associated with the branching fraction.

The ingredients in this rather precise prediction are the fundamen-

tal assumptions of the Standard Model:
Myr=0
no mixing among lepton generations
e-i-7 universality

I now briefly discuss the way in which a measurement

of the tau life-

time tests these assumptions.

A massive tau neutrino increases the lifetime by restricting the

amount of available phase gpace. The dependence on Mvy is given, to

louest order, by [7]

Tr
The quadratic dependence on
ure at small values of Mvg.
new limit on Myvy by looking
trum in 7 » 4mvy [81].
A tau neutrino mass at the

the lifetime.

At the 95% confidence level,

Mvy ¢

+> 7, (1+8(MVg /M) 2) (1.4
Mvs7Mrs limits the sensitivity of this meas-
A recent Mark Il measurement has derived a
at the endpoint of the four pion mass spec-
they conclude

164 Mev/sc?

7% correction to

upper limit would give a
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I1f the neutrino is massive, a Cabbibo-like mixing can occur betueen
the neutrinos of the various generations. Since the neutrinos of the
knouwn generations are all light compared to the tau, the total decay
rate gives no information regarding mixings with the knoun leptons. In
fact, the measured branching rates into exotic final states indicates
that if such mixing does exist, it is extremely small [9]. Instead,
]et us assume that vy mixes with a massive neutrino, Ng, belonging to a

fourth lepton generation:

cosBre+sinBNg 81nBvy-cosBNg
I T

1f No is more massive that the tau, the total lifetime will be sup-
pressed by a factor of cos?8. In an admittedly model dependent way,

the measurement of the tau lifetime can thus probe the existence of neu

generations.

I1f We restrict ourselves to three generations and a reasonably mass-
less vy, the real issue addressed by the lifetime measurement is e-p-r
universality. Simply stated, this is the requirement that each genera-
tion of leptons couple with the same strength to the weak bosons. In

the Weinberg-Salam model, universality is exact, and follows directly

from the requirement that all generations couple to the same gauge
bosons [10]. An alternative model has been constructed in which a sep-

arate family of gauge bosons and Higgs scalars is postulated for each

‘generation [11]. In this model, universality is an approximate condi-

tion arising from the relationship between the vacuum expectation val-

ves of the scalars; deviation from universality is expected to be
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greatest for the heaviest generation.

More generally, the puzzle of universality seems to echo the more
fundamental issue of wuwhy multiple generations should exist at all.
Many authors have suggested that the explanation of the redundancy lies
in some sort of substructure for the known fermions. In several of
these models, the weak interaction 1is seen as a kind of low energy
residual of the fundamental.force which binds the constituents within
the fermions [12]. In this case, the universality of the weak interac-
tions is analogous to the old universal coupling of the vector mesons
to the "unitary spin current™ [28]. A measured deviation from univer-
sality would be an iﬁportant experimental input to this speculative

school of thought.

The most stringent experimental evidence for the e-p universality
comes from a recent high precision measurement of the ratio of pion
branching fractions into electrons and muons [13]. Combined with small
theoretical uncertainties arising from strong interaction effects and
higher order electromagnetic corrections, this measurement implies that
the coupling (g,) of the mﬁoﬁ and electron to the charged weak bosons
are identical to within a‘factor of 0.8%. Nothing approaching this
kind of precision exists for the tau, although early measurements of
the tau lifetime [14], as uell as direct measurements of its vector and
axial vector couplings [15], are consistent with universality, wuithin
rather large errors. One of the goals of this thesis 1is to make the

most precise statement possible with respect to the issue of e-p-71 uni-
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versality.

1.2 Measurement of the tau lifetime in electron-positron gpnihilation

In addition to the ease of its theoretical description, the tau

possesses several attractive experimental features.

The fact that it is copiously pair-produced in electron positron
annihilation affords a working environment in which its decays can be
studied in isolation. The work to be described here was performed with
the Mark Il detector at PEP, a colliding elegtron-positron facility
which has operated over the past three years at ; center of mass energy

of 29 Gev.

The number of charged secondaries from tau decay seldom exceeds
three [16]. This louw multiplicity reduces the complications of track-
ing with an electronic detector, and, at PEP energies, helps distin-

guish tau’s from the higher multiplicity hadronic production.

In electron positron annihilation, the tau and its antiparticle are
produced monochromatically at the beam energy. Measurement of the
lifetime then follows from a measurement of the mean path length:

<) = yBers (1.5
To measure the path length, the most straightforuard scheme is to use
the tau’s 3 prong decay mode to form a decay vertex, and measure the
distance from this decay vertex to the beam spot. This technique is
summarized in fig. 1.1b. It requires the existence of the multiprong

mode, a stable measurable beam position, and good tracking resolution
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near the origin.The 3 prong mode is a mafter of public record [16,17]
and I will demonstrate in chapter 3 that beam positions are manageable.
But note that formulae 1.3 and 1.5, in conjunction with a beam energy
of 14.5 Gev, predict a mean path length of 680 . This is a regime
which has traditionally been addressed by bubble chambers, or nuclear
emulsion, neither of which is yet practical at colliding beam facili-
ties. This makes the issue of tracking resolution at the origin a non-
trivial experimental challenge, the details of which are.described in

the following chapter.
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2. EXPERIMENTAL APPARATUS

2.1 Ihe Mark 11

The Mark II detector combines charged particle tracking with liquid
argon calorimetry and muon identification to provide a general purpose
reconstruction of the final states produced in electron-positron anni-

hilation.

The main detector components are summarized in cross section in Fig.
2.1. Although the tau lifetime analysis is almost exclusively depen-
dent on charged tracking alone, I summarize here the main features of
the detector for completeness. I begin at the interaction point (IP)

and move radially outuard.

Closest to the interaction point is the secondary vertex detector.
The vertex detector is a high resolution drift chamber designed to give
the greatest possible precision in tracking and vertexing close to the
origin. As this detector is indispensable to thié thesis, it will be

described in some detail in the next section.

Surrounding the vertex detector is the larger main drift chamber
(pc) [18]. This chamber contains 16 equally spaced concentric layers of
drift cells, covering radii betueen 41 and 145 cm. In six of these
layers, the sense Wires are axial; in the remainder, the sense wires
are canted at *3° to provide stereo information. All layers are
enclosed in a common gas volume, which is filled with a 50/50 mixture

of argon ethane at ambient pressure. The resolution per layer is
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approximately 200u. As the entire chamber is encased in a large sole-
noid, track curvature allows the measurement of momentum. The rms res-

olution in the plane perpendicular to the beam is

% =02« (onp)

where the first contribution is <from multiple coulomb scattering, and

the second is from the inherent position resolution of the chamber.

Lying next to the outer shell of the drift chamber, at a distance of
1.51 m from the IP, are 48 longitudinal strips of Pilot F §cintillator.
These strips are read out by photomultipliers at each end, and measure
particle flight times with an accuracy of about 400 psec. During the
tenure of the Mark Il at SPEAR, this system provided particle identifi-
cation; 1in the high energy regime at PEP, houever, it is relegated

mainly to providing trigger information and rejecting cosmic rays.

A1l of the components described thus far are enclosed in a solenoi-
dal coil of radius 1.6 m. The coil consists of two uwater cooled alumi-
num conductors, and comprises about 1.4 radiation 1lengths. For the
majority of the data used in this thesis, only one conductor was pou-
ered, providing an axial magnetic field of 2.3 kG. The flux return is
via tuo steel doors which close over the ends of the coil and are con-
nected by steel slabs which run over the top and bottom of the detec-
tor. The entire field volume was mapped out before installation with a
Hall probe; NMR probes mounted near the beam pipe at each end provide a

reference for carrying this initial map foruard to the present. MWithin
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the tracking volume, the field is uniform to within half a percent.

Eight liquid argon sampling calorimeter modules are mounted octago-
nally outside of the coil [19,20]. Each module contains 37 layers of 2
mm lead planes alternated with 3 mm 1liquid argon gaps. The lead
doubles as Both shower and readout medium. The lead planés are subdi-
vided into narrouw (¢ 4 cm) strips; orientation of the‘planes in three
different directions creates a cross hatching of strips which provides
shouer localizafion. Yo minimize electronics cost, the 37 layers are
ganged to provide six samples in depth. The entire system is 14 radia-
tion lengths deep, and covers about 65% of the solid angle. The energy
resolution of the system is 15%/JE; the spatial resolution is such that

a Bhaba electron is localized to within 7mm of its entry point.

Sutside of the shouer counters is a system for detecting penetrating
muons; Four muon "ualls" surround the detector azimuthally, covering
about 45% of the solid angle. Each uwall is a four layer sanduwich of
proportional tubes and iron. The 1iron in the top and bottom ualls

doubles as the flux return for the magnet.

In addition to the "radial™ coverage just outlined, a limited effort
has been made to instrument the ends of the detector. Lead propor-
tional wire chamber modules mounted on the steel end doors provide
electron and photon identification in the polar angular region from 15°
to 40°, Unfortunately the energy resolution of this system is a rather
marginalVSOX(JE. and, like the time of flight system, its usefulness is

restricted mainly to providing trigger information. Finally, in the
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"small angle™ region between 21 and 82 mrad in polar angle, lies a com-
bination of drift chambers, 1lead scintillator shower counters, and
acceptance defining scintillators. This system is designed to identify
high energy electrons resulting from two photon procesées and low q?
Bhaba scattering. The small angle Bhaba rate also provides an online

measure of luminosity [21].

The coordination of these sundry systems into a functional wunit
occurs through a hardeware trigger. The high beam crossing\ rate at
storage rings (400 kHz at PEP) necessitates a tuo-tiered system. A
fast primary trigger checks for simple multiplicity and thrgshold
requirements at each beam crossing. The charged primary trigger, for
instance, requires hits in at least 9 drift chamber layers spread
betueen the inner and outer radii. Other primary triggers recognize
summed neutral energy 1in the calorimeters, or collinear bhaba candi-

dates in the small angle system.

If the primary requirements are met, further data collection is
halted, and processing moves to the next tier. This secondary trigger
consists of 24 microprocessors which work in parallel to identify
charged track candidates ih the drift chambers and time of flight sys-
tem. Requirements on these candidates then comprise the secondary
trigger logic. The charged secondary, for instance, requires 2 hard-
ware tracks'uith a minimum radius of curvature of 1.7 m (p;2 130 Mevsc)
within the central 75% of the solid angle. 1f the secondary require-

ments are met, the detector electronics are read out by computer and
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transferred to magnetic tape. Typical secondary trigger rates at PEP

uere.l to 2 Hz.

S em—— e} 2D, =D

2.2.1 Introduction

A tau of canonical lifetime nill travel less than 1 mm before decay-
ing. The precision of a mean path tength measurement thus depends
critically on obtaining reliable tracking information from as close to
the origin as possible. To this end, the "original®™ Mark 1l was aug-
mented, 1in the summer of 1981. with a high precision tracking chamber
located between the beam pipe and the main drift chamber. This inner
detector was optimized for the reconstruction of secondary vertices,
hence the appellation vertex detector 6r vertex chamber (VC). In addi-
tion to enabling the study of the tau discussed here, the VQ has had
great success in the measurement of heavy quark lifetimes [22,23]. The
extra tracking information near the origin has found obvious utility in .
the primary and secondary triggers, as well as improving the overall

momentum resolution of the entire detector.

The vertex detector is shoun in side vieuw in fig 2.2. It is a cyl-
indrical drift chamber, 1.2 m long, and 0.70 m in diameter. All wires
are strung axially betuween two 5 cm aluminum endplates. The outer
shell is also aluminum, 0.18 cm in thickness, and completely supports
the wire tension 1load on the endplates. The inner shell is the beam

pipe itself. 1In order to motivate a discussion of the detailed



PAGE 15

— =

Mark Il .
Drift Ay Calibration
Chamber Beryllium Vacuum Chamber Electronics
¢ !
| - {— =
| T — A Y |
7 : - /. :+ e -—f———— @ +—: - - T "
! |
] ! = N = ']
T | Emitter — “~—4 Inner Layers Bellows | YU
Follower 3 Outer Layers
Electronics g
/ : N,
< _ N
- !
2-82 {: 4269A6
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features of this detector, 1 digress briefly to a simple parameteriza-

tion of the requirements of "precision™.

Consider the accuracy with which a single track can be extrapoiated
to the origin, and let the rms miss distance be Oniss- One kind of
contribution to.omiss arises purely from the interpolation of a fit to
data points with finite errors. Here, the data points are drift time
measurements, and their errors are usually referred to as the "resolu-
tion per layer"™, o.. The scale of o, is set by mechanical and electri-
cal tolerances, as wuell as the inherent limits imposed by ionization
statistics and diffusion. For a straight line fit to N layers at radii
rij» with constant resolution o, at each layer, the extrapolated error

at the origin can be shoun to be

St

NE - (ZvY (2.1

g—ex = O-r

Another kind of contribution to o4,iss arises from the angular uncer-
tainty Borne of multiple coulomb scattering. The main offender here is
the material between the origin and the first drift time measurement;
it was in order to minimize the amount of this material that the beam
pipe was chosen to double as the inner gas seal. For a pipe of radius
rp» t radiation lengths in thickness, the multiple coulomb contribution

to the miss distance can be uritten as

olg
Tincs & Oues ¥y, 2 }’FE o (2.2)
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The mean error at the origin is then expected to be something 1like

(A

2 2
G-Miss = ey Uoncs .(l. 2)

The design and construction of the vertex chamber was carried out with

‘the minimization of omnjss as its goal.

2.2.2 Beam pipe

The design of the beam pipe is almost entirely constrained by the

requirement of minimal omcs 8nd the realities of a colliding ete-

machine [24].

To start, eqn 2.2 indicates that rp should be as small as possible.
To set the louwer limit, note that the interaction region at PEP is
bathed in an envelope of synchrotron radiation produced at the final
focusing quadropole. This radiation is an unhealthy background for
wire chambers; it produces excessive ionization, leading to high cham-
ber currents uﬁich can compromise performance. It follous that this
envelope mustvbe completely contained within the beam pipe; to accommo-
date it safely, we put

rp,=7.8 cm.

Eqn. 2.2 now indicates that the thickness in radiation lengths
should also be minimized. We clearly want a low Z material, and beryl-
lium, with Z2=4, is an obvious choice. The actual mechanical thickness
now follous from the pressure differential across the piﬁe. and the

safety requirement that it withstand four times this amount. The VC
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uas designed to operate at tuo atmospheres and the interior of the PEP
beam pipe is at vacuum. For cylindrical Be, the ASME boiler code then

sets the pipe thickness at 1.42 mm.

The design which then emerges is a beryllium tube, 1.4 m long, 15.6
cm in diameter, and 1.42 mm thick. tEach end is brazed to an aluminum
stainless steel transition piece, which in turn is welded to a stain-
less steel bellous. The bellous are attached to the PEP beam pipes;

they serve to reduce stresses from misalignment and thermal expansion.

In order to isolate the chamber ground from the PEP ring, the out-
side of the pipe is covered uith a 50 4 myltar sheet, and this sheet is
covered nwith a layer of 25 1 aluminum foil. The foil is electrically

connected to the aluminum endplates, completing the chamber shield.

One further embellishment is motivated by the presence of thick lead
masks at * 3 m froﬁ the interaction point. Calculation shoued that
some synchrotron radiation could backscatter from these masks and enter
the chamber at small angles. To protect against this possibility, the
inside of the beam pipe was lined with a 50 p titanium foil, attached
to the beryllium with a seam weld at each end. Although quite thin at
normal incidence, this lining suffices to absorb the backscattered pho-
tons at grazing incidence, while florescing with a spectrum th;t can be

absorbed by the berylilium.

The complete beam pipe amounts to 0.6% of a radiation length at nor-

mal incidence.

«
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2.2.3 Mire positioning

To minimize the extrapolation error, we want to place sense wires as
close as possible to the beam pipe. Yo maximize the accuracy of the
track angle measurement, we also nwant to place sense Wires as close as
possible to the outer shell. These choices minimize the numerator and
maximize the denominator of eqn 2.1. Obviously, we would like to have
as many layers as possible in betueen, but this desire is tempered by
the finite amount of space available on the endplates for the associ-
ated instrumentation. our compromise solution is to place four layers
close to the pipe, three layers close to the outer can, and use the

intervening space on the endplates for cabling and electronics.

A uwell understood spacetime relation is a necessity for good resolu-
tion; the VC wire array is designed to keep this relation simple. This
will be discussed in detail somewhat Tlater. The array is formed from
tuo kinds of layers arranged in an alternating concentric sequence: one
kind, called a ‘field layer’ contains only cathode wires, while the
other, a ’‘sensesfield’ layer, alternates sense and cathode wires. The
pattern is completely specified by two constants: the distance between
layers, which is set to 0.422 c¢m, and the arclength between wires in a
layer, which is set to 0.530 cm The result for the four layer inner
band is shoun in fig. 2.3a. Thg pattern conspires to produce roughly
rectangular drift cells. Sense wires are thus electrically isolated
from their neighbots, and cross talk is minimized. The outer band of

three layers is similar. The inner and outer bands contain 270 and 555
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sense Wires respectively;. The radii of the seven sense layers are

given in fig. 2.3b.

The sense wires are at ground, and the cathode wires run at a common
negative high voltage. Fig. 2.3a shows an extra field layer at both
edges. These "guard layers™ are used to compensate for edge effects;
an appropriate (someuhat lomwer) choice of high voltage balances the
gains on the sense layers, while simultaneously ﬁinimizing electro-

static deflections at the borders.

Wires are positioned individually with nylon feeathroughs. as showun.
in fig. 2.4a. The aluminum endplates were precision machined with a
tapered hole for each wire. The feedthroughs were injection molded
Wwith a corresponding taper, and a 225 p positioning hole concentric to
the taper. The vagaries of the injection molding process actually
caused the hole position to wander off center up to 100 p. ~ We used a
high power microscope to sort the feedthroughs according to hole posi-
tion, and used the most accurate ones for the sense wires. The accu-
racy of sense wire location affects the chamber performance through o,
of eqn 2.1. We believe the above technique positions our sense uires

with an rms error of approximately 15 .

The sense wires are 20 u gold plated tungsten and were strung at a
tension of 50 g. The maximum wire sag is calculated to be 25u at the
center of the chamber; corrections for sag are included in the tracking
program. Cathode uwires in the outer band are 150 pu gold plated copper-

beryllium. To further minimize the effects of multiple coulomb
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scattering, 150 u gold plated aluminum mas used for cathode wires in

the inner band. All cathode wires were strung at a tension of 200 g.

2.2.4 Electronics

The last ingredient in the quest for high resolution (small o,.) is
good electronics. The VC scheme is shoun in fig. 2.6. One end of the
chamber carries the readout, and the other end carries high voltage and

calibration input.

For readout, the chamber pulse is coupled to 6m of 502! coaxial cable
through a fast emitter-follower. The emitter-followers serve only to
match impedances, and aré mounted directly on the aluminum endplate, as
vshoun in'fig. 2.2. The coaxfal cables run to a shielded preamp box
containing 825 channels of Lecroy Research Systems model 7791 16 chan-
nel amplifiersdiscriminators. The rise time of these amplifiers is §
ns. The discrimin;tors drive 17 m of tuisted pair uwhich ferries the
signal to the Mark II electronics house. Each channel is supplied with
a time to amplitude converter (TAC) which measures the time betueen
chamber pulse and a common stop. The TACs are read out by a dedicated
microprocessor (BADC) wmhich corrects for channel to channel timing off-
sets and gains. If the secondary trigger information is satisfied, the
information is transferred via CAMAC to a VAX 11/780 computer which
writes the data to tape. The accuracy of the TAC/BADC combination is

250 psec throughout the entire system.

The electronics 1is calibrated by providing a common start time to
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the entire array from the other end of the chamber; the arrival times
of these signals at the{TACs then provides a measure of the channel to
channel offsets already mentioned. ‘The start pulse is fanned to all
channels simultaneously within about 350 psec. To avoid channel to
channel coupling, we actually carry out two sequential calibrations in
such a manner that adjacent channels are calibrated separately. During
data taking, this calibration procedure is impliemented once every eight

hour shift.

2.2.5 Operation

The vertex detector runs with a 50/50 mixture of argon ethane. In
order to stabilize the gain, the gas pressure is held constant at

15.50%.05 psia.

Fig. 2.7 shous the efficiency as a function of high voltage for the
inner four layers uith our standard discriminator setting of 400 pv.
The fact that all four layers are the sam;, within errors, indicates
that the guard wire scheme has succeeded in balancing gains. The cham-
ber is fully efficient above 2.050 KV; the plateau does not go exactly
to 1.0 because of tracking errors. High gain increases resolution by
minimizing the effects of slewing in the preamps; our standard running
point is therefore someuhat above the knee, at 2.25 KV. As will be
discussed in the ne#t chapter, the resolution which results is approxi-

mately 100p per layer.

With all major chamber parameters now in hand, it is interesting
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“to return to eqns 2.1-2.3 and ask what kindAof precision we expect from
this detector. Using o, as above, layer radii as per fig. 2.4, and
lbeam pipe parameters as per section 2.2.2, we find

(Omiss)Z=(85)2 + (95/p)2 p2
For a 14.5 Gev/c bhaba, this predicts 0uigs*85 @, . an impressive expec-
tation. The degree to which this is fultilled will arise as a kind of

recurring motif in the rest of this work.
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3. EVENT RECONSTRUCTION
3.1 Introduction

Before the appearance of useful physics results, the 1list of wire
numbers and drift times returned by the tracking chambers must be
manipulated into a reconstruction of track orbits. Relevant details to
this process include the tracking algorithm, the treatment of multiple
scattering errors,the geometrical relation betueen the VC and the main
drift chamber, and the VC space-time relation and resolution. As accu-
rate tracking is crucial to the tau lifetime analysis, I shall briefly
discuss each of these items. Follouwing 'this. 1 shall also include
descriptions of some other pertinent offline items: the determination

of beam positions, and some checks on VC performance.

3.2 Tracking

Track reconstitution begins with a pattern recognition algorithm
which associates drift points to a single track and resolves left right
ambiguities. A %2 minimization technique is then used to fit a helical
orbit to the chosen points [18]. The five helix parameters used in
this algorithm are the ézimuth (#), the tangent of the dip angle
(tand), the curvature (1/pcosA), the distance of closest approach to
the origin in the equatorial plane (¢), and the distance of closest
approach along the beam line (n). In the version of the algorithm that
treats the VC and DC as a combined system, an additional parameter

allous for a kink due to multiple coulomb scattering at the interface



PAGE 28

between the tuwo chambers.

Let the track parameters be represented by a,. The distance of
closest approach of a fitted track to the ith Wwire is some function of
these ay’s, dif;{(au). Let ditjme be the distance of closest approach
to this wire as measured by the drift time and the space-time relation.
For a resolution o;, the xZ of the track fit can be muritten as

(digielopl-ditime)?

L] Ciz (3.1)

where n is the total number of hits associated with the track. Mini-
mization yields the optimal track parameters and their associated error

matrix.

The magnitude of the tracking errors is increased by multiple cou-
lomb scattering. The calculation of this effect Bas two parts. One
considers the contribution of gas and wires in the region between the
innermost layer of the VC and the outermost layer of the DC. The other
calculates explicitly the contribution of the beam pipe and the
material between the VC and DC. (The exact treatment of the latter
effect obviously depends on whether or not a kink has been fitted at
the boundary.) In both cases, the detector materials are parameterized
in terms of effective radiation lengths, and average corrections are

made additively to the elements of the track error matrix.

A global track fit which treats the VC and DC as one large system is

sensitive to the possibility of small geometric misalignments betueen
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the two chambers. A tracking program called ADDTC was developed to
allou for this contingency [29]. The program first fits the track in
the DC alone, yielding aude and %Z4ec. A refit with the inclusion of
the vC information then treats xZ4. as the implicit summary of the DC
information:

(di¢i¢lapd-ditime)?

+ x24c
ve o;2 (3.2)

%2y =

The change in %24 due to small changes in the a’s resulting from the
refit can be uritten as
X24e’ = %%Zg + I I (ab-aky) Apy (aV-aVy) (3.3)
TRV

where xZp and ap are quantities from the initial DC fit, and Ayy is the

inverse of the error matrix associated with the agd4c’s.

The advantage of expressing the xZ in this way is that it allous
arbitrary modifications to the weight of selected parts of the ©dC
information. We are counting on the VC to supply high quality informa-
tion about the azimuth and x-y location of the track; we worry about
contaminating this information with geometrical aberrations in the DC,
or in the relation between VC and DC coordinate systems. This uncer-

tainty is easily handled in the above formalism by adding extra contri-

butions (6#)2 and (6§£)2 to the appropriate matrix elements in eqn 3.3.

Note that the effect of taking Sfland 6¢ very large is equivalent to

decoupling the chambers; in this case, the DC supplies the curvature
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and 2 information, and the VC supplies the angular and positional
information. Although this uweighting is least sensitive to the rele-
vant geometrical quirks, it has the &isadvantage of excluding the VC
information from the curvature measurement. The "optimal™ choice of
the uncertainties, found from a study of track xZ, is

§¢=200p
§¢=0.3 mr

All track fitting used in the tau analysis utilized this technique.

Incorporation of the vertex detector into the track fitting schema
requires a knowledge of the space-time relation (STR) for the chamber,
as well as of the geometric relationship between the VC and DC. Both
seté of constants were found by an iterative x? technique; our proce-
dure was to use a crude estimate of the STR to find the geometry, then
use the neuw geometric constants to find a better estimate of the STR,
and so on. In practice, this process converged quite rapidly, consis-
tent with the expected lack of correlation between these two quanti-
ties. All constant finding used isclated high momentum tracks to

reduce complications from tracking errors.

For finding the geometric constants, we treéted.the vC and DC as
rigid bodies with attached coordinate systems related by displacements
in x and y, and small Euclidean rotations around x, y, and z. After
deriving the dependence of the tracking residuals on these parameters,

a x2 like the one of eqn. 3.1 was used to get the best estimate. Fur-
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ther details of this calculation are outlined in Appendix A.

Thé statistical error on the diéplacements uaé typicaliv 5 to 10 u;
The constants uwere recalculated after every access or earthquake and
stored in a run dependent data base. They are used to transftform the VvC
wire positions into the DC coordinate system at the commencement of

analysis on each event.

The elucidation of the space-time relation was facilitated by sev-
eral features of the VC wire array. The fact that the drift cell is
closed on all sides means that the electric fields therein are mostly-
radial. This minimizes the dependence of the STR on track angle. In
fact, the proximity of the chamber to the IP means that most tracks
depart only slightly from radiality, anyuay. This presents another
advantage. Although the shape of the drift cell varies from rectangu-
lar to hexagonal as the pattern sweeps through phi, the radiality of
the tracks implies that the first jonization cluster tends tﬁ come from

someuhere betueen the sense wire and the adjacent field wire in that

laver. The STR then depends mainly on just the sensé/field wire spac-
ing. Since this spacing is constant throughout the array; We can use
one space-time relation for the entire chamber. Finally, the small

drift distance keeps the STR very close to linear.

With all of the above in mind, our parameterization of the STR is a
simple cubic in the drift time:
D=apg+ay T+azT2+a3T3

The track x2 depends on the a;’s purely through the dije term.
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Using an eétimate of o; in the V¥C, minimization gives a new estimate of
the a;’s; the tracks are refit with these constants and the process is

repeated until convergence.

The resultant STR is shown in fig. 3.1. It is nicely linear over
most of the drift length. The statistical error on the constant term
is typically about 10p. Long term variation in the constants was basi-
cally confined to ag, w&hich responds to drift in the overall timing of
the detector electronics. Attempts to discern extra non-linear correc-
tion factors in the regions near and far from the sense wire yielded no

significant improvement in resolution.

3.4 Vertex detector resolution

The VC resolution per layer is the ultimate measure of our success
at high precision chamber bu{lding. In addition.f the VC resolution
will be a major component of the calculated path length error in the
lifetime analysis. As the measured lifetime is rather sensitive to
assumed magnitude of this error, the correctness of the assumed chamber

resolution merits rather careful attention.

A preliminary measure of thg resolution follous from the distribu-
tion of tracking residuals in the chamber. As seen in fig. 3.2, this
distribution is nicely gaussian; its width {s 83 . This figure is
actuallyvbetter than the resolution, since each residual is, ‘itself.

included in the fit.
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A more sophisticated estimate follows from an analysis of the con-
tribution of the VC to the track x2Z. In the 1imit of gaussian errors,
the %2 distribution is exactly calculable, and is a comprehensive meas-
"ure of all assumptions involved in the fit. We can therefore measure
the resolution as that value which gives the best fit to the expected

%2 distribution.

Since the track is actually fit through both the VC and DC, there is
some question about what the %2 in the VC alone really means. With the
ADDTC algorithm described above, we can imagine that the VC information
is basically being used to find the two quantities ¢ and ¢. If we
limit the sample to tracks uwhich have hits in all seven VC layers, we
can think of the VC %2 as that expected for 7-2=5 degrees of freedom.
Fitting the distribution of residuals from 7 hit tracks to the shape
expected for a xZ with 5 degrees of freedom yieldg a mean resolution
per layer of 9510 u. The concomitant %2 distribution, shoun in fig.

3.3, indicates a good fit.

3.5 Beam positions

As per the discussion of sec. 1.2, the position of the luminous
region is a necessary ingredient in the determination of the tau path
tength. We have determined the beam position by tuwo independent tech-
niques and verified that they cross check. The nearness of the VC lay-

ers to the IP naturally enhances the effectiveness of both methods.

One technique looks for the average intersection point of bhabas
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taken from blocks of 10 to 20 runms. Tracks in a narrow swath around
$=n/2 will determine the x coordinate of the beam (xp), and tracks in a
narrouw suwath around #=0 will determine the y coordinate (yp). COPFQC"
tions are applied for the finite angula? extent of the swath. To
ephance statistics, the total azimuth is actually divided into several
sets of such orthogonal swaths, and (xp,yp) is found in the coordinate
system defined by each set. All values are then rotated back into the
DC coordinate system and averaged. The statistical error on xp and yp
for each block of runs is about 15 p. The systematic offset is esti-
mated to be less than 20 . 1 shall refer to beam positions found in

this uay by their Mark 11 softuare name: XYZIR.

The large number of runs required to achieve a decent statistic
leaves the XYZIR technique vulnerable to the beam steering that some-
times occurs between storage ring fills. Larry Gladney therefore
developed a program called ORCALC which is capable of finding the beam
position on a run by run basis. This method uses all good tracks in a
run, and calculates the (xp,yp) which minimizes the distance of closest
approach (BCA) for the entire ensemble. In a typical 2 hour fill, the
average beam position is measured with an accuracy of 50 u horizontaily
and 20p vertically. Since the spread in DCA values is directly depen-
dent on the beam width, this method also yields the beam size. Figs.
3.4a and b shou the impact parameter divided by the expected errors for
tracks within 100 mr of the x and y axes. These distributions are best
fit by a unit gaussian when

Obx=480%10 n
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Sby=65%15 1

The data in these plots comes from runs confaining tau, charm or bottom
candidates. The lack_of tails in the plots indicates that the beam

position Nas stable during these runs.

Note that for both the XYZIR and ORCALC values, the beam location

error is significantly smaller than the actual beam size.

Isolated electrons from Bhaba scattering are unencumbered by the
problems of multiple coulomb scattering and tracking confusion; as

such, they provide a pouwerful probe of the reliability of VC tracking.

In one test, tracks are grouped 1in azimuth according to which uwire
in the inner VC layer was hit. The mean impact parameter to the XYZIR
origin for each group is plotted vs. wire number in fig. 3.5. Siﬁusoi—
dal variations in this plot would indicate a net displacement of the
detector or beam from the XYZIR origin. No such modulation is seen.
More imbortantly, other systematic variations would indicate deviations
from azimuthal symmetry arising from geometrical misalignments. Azimu-
thal symmetry is crucial to the lifetime analysis because it cancels,
to first order, many obvious sources of systematic error (thus, even if
our beam positions suffered a net displacement, lifetimes on one side
-would be too long, lifetimes on the other side would be too short, and
the effect would cancel). Large deviations of this kind are also

absent; uwe conclude that all azimuthal regions point back to the same



DCA (MICRONS)

PAGE 40

400

200

-200 t—
s

.400 L i} 'l 'l L 1 [ ] L l 'l i 1 1 l

WIRE (LAYER 1)

Fig. 3.5 Impact parameter to beam origin vs. azimuth
(azimuth measured by uire number in inner layer)



PAGE 41
spot Wwith an accuracy of 40p or less. (The gap near wire 20 corre-
sponds to a small region afflicted with a high voltage problem and not

included in this study.)

Anpther test looks at the separation distance between the two bhaba
tracks in the vicinity of the origin. The distribution of this quan-
tity is shown in fig. 3.6; it is a nicely centered gaussian With width
141 n. Since the tracks actually originate from the same point, the
uwidth should be 2 times the extrapolated tracking error discussed in
chapter 2; this figure then indicates that |

‘Tax = 100p
Recall that the considerations of chapter 2 predicted a value of 85 n
for this resolution. Part of the discrepancy lies in the fact that the
tracks used 1in this study do not necessarily have hits fn all seven
layers, degrading the accuracy of the extrapolatioh to some degree
(recall eqn 2.1). Beyond this, the message contained in this result is
that there are components to the tracking error which ue have not

anticipated. This issue will be studied in detail in chapter 5.
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4. MEASUREMENT OF THE MEAN TAU PATH LENGTH

Once the vertex detector is operational, installed in the Mark Il at
PEP, the data recorded, and the events analyzed and storéd on magnetic
tape, ue can consider the measurement of the tau lifetime.’ This meas-
urement is based on 134 pb-!' of data collected at PEP betueen September
1981 and June 1983. The measurement, as well as the discussion follou-
ing, is based on the general procedure outlined in sec. 1.2.

4.1 Event Selection.

Since the tau decay products aluways include at least one neutrino,.
it will not be possible to select them using the usual criterion for
particle identity, the invariant mass. Instead, I will argue quite gen-
erally that tau decays at PEP can be tagged via a characteristic topol-
- 0gy. I will then discuss additional fine tuning cuts, and some checks

that the sample is truly tau’s.

Recall that the l};;tiQE nill be measured by calculating the dis-
placement between the tau’s production poi;t and decay vertex. Event
selection then focuses on the 3 prong decay mode. As the téu is pro-
duced at the beam energy, we expect the 3 pions from this decay to be

collimated into a narrow cone.

Nouw consider the overall structure of a tau pair event containing at
least one such 3 prong decay. With the exception of the possible minis-
cule branching fraction into 5 prongs ( € 0.6% 3> [16]), the tau decays

exclusively into either 1 or 3 prongs. The tau pairs of interest are
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then limited to tuo-topologies: 1 prong opposite a collimated 3 prong
jet, or back-to-back 3 prong jets. I thus isolate a crude "tau-1ike"

sample by requiring either

4 charged tracks, wWith 1 track isolated from the other 3
by 120°

or
6 charged tracks falling into tuo 3 track clusters, with
each member of one cluster isolated from each member of

the other by 120°

In order to discriminate against garbage events produced by beam gas
scattering and other gross backgrounds, the overall vertex of each
event was required to lie close to the luminous region, with an allowed
miss distance of 2 cm in the xy plane, and 5 c¢cm along the beam line. In

addition, each event was required to have total charge zero.

Events passing these cuts uere retracked with ADDTC as per the pre-
scription discussed 1in chapter 3. The retracked tau candidates were
then subject to further cuts tailored to reject background specific to

these topologies:

i) low multiplicity hadrons

Including geometrical losses, the average charged multiplicity at
Ecw=29.0 Gev is {nch>=9, compared with the maximum of 6 charged tracks
alloued by the topology cuts. Hadron contamination should therefore be

quite small. 1 nevertheless protect against louw multiplicity hadrons
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by examining the mass of the tau-like system. I first calculate the
mass of the charged prongs alone. From the work of the Mark 1II at
SPEAR, the mass of this decay channel 1is knoun to be approximately
1.1020.3 Gev [17]. Alloning a little more leeway than the quoted

uidth, 1 therefore require
0.7 Gev £ m3ay £ 1.5 Gev

To protect against the possibility of chance charged mass combinations
in this region, 1 also calculate the mass of the tau-like system
including neutral energyf For this purpose, I include hits in the liq-
uid argon system registering more than 300 Mev, provided they are
within 60° of the 3m direction. The tau mass is 1.784 Gev. I allou

for the possibility of some mismeasurement, and require

Man+neutrals € 2.0 Gev

Note that failure of either jet in a 6 prong event results in the

exclusion of the entire event.

i1) tau production in 2 photon collisions

The diagram for this process is shoun in fig. 4.1, The cross sec-
tion at 29 Gev, integrated over the detector acceptance, is « 0.9 nb,
which is almost'as large as the pointlike cross section at this energy.
Untortunately, the cross section peaks at the tau bair threshold, lead-
ing to tau’s uwhich are at rest (or c)ose to it) in thé lab frame.

These have a smaller gamma factor, and thus a shorter mean path length,
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than tau’s produced at the beam energy, and therefore constitute a

background to the scheme of this measurement.

Removal of these 2y tau’s hinges on their slouness. I ook at the
total charged energy in the event, and the energy of each 37 system,
and require

total Ech 2 5.0 Gev

Eapy 2 3.0 Gev
Using the total energy to discriminate against 2 photon events is actu-
ally standard operating procedure in e*e~ physics. In fact, events

stored in the Mark Il data summaries are all required to have
total Ech 2 3.6 Gev
The cuts above merely amplify this requirement.

One further distinguishing feature of 2 photon events is the fact
that they tend to have a net component of momentum along the beam
direction. Some of these events are thus eliminated by the topology
cut, since it requires (rather loosely) that the tau decay products

appear to recoil against each other in the detector.

— e s = s

Bhaba events, and to a lesser degree dimuons, are sometimes accompa-
nied by bremsstrahlung in the final state. The photon direction is
usually quite close to that of the emitting lepton; if this photon con-

verts close to the beam line, the net effect is to produce a collimated
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3 prong jet in the tracking volume. 1f the lepton on the other side
does not radiate, the event Wwill mimic the 4 prong tau pair topology;
if both leptons radiate, and both photons convert, the event can mimic
the 6 prong topology. One way to eliminate this background is to note
that the charged fracks in such an event will carry the full center-of-
mass energy. A real tau pair, however, wWill contain two or three unde-
tected neutrinos, and show a corresponding missing charged energy. To

eliminate radiative events, I therefore require
total Ech £ 26.0 Gev.

An alternative technique is based on the kinematics of the radiative
3 prong system. The photon is massless, the radiating lepton is almost
massless, and the angle betueen them is small. The effective mass of
such a system uwill also be small. Three collimated pions, houeve}.
cannot have an effective mass less than 3my. Assuming that the photon
converts to an electron-positron pair, I calculate the mass of each 3
prong using the electron mass for all particles, and require that it be
someuhat less than 3mg:

m3e ¢ 0.3 Gevsc2.

A further cut against thi§ kind of background will be discussed in the

next section.

This completes the tau selection criteria. Since no one requirement
actually specifies any event as a tau, it is necessary to check that
the kinematic properties of the final data set are consistent with the

known properties of the tau. This is most easily done by comparison
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sith the Monte Carlo. In fig. 4.2a, 1 show the momentum spectrum of
the isolated single prongs in the. passing Q-prong events. The solid
curve is the result of the Monte Carlo. The agreement is quite good.
In fig. 4.2b, 11 compare the momentum spectrum of the passing 3 prongs
with Monte Carlo expectations; the agreement here is also impressive.
A "typical"™ four prong event, as seen in the full detector, is shouwn
in fig. 4.3a; a magnified vieu of the VC portion of the event is shoun
in fig. 4.3b. Confident of the validity of the tau sample, I now move

on to the discussion of event quality.

A precision measurement of this kind requires that tails are minimal
and that the "resolution function” is understood. To this end, I nou
impose a series of cuts which insure the fidelity of the tracking
information in the .final sample. The strategy here is to impose an
interiocking, unbiased requirements which eliminate gross tails, while
preserving statistics. From this point on, each 3 prong tau decay is

treated as an individual.

A simple starting place is to beuare of tracks wuith small momenta.
These tracks have a high probability ot scattering, producing kinked
trajectories, delta rays, and secondaries, all the bane of good track-
ing. Furthermore, a track scattered in the beam pipe is obviously use-
less for the purpose of extrapolating back to the r decay point. To
avoid these problems, I therefore fequire that all tracks in a passing

3 prong have
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ptr 2 0.400 Gev/c

Now consider actual tracking quality. Tracks are the result of a
least squares fi{ to the measured data points; a good track will
require a minimum number of points. To insure a good extrapolation to
the origin, as well as optimal use of the VC information, I require

that each of the three prongs have' at least 2 hits in the VC inner

band, and at Iéast 1 hit in the VC outer band. Since there is little
intervening material between the IP and the active VC elements, this
requirement also eliminates radiative bhabas and mu pairs in which the

photon converts at the VC/DC interface.

To insure a good curvature measurement, I require that each track
also have at least 6 hits in the main DC. This is a rather minimal
requirement, aimed at preserviﬁg statistics in anvera where the DC wuas
shouwing its age; it is not sufficient to insure good dip information.

This task will fall to the vertex x2, to be discussed shortly.

A good track also requires a good fit to the data points. The most
straightforuard measure of "goodness of fit" is the-track xZ. As dis-
cussed in chapter 3, the x2 per degree of freedom measures the rms of
the tracking residuals in units of the tracking errors:

(dfii'dneas)z

XZpgf = (N-5)-1 Z
i ;2

An error in tracking will usually lead to one or more large residuals,
and an anomalously large %2 4.. But this measure is dependable only if

one knous the o;’s to be correct; since the VC 0;’s uwere derived from
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mostly bhaba type events, there is no guarantee of their correctness in
the somewhat denser tracking environment of the tau’s. To check, I
plot in fig. 4.4a the distribution of x24,. for tracks in the tau sample
that carry the full complement of 7 hits in the vC. Recall, from chap-
ter 3, that this should be the x2 distribution for 5 degrees of free-
dom. The data appears wider than expected, suggesting that the.bhaba
derived VC 0;’s are a little small. The proof of this suggestion is
fig. 4.4b, which shous the same samplé refit with all VC o0;’s multi-

plied by 1.15. The agreement between data and theory is nou acceptable.

The implication of this exercise is that the VC resolution is some-
how degraded by a factor of 15% in the denser tau events. One cause of
this may simply be confusion between tracks during pattern recognition.
Alternatively, it may be that the simultaneous firing of many nearby
wires generates pickup uhich degrades the resolution on bany one chan-
nel. Whatever the. cause of the disease, it $eems that this average
kind of rescaling is an adequate treatment; for the remainder of this
work it should be assumed that all events have been refit with the VC

6;’s increased in this uway.

Let the chisquare per degree of freedom for the entire track be
denoted as xZ4¢,, and the chisquare per degree of freedom for the VC
information alone as X2y.. The distribution of these quantities in the
tau data is shoun in fig. 4.5. Each track in a passin§ 3 prong_is
required to have:

x2¢r € 4.0
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%Z,e € 5.0

These cuts are lenient, but do remove a number of gross delinquents.

One reason for keeping track %2 cuts rather loose is the fact that
one bad time can sometimes make the x2 large while actually having lit-
tle effect on the track paramefers. This tends to occur for tracks mith
a large number of hits. Alternatively, for tracks with a small number
of hits, a fortuitous combination of errors in the pattern recognition
can sometimes produce a track which is hopelessly wrong, but neverthe-
less has a good x2. These later kinds of errors can be flagged by
checking to see that the track points correctly back to the knoun beam
position. This procedure also spots tracks which have scattered in the

beam pipe.

For each track, I calculate the distance of closest approach (BCA),
in the xy plane, to the beam center. The finite tau lifetime, along
with the finite beam width, will give some contribution to the width of
this distribution. Using an average decay product opening angie’of 0.3
mr (see fig. 5.3a), and the canonical lifetime, it is easy to calculaté
that the average miss distance from the nonzero flight paﬁh is about
200 p. Combining this in quadrature with the maximum beam width of 500
i in the x direction, we get an order of magnitude estimate of the mean
DCA to be about 550 u. Checking the tau sample, in fig. 4.6, I find
this estimate nicely duplicated by the data, with only tuwo tracks in
the sample having a DCA greater than 2mm. 1 conclude that this pathol-

ogy has already been eliminated by the requirements on minimum number
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of hits and minimum momentum.

The foregoing battery of quality cuts yields 594 passing 3 prongs.
These candidates are nouw refit with the constraint that all 3 tracks
originate from a common vertex, the putative tau decay point. The ver-
tex constrained fit proceeds by a %2 minimization, and returns neu
track parameters, vertex locatjon. vertex error ellipsoid, and the ver-
tex %2, This latter quantity measures the dispersion of the traéks at
their point of closest approach, in units of the assumed tracking and
multiple coulomb scattering errors. Through the assumption that the
tracks do have a common origin, it is another strong check on trécking
quality. In fig. 4.7a, I display the distribution of xzvtx-in the tau
sample. For a 3 track vertex, there are 3 degrees of freedom; the
solid curve is the theoretical expectation for this case, normalized to
the number of events with x2y¢x ¢ 20. The disagreement is embarrassing.
The same combarisoﬁ,vmade with Monte Carlo data gives a very nice
fit,indicating that the problem does not originate with any kind of
error 1in the vertexing algorithm. We might consider rescaling the

tracking errors, but they have already been adjusted to bring the VC

track %% into line, as per above. The problem must therefore lie uith

the information used in track reconstruction.

The vertex is a point in 3-dimensional space. Information on the xy
coordinates of this point comes mainly from the VC, whereas the z coor-
dinate results solely from DC information. To disentangle these contri-

butions, I revertexed the sample uwith track z errors increased by sa
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factor of five, effectively removing the 2 iﬁformation from the fit.
This reduces the problem to that of finding a vertex in xy projection;
for three tracks, such é fit haé 1 df. The resulting X2,4x iS5 shouwn in
fig. 4.7b, along with the theoretically expected curve. The improvement
over fig. 4.7a is obvious. This implies that the xy part of the vertex-
ing is healthy, and that the problem must lie with the 2z information

from the DC.

In fig. 4.8, the problem is recast in a iy projection. Let yo be
the y coordinate of the vertex as determined by the procedure above. In
the absence of pgrfect 2 information, the three tracks will intersect
the line of constant yp in three different places. Assuming equal
errors, the best estimate of the z point of the decay is just the aver-
age z of the three intersection points. Then, the %2 of the z informa-
tion alone is given by:

(zi-2av)?

3
%23 =.Z
L

1 .2

The distribution of this quantity is shouwn in fig. 4.9, along with the
normalized theoretical expectation for 2 df. The poor agreement mimics
tig. 4.7a, imply{ng that faulty z information is the culprit. Requiring

a large number of hits in the DC cleans up the low end of this distri-

bution to some degree, but the long non-gaussian tail still remains.

As in the treatment of the track x2 difficulties, _I chose to avoid
an extensive exploration of the causes of this tail. Since the vertex

precision is so dependent on the VC anyway, it appears best to simply
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Fig. 4.8 A hypothetical 3 prong decay in zy projection
near the origin
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remove the 2 information as outlined above. _ All of the 3 pfongs Were
vertexed in this fashion. The extraneous noise is then excluded, and
%24y stands as a strong overall summary of the quality of the xy vertex
information from the VC. With this in mind, the cut on the vertex x2
is rather strict:

XZxy € 4.0

It is hard to draw conclusions about %%, because of the unknoun
drift chamber problem which leads to this rather rude distribution.
Fortunately, the calculation of the tau path length will be seen to be
rather insensitive to the qualitv of the 2z information. Nevertheless.
as a very large value for ng, could indicate a real tracking problem 1
exclude the far tail:

x2, € 20.0.

The remaining sample contains 507 3 prong decays.

"The analysis discussed so far provides, for each passing tau, a best
estimate of its decay point, and associated errors. Via the discussion
of chapter 3, a best estimate of the beam size and beam center are also
knokn. One easy estimate of the v path length is now given as the dis-
tance from beam center to decay point. But such an estimate is hardly
optimal, as it fails to account for the knoun vertex errors and.beam

spread.

To utilize this additional information, an additional constraint is
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required, namely fhe direction of the tau in the xy plane. 0ffhand,
the ?econstruction of this direction would seem to be ruled‘out by the
presence of the undetected neutrino in 7»(3mv. Recall, houwever, that
the tau decay to pions seems to occur through an intermediate; high
mass hadronic state, which I shall generically label Sg. The large»
mass of this state, about 1.1 Gevs/c2, implies that in the tau rest
frame, it is created almost at rest. 1In fact, it is easy to show that,
in this frame, the Sy momentum is given by:

MZy-Migy
Psr=
My
In the lab frame, Sy is then expected to closely follow the tau direc-

tion, with a maximum angular difference given by

Psy My
omtan [
Pbeam Mst
2 3,50
I1f the intermediate state decays only to three charged pions, the tau
direction is then given in good approximation by the direction of the
3n system. This assumption Will be used in the following. The error

inherent in this assumption, as well as that arising from undetected

neutral pions, will be addressed by Monte Carlo techniques in sec. 6.4.

I nou consider the problem of the optimal estimate of the tau decay
length. 1 shall use beam positions as given by XYZIR, and beam sizes
as given by the ORCALC calculation: |

Obx=4801 Oby=65n

Let the beam center be given by (xp,yp). The beam error matrix is the
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2x2 diagonal matrix whose nonzero elements are the inverse squares of
the beam size in- the x and y directions. Let the inverse of this

matrix be B;j;.

Let the xy position of the reconstructed decay vertex be (xv,yv).
Since the veftex error ellipse has a major axis wahich tends to lie
along the tau’s flight direction, the 2x2 matrix of vertex errors is

non-diagonal. Let the inverse of this matrix be V;j.

Finally, let the tau direction cosines in the xy plane, as approxi-
mated by the direction of the 3n system, be given by (t,,ty). The
entire situation is summarized in §ig.4.10, which shous a magnified
view of the region near the origin for the event already pictured in

fig. 4.3.

The best estimate of the tau flight path is a line segment satisfy-
ing three constraints:

i) one end must be optimally close to (xp,y¥b), in the sense of Bjj;

ii) one end must be optimally close to (xy,yy), in the sense of V;j

iii) the segment must have direction (t,,ty)

The optimization required by i) and ii) c¢an be expressed in a x2
formalism. Let the point satisfying i) be (x,y), and the point satis-

fying 1i) be (x’,y’). The relevant x% is then:
Xz=(X'Xb)szx*'(V"Vb)szy"'(X"xv)szx"'(V'-Vv)zV Yy +2(X'-Xv) (y"’yv)va

In order to incorporate the constraint iii), ke express (x’,y’) in
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Fig. 4.10 Calculation of the tau flight path



PAGE 67

terms of (x,y), the direction (ty,ty), and an unknoun bath length £:
x’=x+t R y’=y+tyh

. Substitution then yields a chi sduare -for the three'unknouns X,y, and

£. Minimization of this x2 gives the best estimate of:

the tau 'producfion point’

with respect to the beam center (Xp,yp)
the tau path length ‘ 2

In addition the matrix of sécond derivatives of the x2 is constructed
and inverted, furnishing the errors in each of the three quantities.
The path length error will be denoted as o1. Since the VC is lackfng 2
information, R and o) as calculated above are actually projections in
the xy plane; to get the true versions, we divide by the cosine of the
dip angle. This is the "ueak"_.dependence on 2 information alluded to

in sec. 4.2.

The distribution of o1 is shoun in fig. 4.11. This quantity varies
from eveﬁt to event because of two effects. One is momentum depen-
dence: slow 3 prongs have large opening angles and well defined ver-
tices, but large multiple goulomb scattering errors; fast 3 prongs have
small scattering errors, but are rather collimated #nd therefore have a
poorly defined vertex. The other is the rather large size of the beam
in the x direction. This leads to a larger uncertainty in the location

of the production point for horizontally directed tau’s. The average
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is = 1 mm (comparable to the size of the expected tau path length), but
there is a substantial tail extending out to large errors. We will use
only the ‘high precision’ part of the data, cutting at

o1 £ 1.4 mm.
The location of this cut 1is rather arbitrary; this issue Nill be

treated under the discussion of systematic errors.

The distribution of production points, shoun in fig. 4.12, is a kind
of time average of the beam profile. The enables a nice quality cut:
tau’s whose apparent origin is outsideA of the beam are either mis-
tracked or have bad beam positions. MWe require tﬁat both xp and yp lie

within two sigma of (xp,ypl.

The o1 and production point cuts leave 423 events in the final sam-
ple. The distribution of path lengths is shoun in fig. 4.13. This plot
is rather striking; it clearly shous an exponential with width about
imm folded with a gaussian error function whose width is also about 1
mm. Note that this analysis has avoided any kind of explicit cut on
large path lengths; the relative absence of tails is then a pleasing
vindication of the obsession uith event quality. The mean of this dis-
tribution is 627:65 p. Tau vixit! A more precise determination of the
mean path length is derived from maximum likelihood analysis, to which

1 nouw turn.

4.4 Maximum likelihood extraction of mean path length

The maximum likelihood technique can be applied in statistical
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problems where the functional form of the distribution is knoun. The
functional form is used to calculate the overall probability of making
some sequence of observations, and the best estimate of the parameter
of interest is the value that maximizes this probability. It can be
showun that this technique yields parameter estimates with the minimum
attainable variance [25]. This happy property follous from the fact
that the maximum likelihood estimator is gufficient : it exhausts the

experimental data of all information relevant to the desired parameter.

Consider a series of N tau flight path ﬁeasurements. Let the true
lifetime be £¢9, and let the probability of observing a path length £;
be given by P(L;,R¢). The total likelihood for a collection of N Ri’s
is

N
L =TT P(e,0.)

.
-
-

In order to prevent this product from growming unreasonably small, it is

customary to use the "log-likelihood":
NV
In & = 2 On [P(ﬁi,fa)]
-
The best estimate of Lo is the value at the extremum:

Y [ NI
& | S [P0)][ = 0

In a world with no measurement error, P(L;,Rp) would be the normal-

ized exponential decay distribution with mean AR,. In the real world,
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however, the path lengths are smeared by the %inite experimental
resolution: uwe observe a path length 2; and an error on that.path
length o}. It is therefore necessary to construct a P(R;,01,84) which

accounts for this.

one method would be to assume an average "resolution functidn" for
the entire data set. This might be a gaussian whose width uas equal to
the average o). P(R;,<01>,%9) could then be represented as the convo-

lution of the exponential of mean Ry with this gaussian.

The shortcoming of this approach is the use of a fixed 61; in the
data, o3 varies from event to event. To more carefully model the situ-
ation, we can consider the measured o}y of a given event as the mean
width of a geometry and momentum aependent gaussian resolution function
associated with that (type of) event. The probability of observing
such an event can then be represented as the convolution |

o0

[ ~t/lo  ~(t-£)7/27?
P2 0, 00.) = IRT e e d+

K4 . CWN

- o -ert (B 1)
) [N

A study of systematic effects utilizing a control data sample, to be

dfscusﬁed in the following chapter, will require‘the ability to measure

very short lifetimes ( R2o¢100p ). Unfortunately the expression above

is numericélly untenable in‘the 1imit Ro¢C(o]. (Recall that the average

01 is of order 1 mm.) In order to develop a suitable substitute, note
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that the sufficiency of the maximum 1ikelihood technique is equivalent
to saying that the parameter estimation follows from the gshape of the
experimental distribution. COnside} the shape of the gaussiansexponen-
tial convolution in the Ro<Ko]. The mean reméins at R, the width
remains at J(£°2+012), but the exponential tail becomes irrelevant com-
pared to ‘the gaussian width. The distributiqn therefore tends to a
gaussian of mean and width as given above. In the short lifetime

regime, ue therefore take the probability of an event with £;,03, and

-1

l ‘Z(UQ$7*laz)
P('Q'J'L’Iq_tt = e
) 'JZTT(TQ;Z+1-)")

Ro to be

The practical use of these formulae goes as follous. For eéch
event, ! calculate the P(£;,01,R8¢) for a sequence of tuenty £°'s.uhich
brackets the anticipated result. Tﬁe logarithm of P(Ri,01,80) is then
added to a running total kept separately for each fo. When all events
have been included, the table of ln(;f ) vs. QRo represents the func-
tional dependence ofgﬁon Le. The local maximum yields the best esti-
mate of R4; variation of 1/2 in corresponds to a one ¢ variation in
Ro t25];v A parabolic fit to the peak region, in conjunction with these

tacts, yields the mean path length and its error.

The reliability of this procedure has been checked against Monte
Carlo generated data. The Monte Carlo includes accurate representation
of VC and DC resolutions, multiple coulomb scattering in the beam pipe,

chamber uwires, and VC/DC interface, nuclear scattering and absorption
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in the beam pipe, pion and kaon decay, photon conversions, and even &
duplication of dead wire patterns in the tuo chambérs. Tuwo data sets
of 20K tau’s were generated, one with the canonical lifetime, and the
other with zero lifetime. Additional information available in thé MC
data allows the calculation of the true unsmeared flight path in each
event, " and thus the true average in eacﬁ sample. tach data set uas
subjected to the completé analysis procedure, culminatiﬁg in the appré-
priate maximum likelihood analysis. The path length distributions for
passing events are shoun in figs. 4.14a and 4.14b. The results of the

maximum likelihood fits were:

lifetime number used £1> from MC <1> from max like
0 sec 1478 0.0p 28+20 p
2.8E-13 sec 1591 6121 597222 u

In both cases, the measured lifetime agrees wmith expectations to within

the statistical error.

The midth of the zero lifetime distribution arises solely out of the
experimental errors; fig. 4.14a 1is therefore a Monte Carlo representa-
tion of the expected "resolution function™. We can check our‘under-
standing of the resolution by recasting this distribution in units of
the expected error. Fig. 4.15 is the distribution ofrﬁlcl; it is
nicely gaussian, with a width of 0.97!.02. This confirms that, in the

Monte Carlo anyway, the tracking vertexing, and path length calculating

does yield a gaussian error uhich is uwell represented by the calculated

01.
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The maximum likelihood procedure for finite lifetime is now applied
to the distribution of tau flight paths in fig. 4.13. The likelihood
function which results is shoun in fig. 4.16. A parabo{ic fit to the
peak gives

(R¢>=658248 n
This result is someuhat greater than the mean quoted in sec 4.3 and
significantly closer to the expected value éf 680 . But before it is
carved into stone, it is important to note one weak spot in tﬁé analy-
sis procedure: the maximum likelihoﬁd machinery examines the shape of
the experimental distribution, and draws a conclusion from this shape
in conjunction wWith the calculated o1’s. The calculation of these
quantities includes contributions from every source of error that could
be anticipated, and the Monte Carlo data has shoun that when we under-
stand the errors going in, we understand the error coming out. Never-
theless, it is possible, that there exist additional unanticipated con-
tributions to the error, and the bhaba miss distance study of sec. 3.6
certainly supports the conjecture. This possibility is addressed in

detail in the following chapter.
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5. SYSTEMATICS WITH THE HADRON CONTROL SAMPLE

5.1 Introduction

Although the mean path length analysis has been checked against the
Monte Carlo data sets, the Monte Carlo is, unfortunately, always part
of the controversy of whether art imitates life. In particular, as
emphasized in sec. 4.5, the Monte Carlo checks provide only limited
confidence in our understanding of the actual experimental resolutfon.
It is therefore necessary to check the performance of the analysis pro-

cedure against some control data sample.

It is clear that this control sample should, where possible, repro-
duce the essential qualities of the 3 prong tau events. To this end, 1
construct a sample of “‘pseudo-tau’ events by judicious selection of
triplets from multiprong hadronic events. In the limit'of 2ero life-
time charm and bottom quarks, this sample provides a knouwn lifetime

(0.0 sec) against which We can calibrate.
5.2 Event selection

A first set of cuts simply checks for a hadronic multiprong of rea-
sonable quality:
Ncharged tracks 2 7
Event vertex within 1.0 cm of XYZIR in the xy plane
Event vertex within 5.0 cm of XYZIR along the 2z direction
%2 of event vertex ¢ 30.0 per degree of freedom

10.0 Gevsc ¢ total Pcharsed € 30.0 Gevsc
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The first cut removes the background from tau’s. - The other cuts remove
background from beam burps, beam gas scattering, and other miscellane-

ous sources of junk events.

Passing events were retfacked uith‘ADDTc as per the tau’s.ﬁexceét“Vh‘
tracking errors were increased by a factor of 1.3. fﬁis error enhance-
ment was found from a study of frack Qz‘similar to fﬁat aiscussed in
sec. 4.2; it is larger than the enhancement found for tau’s, and pre-
sumably reflects the increased tracking difficulties in the dense

hadronic events.

The retracked events were then subjected to simple track quality
cuts based on distance of closest approach to the beam center (DCA) and

track momentum (P¢p):

"DCA in xy £ 2.0 cm
DCA in2 £ 5.0 ¢cm

“P¢r £ 0.400 Gevsc

The rationale behind these cuts is much as discussed in the tau analy-

sis.

Tracks from KO or A decay uWill contribute anomalously large path
lengths to the control sample lifetime; tracks which combine with any
other opposifely charged track to giveia K° or A mass uere therefore
disqualified. (The K° calculation assumed pion masses; both combina-

tions of p and w masses uwere tried in the A case.)
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To accurately model the expected resolution, the control must resem-
ble real tau’s in the distribution of momentum and opening angle. The
tformer 1is complicated by the softness of the momentum spectrum " in
hadrons compared to tau’s. The strategy for finding momentous pseudo-
tau’s will be to order passing tracks in terms of their momenta, gnd

look for the three highest momentum tracks which satisfy the follouing:

3.0 Gev/c £ Paprong § 15.0 Gevse

3 prong opening angle £ 0.70 rd

P3prong/Miprong 2 4.0
Suffice it to say that the lou end of the first cut above is difficult
to.satisfy unless we focus on the highest momentum tracks in the event.
The ratio in the last cut corresponds to the purely kinematic quantity
YBR; it.stresses the velocity dependence of o), as opposed to opening
angles. Plots of these quantities for tau’s and pseudo-tau’s are shown
in figs 5.1 to 5.3. 1In spite of the softness of the effective velocity
distribution of pseudo-tau’s, the momentum and opening angle distribu-

tions turn out to be roughly well matched.

5.3 Preliminary control lifetime. B and C contamination.

The control resulting from the above cuts was subjected to the com-
plete tau analysis, including all quality cuts. The distribution of
61’s is shoun in fig. 5.4; it is'slightly more concentrated at smaller
errors, but reproduces the real tau’s rather well. The distribution of
path lengths is shoun in fig. G§5.5. 1t peaks at zero, but shous a.

slight bias to positive lifetimes. Avoiding, for the moment, the
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complications of maximum likelihood, ue use a normally uweighted average

to find a mean path length of 192% 16 microns.

The finite mean path length is presumably due to tracks coming from
the decay of ﬁarticles with charm and bottom. To help elucidate this
assumption, a parallel sample of pseudo-tau’s Was culled from the Mark
I1 QCD Monte Carlo. The Monte Carlo uses Feynman-Field fragmentation,
and includes the latest Mark Il results on fragmentation functions and
heavy quark lifetimes [22,23,26]. It also utilizes all of the refine-
ments listed in sec. 4.4. The flight path distribution from this sam-
ple is shoun in fig. 5.6. 1t also shous a very slight tail at positivg
lifetimes. The uweighted mean is 105*13 microns: smaller than the data,
but still significantly non-zero. 1Is this from charm and bottom? To
test, 1 used the MC production information to drop all but those events
originating from u and d quarks. The resultant (x)’is found to be 1223
w; in the MC ényuay, finite lifetime for the hadron control sample is

the result of charm and bottom.

It is now of some interest to see if the heavy quark contamination
of the control sample can be reduced. To évoid the feeling of groping
in the dark jet, I look for parallel effects of cuts in both the data
and MC controls. One method of flagging tracks from b or ¢ decay is to
look at impact parameters. The distribution of DCAs to XYZIR‘is shoun
in fig. 5.7; a cut at 1.0 mm will eliminate gross offenders without
biasing the bulk of the distribution (recall the DCA considerations of

sec. 4.2) Another approach is based on the fact that b and ¢
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fragmentation functions peak at high z (Z=Ehsdron/Ebeanm’; the cut is
then simply to eliminate the highest momentum track in the event (Py).

The effect of these cuts on data and MC control samples is tabulated

belou:
BATA CONTROL MC CONTROL
cut pumber  mean path (p) number mean path (u)
none 1670 19216 1963 105213
DCALT. 0 1627 160216 1937 103213
drop Py 887 104223 1050 105218
DCA + Py 863 79223 1036 95218

The P4 cut reduces the data lifetime by fully four sigma; _the DCA cut
has a smaller, but still significant effect. If the finite path length
is truly from ¢ and b, it seems that these simple requirements do suc-
ceed in reducing the size of this component. Unfortunately, none of
this is borne out by the Monte Carlo, uhich shouws no signiticant reac-

fion to the cuts.

If the MC is correct, the discrepancy could possibly be due to some
kind of tracking problem at high momentum. 1 have checked chisquareds,
number of hits, and DCA distributions of the high momentum tracks in
this sample, and found no evidence of such a problem. My suspicions

lie, instead, with the Monte Carlo. The data control £ vs. o} distri-
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butions for the case of ‘no cuts’ and ‘P, + DﬁA’ are shoun in figs.
5.8a and 5.8b, respectively. Fig. 5.8b indicates that the bulk of the
’Py + DCA’ sample has £ between *2.5mm, with the positive tail slightly
more predominant. Fig. 5.8a shows the ;no cut’ sample to have a obvi-
ous téil beyond +2.5mm. These events are presumably the origin of tgﬁ
efficacy of the cuts in the data. As seen in fig. 5.8¢c, houever, thé
‘no cut’ Monte Carlo sample does not shouw the strong tail beyond

+2.5mm.

What is the tail 1in the ’no cut’/ sample? Fig. 5.9a 1is one of the
data events that is dropped by the Py cut. The ’‘pseudo-tau’ is the iso;
lated 3 prong system. Track 8 has p=6.9 Gevs/c, which explains why this
event was dropped when the highest momentum track was excluded. The
mass (including nearby neutrals) of the isolated system is 1.7 Gev,
highly suggestive of D decay. | Another event from the tail is shoun in
fig. 5.9b. The ’‘pseudo-tau’ is the system in brackets. Track 3 is 5.7
Gev/c. The mass of the 4 prong system in the ‘pseudo-tau’ hemisphere is

2.1 Gevsc?,

The presence of several other events 1ike fhese in the “+2.5mm
tail’, and their absence from the HonteICarlo, suggests that our under-
standing of charm fragmentation (or at least the MC implementation of
it) is might be failing at high 2 and Jlow multiplicity. For the
remainder of our work with the control sample, 1 shall assume that the
’P4+DCA’ cut is actually removing charm and bottom, and adopt this data

set as the standard control sample.
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5.4 Check of the maximum likelihood result. Correction to resolution

I now utilize the control data sample as a check on path length.cal-
culating machinery.' Using the ’zero.lifetime' likelihood function, the
mean path length.in the samplé is found to be 213:23 n. This compares
very unf#vorably ﬁith the weighted meén of 79%23 p. Since the‘mean bas
to be corréct in the lihit of this large statistic, a bias must exist

in the other procedure.'

To uncover the source of this bias, consider, first, the short life-

time likelihood function: 2
' ) (L;‘.Lo)
| 2~(01;2+loz)

)= Jan(wiv 0D &

"P(Qhﬂggz
The maximum likelihood procedure is find the 1o which gives the extre-

B 320 Zﬁm [pces, L3 = O

If wue assume,  for the moment, that the error is the same in every

event, we find, after some algebra, an implicit relation for lg:
| T2 -2 - LS
o .ZNWZ—iﬁﬂ'.z
In our case, 01>>1g, and We can approximate:
T gL
‘Z'J<qlz_,‘%22;?lv

In the denominator of this expression, we find a comparison between the

L &
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experimental width Zﬁiz and the calculated error oy. 1f, as discussed
at the end of chapter 4, there exist unanticipated contributions to the
experimental resolution, the calculated 61’s Will be too small in com-
parison to the experimental midth; this expression.shous that such an
error Will produce a result which is too large, as we observe. Assum-
ing that the wmeighted mean is correct, wue can use this expression to
predict thét our calculated 01’s are too small by a factor of approxi-

mately 1.3.

To verify this prediction, we measured the path length‘in units of
its error, as already done for the Monte Carlo data in sec 4.4. We
assume that the mean path length is 80 p and plot for the data the dis-

tribution of the quantity
(L-80u)/0
The width of the resultant distribution was 1.3120.03, as expected.

As an independent check of our estimates of the size of this rescal-

ing, I modified the maximum likelihood machinery to fit both the life-

time and the scale of the error, which I shall denote as R. Running on

- the control sample I found a best fit of:
<2>=84%30 p mwith R=1.30

The size of the scaling is just as predicted, and the mean path length

is consistent with that given by the weighted mean.
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The use of this fitting procedure on the Monte Carlo control sample
provides some insight into the origin of this broadened “error. The

results from the MC control sample were:
<2> from weighted mean: 95*18
<2> from maximum likelihood: 98+21 p wuith R=1.14

The maximum likelihood result indicates that errors in the Monte Carlo
should be increased by 14%4. This contradicts the earlier work with the
tau Monte Carlo, which demonstrated that the o)3’s in the Monie Carlo
were correct. _ The origin of this contradiction becomes clear if we
rerun on the MC control sample using the Monte Carlo'production infor-
. mation, as before, to omit all but u and d events. In this case, we

find:
<L) from weighted mean: 1*19
(4> from maximum likelihood: 2*21 1 with R=1.00

The mysterious broadening in the Monte Carlo control occurs only when
charm and bottom polliute the sample. 1 believe this is due to the ran-
dom way in which tracks from charm and bottom get combined into the
pseudo- tau’s. In the limit of zero error, the distribution of path
lengths from these vertices will not be exponential, as the likelihood

functions assume. This mistake appears as an increase in our width.

Recall that the data control sample had apparent errors 30% larger

than anticipated. If we assume that 14% of this is due to this effect
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seen in the Monte Carlo, we anticipate that real data contains a resi-
dual 16% broadening due to unknown errors. The source of these
unknouns is presumably the combination of small errors from a host of
sources. These would include errant aire positions.» field irregulari-
ties in regions nith high voltage problems, bad calibrations, bad beam

positions and so on.

The strategy for dealing with this additional error Will be phenome-
nological in nature. I accept that it exists, and I assume that it can
be treated by a uniform rescaling of the calculated error. °~ By using
the maximum 1likelihood technique to fit both the path length and the
scale of the error, we can then account, in an average way, for all of
the unknoun foibles in the data. This is the procedure that will nou

be applied to the distribution of tau flight paths.
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6. MEASUREMENT OF THE TAU LIFETIME

6.1 Maximum likelihood result

The study of the hadronic control sample indicates that the calcu-
lated 01’s are underestimated, but that the sensitivity to this error
can actually be removed by fitting for both the mean path length and
the retlative scale of the error. This strategy is nou applied to the
tau flight path distribution of fig. 4.12. The result is

€1>=621%52 p with R=1.13*.05
The error on the path length includes the error in R. The fitted scal-
ing is consistent with the 16% expected from the argument at the end of
sec. 5.4, Recall that when fit with no rescaling for o3, we found
CR>=658*48 g; allowing the error to vafy ~in the fit reduces the meas-
ured value by about 5%. This is at the Vimit of statistical signifi-

cance, but uell supported by the control sample study.

The graphical success of this fit is shoun in fig 6.17 The smooth
curve is constructed by numefically convoluting an ie*ponential of
<L>=620 p with a resolufionvfunction representing the normalized suber-
position of 423 gaussians, one for each event. The width of the gaus-
sian associated with a given event was taken to be o1x1.13. The curve

describes the data very nicely.

As another check on the error fitting procedure, ! tried fitting.hot
a scale, but an extra error to be added in quadrature to the o0)’s.

This more accurately models the situation where the mystery error
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-arises from a source independent of 03. In this case, we found

<R>=628252 p with Oextra=400p

The- ¢61> in this sample is 891u. Note that if the real error is the

-sum in quadrature of <o}1> and CGextrar this result predicts an R of

"'sqrt(8912+4002)/891=1.10

"So,  both the path length and average increase in the error are in very

good agreement with the results found by the scaling technique.

For the final value, 1 shall use the scaling result, and assign as

é systematic error the 7u difference betueen these tuwo techniques.
6.2 Backarounds

< The main sources of background to the tau sample used in this analy-

sis have been discussed 1in sec. 5.1. They are: 1low multiplicity

hadrons, -tau pairs from vy collisions, and radiative bhaba and dimuon
events. -As all of these give a "3 prong flight path™ less than that of
tau’s produced in one photon annihilation, the presence of a small
background c¢omponent will shift tﬁe measured path length doun by some
amount. The size of this background component, as well as the expected
shift in the measured flight path, can be evaluated with the help of
the Monte Carlo.

6.2.1 Relative efficiencies

The basic strategy of the background estimate is to generate a sam-
ple of MC background wuith known luminosity, and then see hou many

events pass the cuts in the analysis program. A correct normalization
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to the knoun luminosity of the data then requires a calibration: we
must measure the relative efficiency‘for event finding in real data vs.
Monte Carlo. With the measured tau branching ratios of 86% into»l
prong, and 14% into 3 prong [16], I calculate the number of 4 prong and
6 prong topologies expected in the full 134 pb-' sample. Using the
number of each topology mhich passes all cuts, I find the efficiency of
finding both the 4 and 6 prong tau pairs in the data to be

€data = 15’/. |
with negligible efror. Note that thé basic similarity of the two

topologies is consistent with finding the same efficiency for each.

To measure the efficiency for finding tau’s in the MC data, I use
this same technique on the nominal lifetime tau Monte Carlo data dis-
cussed in sec. 4.4. In this case, the knoun branching ratios in the MC
are used to calculate the number of events expected. Comparing to the
throughput; I find the efficiency of finding MC tau’s to be 18.3% for 4
prongs and 14.5% for 6 prongs. Since these numbers are expected to be
the same, I impose this condition, concluding that the MC efficiency
for both topologies is |

€mc = 16.0 = 2.0 %
Comparing this to the value found for real data, wuwe must conclude that
data tau’s are found less efficiently by relative factor of

ed,falé,c = 0.62 .08
As we have already seen that the data are degraded with respect*tﬁ the
MC in several uays, the direction of this result is quite sensible. 1

shall assume that this factor applies equally to each of the back-
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grounds that I shall examine.

6.2.2 Hadronic backqround

The first such sample is low multiplicity hadrons. On an equivalent

luminosity of 159 pb-1, the tau program found 30 events which passed

all cuts. The expected contamination in the data is then

134 . 36. -
X x (0.62%.08) = (4.0%0.5)%
159 423 i '

.In.this case, .there is alsoc the complication of knowing whether the

hadronic Monte Carlo correctly reproduces the data in the low multipl-

«icity region. . To test this in a tau free regime, I ran the analysis

program on the full data set and the hadronic MC with the 3 prong mass
requirements set to

2.0 Gevse? € Mapn € 4.0 Gevsc?

2.0 Gevse? ¢ ”3ﬂ¢ne;{rals € 4.0 Ge;f/c2

The results of this search are summarized below for each topology:

Norang found in MC found ig data
6 1 0
4 6 3

The st#tistiés are poor, but when éombined with the efficiency factor,
the result indica£es tha¥ the MC 1is in reasonable agreement with the
data. To reflect the poor statistical precision of this'check, hou-
ev;r. 1 aésign a 50% uncertaintyvto the predicted amount of the hadron

contamination.
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6.2.3 vy tau production

The estimate of contamination from 7Y tau pair production is some-
what more straightforward. The 2y Monte Carlo generates tau pairs from
two photon'collisions in the Weizacker-Williams approximation; the pro-
gram integrates the differential cross section over detector accep-
tance: with a threshoid at the mass of a tau pair, the total cross
section is .089:.01 nb, uhere the4uncertainty is due to higher order
effects. Using this cross section, 1 calculate an expected
(1.2$0.1)x10" events due to this process in the 134 pb-' of data. In a
sample of 1.5x10Y MC produced tau pairs,the tau analysis program found
26 events which passed all cuts. The 2y tau contamination of the data
set is then given by:

(1.220.1)x10"% 26

b x 0.6210.08 = (3.01.0)%
1.5x10" 423 '

6.2.4 0ther backqrounds

The remaining backgrounds are apparently present only at the trace
leyel. An equivalent 24 pb-! of radiative bhaba MC produced no passing
events. One passing event in this sample would correspond to a total
of five in the tau data set. Assuming a mean lifetime of 2zero, the
presence of these events would lonwer the measured flight path by 1%.
An equivalent 95 pb-' of radiative dimuons also produced no passing
events; I conclude that background from this source is minimal. In one
final check, an equivalent 25pb-! of 2v produced hadrons also gave no

passing events. The worst case consequences here are identical to
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those for radiative bhabas.

6.2.5 Background correction

The effect of the hadron and 2y tau backgrounds are difficult to
evaluate in vitro: these eveﬁts have o0)1’s distributed according to

their oun momentum spectra and opening angle distributions, and are

therefore uefghted with respect to the tau sample in a non-trivial way.

Fortunately, the situation can be modeled with the Monte Carlo. The

~procedure is to measure the mean path 1length of a MC tau sample. then

mix in the passing MC background events in the - appropriate ratios and

’_observe the net change in the path length. To maximize the statistical

precision, the size of the MC tau sample uas chésen so that most of the
MC background events could be used. The effect of adding the hadron
and 27y background was to lower thg mean path length by 31u. Assuming
the effect is linear with the size of the contahinafion. the uncertain-
ties in  the background fraction indicate the efror‘on this number is

218,

6.3 Systematic errors

The main systematic uncertainty remaining in this measurement is the
magnitude of offset, if any, 1in the experimental resolution function.
That is: for a sample originating at the origin, would this procedure
Qield zero ligéfime? " This issue is best addressed by the hadron con-
trﬁl sample. Unfortunately, the complicating contamination‘of finite

pathlengths 6riginating in charm and bottom decays means that the

result can only be checked against the Monte Carlo, thereby introducing
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a host of model dependent effects. One such effect 1is the different
response of the data and MC control samples to the cuts discussed in
sec. §5.3. I shall assume, as outlined there, that this difference is
due to a small inaccuracy in the Monte Carlo, and that the sensitivity
’of the analysis to this inaccuracy is diminished by the application of
the ’P1+DCA’ cut to the data. In this.case. the important remaining
model dependence lies in the ﬁc values of the D% and D* lifetimes, the
DO/D+ rat{o. and the.mean B lifetime. Reasonable independent varia-
tions in these parameters were found to change the mean pathlength of
the MC control sample by 15 to 20 microns in each case. Adding the
variations 1in quadrature, I find that the total error from these

effects is approximately 30 microns.

Turning, nou, to the actual comparison of the results, the last line
of the table on page 91 indicates that, in fact, the mean péthlengths
of the data and MC control ’samples agree to within the statistical
errors, 1 take this to indicate that the potential offset error in the
analysis is bounded from above by the error in this comparison, namely,
the sum in quadrature of the statistical errors and the possible error
from model! dependence. All told, this gives an estimated offset error

of 42u.

The magnitudes of other potential errors are checked by varying cer-
tain key assumptions. On tne basis of a slightly different path length
found using ORCALC beam positions, I estimate a maximum error due to

errant beam positions uf 151. Reasonable variations in the o) cut pro-
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duced maximum variations in the mean path length of 15u. Reasonable
variations in the X% cuts produced maximum variations in the mean path
length of 20n. A stricter requirement on the number of hits in the vC,
deméndi;g 3 hits in the inne} band'and 2 iﬁ the outer for each track,

moved'tﬁe mean path length up by 15u.

‘The effect of assuming that ther 3 prong exactly follous the tau
direction was studied via Monte Carlo, where the true tau direction is
available through the MC production information. The net difference in
(R)‘uhen the tfue direction is substituted for thé 3 pfong direction is
'Zull .

Adding all .of these contributions in quadrature, and remembering to
include the ..error in the background estimate, - as well as the small

uncertainty assigned to the scale fitting procedure, I arrive at a net

systematic error of-57u.

6.4 The tau lifetime

Including the background correction of sec. 6.2 the final result for
the £au path length is i
o (l)=652155i58-u.
The background correction scales the mean path length up by about 5%;
the stitistical error has ;ofrespondingly beeh increased by the same
amount. Radiéfive cor;ééiions.“dimini;h thetmean.energy‘ of the taﬁ's
slightly with respect to the beam energy; the tau MC puts the mean tau

energy at 13.88 Gev, giving a tau ¥ of 7.78. The tau lifetime is then
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given to be

T1au=02.80%0.24+0.25)x10" '3 sec.

Recall that the theoretical prediction for the lifetime is
(2.8220.18)x10° '3 sec. If we assume a massless tau neutrino, th{s
result implies exact p-7 universality, within the errors. Combining in
quadrature the errors of both the experimental and theoretical values,

the precision of this statement is about 7.

1f we assume the tau coupling is universa]. and that deviatidn from
canonical lifetime is due to a ma#sive tau neutrino, eqn. 1.4 allous a
lTimit to be placed on the neutrino’s mass. Combining the experimental
statistical and systematic error in quadrature, the 20 upper limit on
the lifetime is 3.48x10-13 sec. This gives a 95% confidence limit of

Mry € 275 Mevse?

This result has been_ superseded by the new Mark II 1limit discussed in
chapter 1; it is, nevertheless, a striking measure of the precision of

the lifetime measurement.

I1f we assume that the tau neutrino is massive, but very light, and
that the tau coupling is universal, a long lifetime could be the result
of mixing with a fourth generation. In the parameterization
described in sec.1.1, the fuo sigma upper limit on the lifetime would
imply a mixing angle given with 95% confidence to be

sing € 0.4
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6.5 Conclusion

ﬁe have installed a -high resolution vertex detector in the Mark II
at PEP, and uéed this detector in a precision measurement of the life-
time of the tau lepton.‘ The result is

Ty = k2.801.24t0.25)x10"3 sec.
where the first error is statistical, and the second 1is systematic.
This resultlt is consistent with e-p-7 universality,"and the prediction
_‘Of the Meinberg-Salam model of the weak and electromagnetic interac-

tions.
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APPENDIX A. CALCULATION OF GEOMETRICAL CONSTANTS

A.1 The general technique

Recall, from sec. 3.2, that the basic %2 central to all tracking is ~

Z (d; ""- d ( ow\) .

where ay; are the track parameters, o is the resolution of the drift
time measurement, and d™* and d(a) are the measured and fitted dis-
tances of closest approach. The sum is understood to run over all hits

associated with a given track.

Let ayo be the track parameters from a previous iteration, and let
the fitted distance of closest approach of this track to the ith wire

be given by djgo. Furthermore, let
- 9di od:
<Ei/AV - :EE: q;* ;)09‘ Eb“d/ (/\'l )

(C‘o} - diw‘s) odi
y"" Z T, * o m (A-2)

It can then be shoun [30] that in the next iteration, the linearized x2

is minimized by a new set of ay such that
’ -1 ' 7
M= == -5 L, (O

Gupf' is, in fact, just the error matrix of the fitted track. In addi-

tion, the track x2 after this iteration is given to good approximation



PAGE 111

by

7( Z(d“*_am Z yvA“v .~(A"'I>

vz

Let the geometrxc parameters relating the two chambers be some Bu.
They uwill be found by minimizing this %2 with respect to By for a large
ensemble of tracks. This form of the %2 is necessary because the track
parameters théﬁselves will éebend on the geomefry, and must be explic-

itly included if the procedure is to converge.

The algorithm uill require "the first and second derivafives with

’ ffespéct to B. The first derivative of the collective xZ is

2o o m e 5 Sy 00, 30)] (a5

P >
. ék )=: o ﬁk Az
where N is the total number of tracks in the ensemble. Assuming that
the track errors are insensitive to small geometrical offsets, the sub-
stitution of eqn. A.3 and its derivative into the second term of the
above gives
. . .»\eu
Y2 d.’- d 4, A‘X z
£l . = 4 2
Q@P ):, i ! F A=t
Substituting the derivative of eqn. A.2 then gives

DX 1 o ke S i |
-55‘ ZZ’ : T2 a‘g (d -d; 42'(0‘»‘0‘»,\30() (A.(o>

=

-
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To find the second derivative, we differentiate again

TR I)Zj[; o a(‘i ( 3(5\/ ,:, %%: %—i‘»)} A7)

3Py I

Using eqns. A.2 and A.3, we can urite
;)CK) 5 ] Zyy], - ~! E)é. é)é
EVRRPI N ,Z A

Substitution into eqn. A.7 and a bit of algebra then yields

V] o o
2X? A @_‘5.3 od,
a&rBFV )Z: {: 3(5,\ QF Y : (AS)
£ < -1
o 1 di"ady 3d: M
SierrheyYan)

EJM\/

Nou, assuming some starting values of Bgo) the best neuw choices will

be those such that

QX2 _
5?5: Lp,,\' ¢ (Aé’“: fg’“-f‘/‘°>

To solve, We linearize

2¥%)  _ 9¥? X Aby = O
aﬁr‘é@,’ AP lAﬁ=o+ z;aé"alg\) P

Then, in analogy to eqn. A.3, the solution is

A(;V:g Ipo Y (A4)

L]
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The new geometric constants therefore follow directly from eqns. A.6
and A.8, after a matrix inversion. Note that guy~' is the error matrix
associated with these constants. MUWith the exception of
od’°
\
o Bm

all the quantities in g,y and y, are standard items found in all track-

ing algorithms based on least squares. The derivatives of d wmith
respect to B are situation specific, uwhich leads to the discussion

of...

The strategy uwill be to modify the VC wire positions, effectively
transforming the VC coordinates into the DC coordinate system. The B’s
parameterizing this transformation will be 3 infinitesimal rotations,

and 2 linear offsets:

By = rotation around x axis
B, = rotation around y axis
B3 = rotation around 2 axis
By = offset in x direction
Bs = offset in y direction
Since the VC supplies no z information, the offset in the z direction

is irrelevant.

2
Wire positions are specified by their 1location W and direction G at
the center of the chamber (z=0). For small geometric displacements, G

. .
is approximately unchanged, and W transforms like
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W' w o+ p_;u)z—‘gzu)y-ﬁ,_‘ N
w ’a-pym,-wz+pwg+ﬁy (A.10)

é,_u),— pl‘*’z"’ Wz

E
WBoN
1" '

The question now is: what are the derivatives of the distance of clos-

est approach with respect to the B8’s?

Consider, first, the calculation of the distance of closest
' . - A L. =
approach. LlLet a track registering on wire ( W, W ) have position P and
A
direction t at the point where it crosses that layer. A small mount of

geometry shous that the DCA is given by

A A
do= (W-PB) WLt
1§ x £

In the VC, all wires are axial, so that N = Q. Then

do= (W-P)- “latel

J +,2 41,7
- "—Lz_((Ajl'-:P|) + 1, (\1’2.—.P1§,
Jt'l +.tz’l.

The derivative of the DCA is then given by

oW W
Bdo___ izﬁ"g“*’toaa#;

0 Bp Nti2+t,2

The derivatives of W4y and W2 follow from eqns A.10, and the quantities



PAGE 115
ty and t, are available in the tracking code. This completes the

information required to find the B’s via eqn A.9.
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