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Abstract

Scaling Energy-Resolving Microwave Kinetic Inductance Detector Readout

by

Jennifer Pearl Smith

Superconducting detectors are well-suited to serve as wide field-of-view, energy resolving,

single-photon-counting cameras for ground and space-based instruments. These cam-

eras have a wide range of sensitive imaging applications in biology, astronomy, particle

physics, cosmology, and quantum information. However, science results have been de-

layed by challenges in scaling superconducting detectors into large arrays with sufficient

pixel resolution to create sharp images. Superconducting Microwave Kinetic Inductance

Detectors (MKIDs) are promising detectors for these applications because they are in-

herently multiplexable, providing a feasible way to create large-format arrays. In this

thesis, I present two major improvements made in scaling MKID array technology inside

and outside the cryogenic system. First, I discuss a new RFSoC-based digital readout

that provides a dramatic reduction in the weight, volume, and power of the room tem-

perature electronics. This compact digital readout enables scaling to megapixel array

formats and increases the feasibility of future space-based deployment. Next, I share a

new superconducting coaxial ribbon cable that improves readout signal integrity inside

the cryogenic system and reduces cryogenic heat load while supporting a dense wiring

format. In addition to furthering MKID technologies, these systems may support scaling

of other superconducting detector or qubit systems in the near future.
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Chapter 1

Introduction

1.1 Superconducting Detectors

Superconducting devices are lauded as an up-and-coming technology with broad ap-

plications to highly-sensitive measurements across a variety of scientific disciplines. Ex-

citement is fueled by the promise of high-sensitivity and low noise as well as an impressive

range of application-specific advantages. In quantum computing, superconducting qubits

are the forefront qubit technology in part because the quantum processor is naturally

isolated from the environment and the nanolithography fabrication process provides some

control over the qubit, coupler, and wiring design [2, 3]. To the dismay of superconduct-

ing qubit researchers, these devices also behave as amazingly sensitive detectors [4, 5].

Ironically, this detector technology has been harnessed by competing quantum computing

and quantum information platforms which use trapped ions or photons as qubits and su-

perconducting detectors to measure the quantum state [6, 7]. Despite growing interest in

quantum computing, the main development and deployment of superconducting detectors

has historically been for highly sensitive photon detectors [8, 9, 10, 11, 12]. This appli-

cation has the broadest reach with demonstrated utility in bio-imaging, particle physics,

1



Introduction Chapter 1

astronomy, cosmology, and other high-sensitivity imaging science [13, 14, 15, 16, 17].

Going forward, we will focus on this imaging application as it pertains to the main goals

of this work.

1.1.1 Superconducting Detectors for Sensitive Cameras

Superconducting detectors provide several key advantages for sensitive imaging ap-

plications. They are capable of single-photon-counting across a broad energy range with

intrinsic energy resolution and precise timing information. They are also radiation tol-

erant. These attributes make them well-suited to serve as wide field of view, energy

resolving, single-photon-counting cameras for ground and space-based instruments. A

qualitative discussion of specific advantages superconducting detectors can offer over

current state-of-the-art semiconductor technologies is presented below.

Single-Photon-Counting

Superconducting detectors get their sensitivity from Cooper pairs which are pairs of

electrons bound together in an energy well with a defined superconducting gap energy1.

This is an important contrast from semiconductor-based detectors whose sensitivity is

determined by the semiconductor band gap which is the energy required to promote

an electron to the valence band. Superconducting band gaps are typically a thousand

times smaller than semiconductor gaps meaning photon signals are orders of magnitude

larger in superconductors (see Fig. 1.1). Semiconductor readout also requires flowing

current to transport the released charge(s) to a detector and it’s all but impossible to

determine the total number of photons incident on the semiconductor. There can also be

a noise penalty for reading out the detector too quickly. In the case of superconducting

1For a more complete, quantitative treatment of superconducting detector physics see [18] p.15-28.

2
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Figure 1.1: Cartoon representation of the difference in sensitivity between semicon-
ductor and superconductor detector technologies. The small superconducting band
gap makes superconductors more sensitive and responsive to a broader incident wave-
length range.

detectors, individual photons are continuously resolved with effectively no noise. These

differing detection sensitivities give superconducting detectors a natural advantage in

photon-limited applications where the noise per photon is an important metric.

Wavelength Sensitivity

The small superconducting gap also means that superconducting detectors are sensi-

tive to a wide range of photon energies. In practice, these detectors can detect photons

from x-ray to radio wavelengths. Depending on the specific noise requirements of the

application, accomplishing the same feat with semiconductors might require multiple

3
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Semiconductor Superconductor

Figure 1.2: Cartoon representing the detector area advantage offered by supercon-
ducting detectors that are inherently energy resolving. Similar science can be done
with fewer superconducting pixels.

separate detector technologies. Even in narrow-band applications, superconductors are

suitable for many different detection regimes with little re-engineering.

Energy Resolution

Another boon for superconducting detectors is the photon response is proportional to

the photon energy. A higher energy photon breaks more Cooper pairs. By quantifying

the detector response, each superconducting detector can act as a spectral pixel. Semi-

conductor detectors are not so fortunate and must use a wavelength dispersing optical

element, such as a grating, to diffract different wavelengths across multiple pixels. Super-

conducting detectors have the potential to greatly reduce the number of pixels needed

to achieve the same energy resolution (see Fig. 1.2). For applications requiring very

high spectral resolution, such as chemical spectroscopy, a grating can be paired with

an energy-resolving detector for a multiplicative improvement in energy resolution (this

concept is explored in detail in [19]).
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Timing Precision and Count Rate

We’ve already alluded to an effectively continuous readout mode for superconducting

detectors which does not carry a read noise penalty like semiconductor readout. For

superconductors, the limit on photon arrival time precision is set by the detector rise

time and is related to the rate at which photoelectrons from the initial photon impact

are down-converted to phonons that break Cooper pairs. Similarly, the maximum count

rate is based on the time it takes the broken Cooper pairs to recombine. In practice both

the rise time and recombination time are order microseconds [20]. This timing resolution

gives superconducting detectors an advantage in ground based astronomy where the

speed is fast enough to couple with adaptive optics systems and correct for atmospheric

aberrations in real time. The precise photon arrival statistics also allow for more advanced

post-processing techniques to further correct for atmospheric effects [21, 22].

Radiation Hardness

For space-based missions, radiation hardness is an important consideration for mission

success and return on investment. Semiconductor detectors are made of specially doped

materials whose properties can be irreversibly damaged by exposure to charged particles.

One high-profile example is the Chandra X-ray semiconductor detectors which suffered

rapid degradation early on in the mission from exposure to low energy protons each

time the instrument passed through Earth’s radiation belt [23, 24]. The situation was

mitigated somewhat by storing the detectors in a shielded position every radiation belt

crossing but still it’s estimated the charge-transfer-inefficiency2 degrades 2.3% a year [26].

Superconducting detectors do not suffer from the same radiation sensitivity due to

2Poor charge-transfer-inefficiency in this type of semiconductor detector can cause streaks or smearing
in an image, reducing energy resolution and in some cases losing signals entirely. Refer to [25] for more
details.
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their simple construction. Typically, they consist of one or two layers of metal patterned

onto a high-quality crystalline dielectric and the structure is not easily disrupted. Indeed

this has been studied with a 160 MeV proton beam source and researchers found no

degradation in the superconducting detectors after an equivalent of 5 years of worst case

scenario radiation exposure at the Lagrange L2 point [27].

1.1.2 Superconducting Detectors at Work

With all the previously mentioned technical advantages, it’s no wonder there is a

large body of work developing and demonstrating superconducting detectors. A large

development effort has been under way for Transition Edge Sensors (TESs), which use the

superconducting transition to measure incident energy [12]. TESs can be single-photon-

counting and energy-resolving but they’ve gained the most traction in the sub-millimeter

where they act as integrating energy detectors for measuring the Cosmic Microwave

Background (CMB) polarization [28, 29]. Most recently, they were deployed in a suite of

such experiments: Keck Array (2011), BICEP3 (2015), and the balloon SPIDER (2015)

[17]. Based on the success of those experiments, 32,000 TESs were deployed in the latest

iteration, BICEP Array, which began observations in 2020 [30].

Superconducting nanowire single-photon detectors (SNSPDs) are skinny meandering

wires that, similar to TESs, rely on incident photons to momentarily disrupt super-

conductivity in the device [31]. SNSPDs have made inroads in single-photon counting

applications where low timing jitter is critical, such as quantum photonics [32, 33]. Com-

mercial SNSPDs are available for precisely this application [34, 35]. High-count rate

applications also benefit from SNSPDs. A 1,024-pixel array was demonstrated in lab in

2019 [36], and most recently a 400,000-pixel SNSPD camera was demonstrated by NIST

[37]. SNSPDs have found use in variety of applications from biological imaging to remote
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sensing [38] and many more proposals exist for future science applications [39, 40].

We will save the full introduction of Microwave Kinetic Inductance Detectors (MKIDs)–

the main subject of this work, for Sec. 1.2, but it’s worth noting now these supercon-

ducting detectors have been successfully demonstrated as well. The MKID Exoplanet

Camera (MEC) is the premiere energy-resolving, single-photon-counting MKID camera

with 20,000 pixels [41]. MEC has been used to detect a binary star [42] and a brown

dwarf [43] and is still observing at Subaru Telescope.

Finally, we will give Superconducting Tunnel Junctions (STJs) an honorable mention.

Even though they haven’t seen much interest since a 120-pixel array was developed in

2006 [44], STJs were one of the first superconducting detector technologies and laid the

foundation for modern understandings of superconducting detector physics [8]. They

found use in radio astronomy in the 80s but interest ultimately petered out partly due

to the readout complexity imposed by large arrays [45, 46].

1.1.3 Modern Challenges

Despite advancements over the past few decades, there are still several technical

hurdles that must be cleared before the full benefits of superconducting detectors can be

widely utilized. Many of the problems boil down to one central issue: scaling.

Scaling is uniquely challenging for superconducting arrays because it is fundamen-

tally at odds with the limitations of the cryogenic systems needed to keep the devices

cold and superconducting. Not only does the cryogenic aspect slow the rigorous cold

testing of fabrication recipes needed to improve device yield, but it also puts strict heat

load requirements on cryogenic electronics–the likes of which the commercial electronics

industry has never seen before. Presently, researchers are left to design, engineer, and

test many cryogenic components themselves.
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Cryogenic device readout in particular has been a pain point felt from quantum

computing to imaging projects where systems need hundreds of thousands if not mil-

lions of superconducting devices to meaningfully operate [47, 48]. This scale is hindered

by the cryogenic system’s cooling capacity which limits the number of wires carrying

readout signals from room temperature to the ∼1 K detectors. This head load require-

ment motivates the need to multiplex as many superconducting devices per readout

line as possible to facilitate large arrays. This is turn puts enormous pressure on room

temperature electronics to separate out and process all the data in real time. Readout

demands are especially high for projects looking to use superconducting devices as single-

photon-counting, energy-resolving detectors because the data volume requires large data

bandwidths and intensive, real-time digital signal processing. While it’s true large TES

arrays have been fabricated for CMB readout, the science goals permitted the TESs to

be operated in a simpler mode; they did not time-tag photons or discern their energy,

leading to relaxed throughput requirements. Even so, there was an enormous effort to

develop a complicated, power-intensive, multiplexed readout for TESs [49, 50]. All this

development in the sub-millimeter for CMB TESs has not translated to the single-photon-

counting, energy resolving version and the largest such TES array is still only 36 pixels

[51]. More progress has been made with MKIDs which have demonstrated an array of

20,000 energy-resolving, single-photon-counting pixels in the MEC instrument; however,

the densely-packed cryogenic wires had issues with signal integrity and the digital elec-

tronics rack is excessively large, heavy, and power-intensive by modern standards. The

readout system is also totally unfit spaceflight where minimal weight, volume, and power

are critical requirements.

Overall, challenges associated with scaling cryogenic readout systems have proved

to be a bottle-neck for superconducting array development. Fortunately, many of these

problems can be solved by applying engineering principles guided by the underlying
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physics. This thesis aims to do just that and take a step towards overcoming some of the

scaling challenges both inside and outside the cryogenic system. It’s my hope this work

will push us closer to leveraging all of the advantages of superconducting detectors for

ground and space based missions. Specific contributions are summarized next.

1.1.4 This Work

This PhD thesis is focused on improving the scalability of single-photon-counting,

energy-resolving Microwave Kinetic Inductance Detectors (MKIDs). Many results are

also applicable for other superconducting devices previously mentioned. Two main con-

tributions are a new digital readout (Chapter 2 and 3) and a new cryogenic wiring solution

(Chapter 4). The cryogenic wiring solution is notable for fixing some early signal integrity

issues in MEC and helping unleash the first science results. The technology is now under

commercial development for quantum computing, proving it’s broad utility. The new

digital readout provides a dramatic reduction in the weight, volume, and power of the

readout electronics and paves the way for future scaling to megapixel arrays. It also

progresses the technology road-map towards space-based missions.

It’s been exciting and challenging to contribute to building, deploying, and fixing some

of the largest superconducting detector arrays in the world. Part of the opportunity to

push this scale comes from Microwave Kinetic Inductance Detectors themselves which in

some ways are the most inherently scalable superconducting detector technology. Next

we discuss their unique properties and provide context for this work.

9



Introduction Chapter 1

Frequency Time

Single 
Tone

Single 
Photon

f0

P
h

as
e(

f 0
)

P
o

w
er

 (
d

B
)

MKID Circuit Model Readout Photon Signal
Photon 
Energy

Time Photon hit Detector

Figure 1.3: Overview of MKID operating principle and photon readout. When a
photon strikes the inductor, the resonance frequency shifts which creates a pulse in
the phase of the probe tone.

1.2 Microwave Kinetic Inductance Detectors (MKIDs)

Microwave Kinetic Inductance Detectors (MKIDs) work by detecting changes induced

in the kinetic inductance of superconducting materials by incident photons 3. When a

photon strikes the inductor, it breaks Cooper pairs and generates quasiparticles (unbound

electrons) which raise the inductance with magnitude proportional to the energy of the

photon. After some time, the quasiparticles recombine and the inductor returns to it’s

quiescent state. The photo-sensitive inductor is fabricated in a superconducting resonant

circuit where the properties can be continuously monitored (see Fig. 1.3).

MKID detector design, fabrication, and materials selection are all active areas of

research. The MEC array uses a platinum silicide (PtSix) superconducting film and a

lumped element resonator design (see Fig. 1.4, lower left and Fig. 1.5). MKIDs have

also been fabricated and characterized with titanium nitride, aluminum, and hafnium,

and more. A more complete guide to MKID materials including their fabrication process,

properties, and performance is given in Chapter 4 of [18] and reference [54].

3For more details on MKID physics, refer to the following dissertations: [18, 52, 53]
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Frequency Division Multiplexing

The beauty of the MKID resonator circuit is that is provides a natural way to mul-

tiplex and scale detector arrays. This is one of the main advantages MKIDs have over

TESs, SNSPDs, and other superconducting detector technologies with no straightfor-

ward approach to scaling. By varying the capacitor in each MKID, each resonator can

be made with a separate resonance frequency (see Fig. 1.4). This allows each device to

be addressed and read out independently despite sharing the same readout line. This

technique is called frequency division multiplexing (FDM). Using FDM, we can create

2,048 detectors between 4-8 GHz on a single microwave feedline. These feedlines can be

replicated to form kilopixel arrays. The 20,000-pixel MEC array consists of 10 of these

microwave feedlines and is shown in Fig. 1.5. Before observing, a micro-lens array is

fitted over the MKID array which focuses light on the photosensitive inductor portions

of each circuit. This brings the photosensitive fill factor to over 90%.

1.3 MKID Readout

MKID readout is central to the design and operation of MKIDs. We’ve already

covered individual MKID readout and frequency-division-multiplexing but here we will

fill in a few more details and practical considerations.

Overview

MKID readout works by using an individual probe tone at the resonance frequency

of each resonator. The phase of the probe tone remains roughly constant when there are

no photons present, but when a photon strikes the MKID inductor, we observe a pulse

in the phase of the probe tone. The pulse rise encodes the impact time and the pulse

height encodes the photon energy (summarized in Fig. 1.3).
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Figure 1.4: Overview of frequency-division-multiplexing. Top: Circuit representation
of frequency-division-multiplexed MKIDs. Each MKID resonator has a unique reso-
nance frequency. Bottom: Microscope image of a PtSix MKID array. The microwave
feedline (bottom triangle) connects to many MKID pixels. Four MKIDs are show in
a zoomed view on the right. The large structure in the middle of each MKID is the
interdigitated capacitor. This capacitance value is unique to each MKID on a feedline.
The smaller light purple rectangle above each MKID is the meandered photo-sensi-
tive inductor. Together each capacitor and inductor make a resonance circuit with
a unique resonance frequency. Each MKID is horizontally and vertically spaced 150
µm.
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Figure 1.5: A 20,000-pixel MKID array. The array consists of 10 microwave feedlines
each servicing 2,000 MKID resonators. Each of the barrel connectors on one side of
the gold box feed in a superposition of probe tones between 4 and 8 GHz. The other
side routes the readout tones back out to the readout electronics where the phase of
each tone is monitored. Before observing, a micro-lens array is positioned over the
detectors which focuses light onto the photo-sensitive inductor portion of each circuit.

MKID Setup

When an MKID feedline comes back from fabrication, the exact resonance frequencies

are unknown due to process uncertainties. The first step in reading out an MKID is

identifying the resonance frequency and optimal drive power. These can be identified

from the frequency response of the circuit. A simulated resonator frequency response is

shown in Fig. 1.64. The transmission minimum is the resonance frequency of the circuit.

A frequency near the resonance frequency is used for the readout tone because this is

where the phase is both linear and most responsive. While the transmission and phase

response are more intuitive representations of a resonator, the IQ loop contains the most

information. In practice, the IQ loop is what we measure and use to characterize the

4This simulated data is generated from the open source MKIDReadoutAnalysis package available on
GitHub. The physical model used in the package is derived from microwave engineering principals in
[18] Appendix B1 and is based on work presented in [55, 56, 57].
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Figure 1.6: Superconducting detector frequency response magnitude (left), phase (cen-
ter), and complex representation (right). The difference between the drive frequency
and resonance frequency is shown in a pink to purple gradient on each plot. The
optimal readout frequency is near the resonance frequency (pink)4.

detector. Beyond identifying the optimal readout power and frequency, the IQ loop can

be used for debugging potential issues such as frequency collisions with nearby resonators.

Next we’ll discuss how to measure this loop.

Readout Electronics: Single MKID

MKID devices are typically read out using a homodyne scheme which means the signal

of interest is a modulation of a single frequency. In this case, we are reading out phase

and amplitude modulations of the readout tone. Fig. 1.7 shows a basic experimental

setup for MKID readout. An oscillator is used to generate a sine wave at the readout

frequency, fro. The MKID device modulates the amplitude and phase of the readout

tone with a time-dependent signal A(t)eiϕ(t). Next, we want to eliminate the effects of

the readout tone in order to isolate the modulation. This is also referred to as down

conversion because we are converting the carrier frequency down to DC or 0 Hz. Down

conversion is accomplished mathematically by multiplying by the MKID output by the

complex conjugate of the readout signal,

A(t)ei(2πfrot+ϕ(t))e−i(2πfrot) = A(t)eiϕ(t). (1.1)
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Figure 1.7: Overview of homodyne MKID readout. An oscillator on the left cre-
ates a single-frequency waveform at the readout frequency. The MKID device modu-
lates the amplitude and phase of the readout tone. The same oscillator frequency is
phase-shifted by 0◦ and 90◦ and multiplied by the MKID output to effectively cancel
out the the readout tone. The remaining in-phase, I(t), and quadrature, Q(t) signals
can be represented as a time-dependent trajectory on the complex plane.

In electronics hardware, the complex multiply in Eq. 1.1 is realized by two real multiply

operations: one with an in-phase signal to produce the real part, I(t), and the other

with a 90◦ phase-shifted signal to produce the quadrature part, Q(t). The two resulting

signals I(t) and Q(t) can be represented as a time-dependent imaginary number where

I(t) is the real-part and Q(t) is the imaginary-part.

In practice, the oscillator on the left in Fig. 1.7 is re-programmable. To characterize

a device, the oscillator is swept, producing a range of frequencies around the MKID

resonant frequency. During the sweep, A(t)eiϕ(t) traces out the resonator loop (see Fig.

2.3, left). After the loop has been characterized and the optimal readout frequency

identified, the oscillator is fixed at this frequency. In this mode, the down converted

signal, A(t)eiϕ(t), is relatively stationary5 in the complex plane. Now we are ready for

photon detection. When a photon strikes the detector, A(t)eiϕ(t) follows a trajectory

shown in Fig. 2.3. The modulation A(t)eiϕ(t) can be represented by two coordinates

related to the phase and amplitude of the signal. In practice, due to computational

5In reality there is some noise from the readout electronics and MKID device. See Chapter 5 in [18]
for a detailed description of readout and detector noise.
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Figure 1.8: Simulation of MKID photon readout trajectory in the complex plane
and phase time series. Left: the MKID resonator loop is shown in a pink to purple
gradient representing the frequency difference from the resonant frequency. Each
point on the loop corresponds to a different readout frequency with pink being the
resonant frequency. The light purple and dark purple lines show the trajectory the
resonant frequency takes when a low energy and high energy photon hits the MKID,
respectively. Right: The phase of the resonant frequency vs time for the two photon
impacts. The depth of the phase pulse corresponds to the energy of the photon. The
low and high energy photons were constructed to hit at different times for visual
clarity. Data was generated using the MKIDReadoutAnalysis package (see footnote
4).

resource limitations, we only use the higher signal-to-noise phase signal (Fig. 2.3, right)

and throw away amplitude information. This final conversion to phase is accomplished

by evaluating

ϕ(t) = tan−1

(
Q(t)

I(t)

)
, (1.2)

where the loop has been centered and rotated in the complex plane such that the dark

phase is zero and the maximum pulse size is less than 180◦.

Readout Electronics: Many MKIDs

Previously, we discussed the basic electronics needed to set up and read out a single

MKID but we need a succinct way to do this for all 2,000 MKIDs on a feedline. Thank-

fully, many of the signals involved can be combined and extracted using filters, Fourier

methods, and digital signal processing approaches.
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Figure 1.9: Overview of signal generation and readout strategy for a frequency-divi-
sion-multiplexed feedline. Top: MKID feedline transmission. Each dip is a different
resonator and the first three are numbered. Bottom: Corresponding DAC waveform
in Fourier space that would be used to read out this feedline. Every MKID has a
corresponding tone in the readout comb.
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As one example, we can combine all MKID readout frequencies into a single waveform

which is the superposition of all the readout tones. This readout comb can be stored

in digital memory and played by a digital-to-analog converter (DAC). A sample feedline

transmission and corresponding DAC output waveform is shown in Fig. 2.2.

On the input side, an analog-to-digital (ADC) converter is used to sample the fre-

quency comb. Tracking the photon signals from all 2,000 resonators at this point requires

highly-performant algorithms and custom digital signal processing (DSP). The technol-

ogy of choice to implement DSP for this application and similar is a Field Programmable

Gate Array which will be explained in the next section.

1.4 Field Programmable Gate Arrays

Field Programmable Gate Arrays (FPGAs) are custom digital computing platforms

with many advantages for high-data-rate, low-latency, computation-intensive tasks. Un-

like CPUs and GPUs, FPGA contain many I/O pins and are highly-parallel which allow

them to ingest and process large data bandwidths. FPGAs are also fully customizable

and re-programmable, allowing users to implement whatever specific algorithms they

want and to update them as needed. An alternative to FPGAs is Application Specific

Integrated Circuits (ASICs) which are also custom logic designs but they are specific to

one task and are not re-programmable. Since they are not editable, ASIC designs require

significantly more verification, simulation, and optimization. ASIC design cycles tend to

be too long and costly for academic applications but many of the resources in an FPGA

are actually embedded ASICs. The main goal in an FPGA design is choose the right

resources and connect them in the right way such that the FPGA compiler can route all

the wires and realize the circuit. In this section, I’ll provide a lightning recap of FPGA

design fundamentals to provide context for the digital readout design.
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FPGA Resources

An FPGA has a set amount of computing resources which the user can connect

in different ways to implement different algorithms. The type and number of FPGA

resources are critical considerations for a FPGA design.

• DSP48 [58]

The DSP48 or simply “DSP” is the base resource used for digital signal processing.

It includes an efficient structure which can be configured for adds, multiplies, and

accumulation functions common to DSP algorithms. Depending on the specific

design of the algorithm and the FPGA fabric clock speed, a DSP may be shared

amongst multiple math operations. As a general rule of thumb, 1 DSP tile will be

used per multiply per clock.

• LUT [59]

Look-Up-Tables can act as memory or logic. In logic mode, the LUT implements

the equivalent logic circuit’s truth table. In memory mode, LUTs can be used as a

distributed RAM and can cache small amounts of data and implement delay lines

as needed throughout an FPGA design. This is one of the fastest but most scarce

memory resources on an FPGA.

• BRAM [60]

Block RAM is a larger chunk of memory which can be used to store data. Each

BRAM resource stores 18 Kbits. BRAMs have two read and two write ports which

can be operated with different clocks/widths and can act as a true dual port mem-

ory. A typical use of BRAM is to store coefficients for a filter.

• URAM [61]
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UltraRAM is similar to BRAM but is optimized and simplified for large data storage

that does not need simultaneous read and write operations. UltraRAM cascades

data, address, and control signals when connecting multiple URAM instances to-

gether, leading to a resource efficient implementation of a large memory. BRAM

only cascades data lines and uses logic resources such as LUTs to connect multiple

instances together. This optimization makes URAM a good choice for storing the

output waveform used to drive the MKID resonators.

Timing

Another critical consideration for FPGA designs is timing. The digital circuits and

logic operations in the FPGA rely on signals and systems driven by a clock. Many

signals are synchronous and so must both arrive at a given logic gate within a narrow

time interval or else the logic cannot function properly. If the timing constraint is not

met, the design fails timing and will not work. Higher clock speeds and larger distances

between operations can strain timing. In general, FPGA designers use the slowest clock

speed possible and minimal resources so that the FPGA tools have lots of options when

routing the signals and can find a solution that meets timing constraints.

1.4.1 System-On-Chip

Modern FPGA devices are increasingly including embedded ASICs to efficiently per-

form tasks ubiquitous in FPGA designs. The most prominent recent example is the

System-On-Chip or SoC paradigm where a hardened CPU is embedded in the FPGA

programmable logic. The SoC can run a full Linux operating system and is tightly cou-

pled to the FPGA to facilitate control and data movement. Previously, developers had

to implement a soft-core microprocessor, such as a MicroBlazeTM, using FPGA fabric
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Figure 1.10: Overview of the AMD/Xilinx ZynqTM architecture. Figure is reproduced
from [62].

resources; now, the SoC provides a more performant solution and reduces system cost,

complexity, form factor, and power. The leading commercial SoC product is the AMD

/ Xilinx ZynqTM architecture which features an ARM core CPU embedded in the pro-

grammable logic (see Fig.1.10).

The communications, defense, and automotive industries continue to push advance-

ments in high-performance, low-power, real-time computing platforms. Like multiplexed

superconducting detector readout, these industries must also scale to handle larger data

bandwidths in smaller form factors with less power. The theme is integration. Going

forward, we will see how integrated electronics are enabling the next generation MKID

digital readout platform and will hopefully continue to provide scaling advancements in

years to come.

21



Chapter 2

Gen3 MKID Readout

Gen3 Preface and Attributions

This chapter is dedicated to the design, implementation, and performance of the new

MKID digital readout system. This work is reproduced from an article submitted to

AIP Review of Scientific Instruments. An arXiv pre-print is available [63]. The Gen3

MKID readout platform is the result of a collaboration with John I. Bailey, III, Aled

Cuda, Nicholas Zobrist, and Benjamin A. Mazin. I would also like to acknowledge our

collaborators at Fermilab: Gustavo Cancelo, Leandro Stefanazzi, Ken Treptow and Ted

Zmuda who designed and fabricated the original IF board and provided DSP consultation

for Gen3. I would also like to thank Jack Hickish, Mitch Burnett, and Dan Werthimer

along with the rest of the CASPER collaboration for their early advice on FPGA-based

signal processing approaches and for providing insight on RFSoC clocking and overall

performance.
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2.1 Introduction

Microwave Kinetic Inductance Detectors (MKIDs) are promising superconducting de-

tectors with applications for highly-sensitive photon measurements such as those needed

in quantum computing, biological imaging, and astrophysical observations [6, 64, 13, 14,

15, 65]. MKIDs are able to detect the energy and arrival time of single photons using

the changes induced in the kinetic inductance of superconducting materials by incident

photons [66]. This operating principle allows for single-photon counting with zero read

noise or dark current across ultraviolet, optical, and infrared (UVOIR) wavelengths with

microsecond timing precision [67, 68]. MKIDs also natively support multiplexing many

detectors per readout line using frequency-division multiplexing (FDM)–a technique that

will be discussed more in Sec. 2.2.2. FDM provides a feasible means of scaling MKIDs

to large cryogenic arrays suitable for high-resolution imaging.

The focus of our group is to develop UVOIR MKIDs into fast, energy-resolving, single-

photon-counting cameras for scientific imaging and spectroscopy. We have successfully

deployed a twenty-kilopixel UVOIR MKID array in the MKID Exoplanet Camera (MEC)

[41] and have demonstrated several high-contrast imaging astronomy results [42, 69].

We are developing an echelle spectrograph testbench [19] and are also pursing science

applications in quantum information and biological imaging.

Progress has been slowed in part by the current, second-generation MKID digital

readout system (hereafter Gen2) which is excessively large, cumbersome, and power-

hungry by modern standards [70]. Gen2 will not scale for larger ground-based arrays and

is not suitable for future space-based missions. Gen2 also relies on obsolete hardware

and tools, making it exceedingly difficult to update and to integrate modern advances in

photon signal detection.

To alleviate these challenges, we have created the next generation MKID digital read-
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out which is capable of reading out twice as many MKIDs per board with a fraction of the

weight, volume, and power of the previous system. A key advancement is the migration

to the Xilinx RFSoC platform with FPGA-integrated, high-speed analog-to-digital and

digital-to-analog converters (ADCs/DACs). The integrated platform provides a dramatic

reduction in power and device footprint that will enable future high-altitude missions and

ease system scaling. We also leveraged modern FPGA programming tools including Vi-

tis High-Level Synthesis (HLS), which synthesizes C++ code to FPGA-specific hardware

description language, and Python Productivity for Zynq (PYNQ), which facilitates inter-

acting with the FPGA through Python. These tools are more accessible to scientists and

astronomers without specialized knowledge of FPGA design and create a system which

is easier to maintain and upgrade.

In this work, we discuss the system design, implementation, and performance. We

include a brief introduction to MKID readout in Sec. 2.2 to provide context for the

requirements outlined in Sec. 2.3. Next, we describe our approach to system design in

Sec. 2.4 and describe the FPGA implementation including our use of HLS and our timing

closure strategy. We provide performance characterization for the system in loopback in

Sec. 2.5 and include detailed studies of actual cryogenic MKID readout performance in

Sec. 2.5.4. We conclude with a discussion of the system performance in Sec. 2.6 and

describe future directions and next steps. The MKID digital readout described here is

fully open-source and available on GitHub under a GPLv3.0 license1.

2.2 MKID Readout

MKID readout is a rich topic with a large body of prior work dedicated to the un-

derlying physics and improving detector performance [52, 53, 18]. Here we provide a

1
https://github.com/MazinLab/MKIDGen3
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Figure 2.1: Simulated MKID frequency response magnitude (left), phase (center),
and complex representation (right). The difference between the drive frequency and
resonance frequency is shown in a pink to purple gradient on each plot. The optimal
readout frequency is near the resonance frequency (pink).

brief review of core MKID readout signals and the strategy underpinning the digital de-

sign. We include a high-level description of MKID setup and operation to clarify goals,

terminology, and analysis used in the remainder of this work.

2.2.1 MKIDs as Superconducting Resonators

Each MKID pixel is a superconducting LC resonator. Our designs target resonance

frequencies in 4-8 GHz due to commercial availability of cryogenic low-noise amplifiers

in this band. MKIDs are read out using a homodyne scheme where the signal of interest

is a modulation on the readout tone and can be represented as a complex signal. This

signal is acquired by down-converting the readout tone to 0 Hz. A simulated MKID

frequency response is plotted in Fig. 2.1. The IQ loop (Fig. 2.1, right) contains all the

information needed to determine the correct readout frequency, phase offset, and loop

center coordinates for photon readout, and as such characterizing each MKID IQ loop is

an important setup function for MKID readout systems.
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Figure 2.2: Overview of readout strategy for a frequency-division-multiplexed MKID
feedline. Top: MKID feedline transmission. Each dip in transmission is a different
MKID resonator. Bottom: Cartoon representation of corresponding DAC waveform
in Fourier space that would be used to read out this feedline. Every MKID has a
corresponding tone in the readout comb near its resonance frequency. The first three
MKIDs shown in the feedline and their corresponding readout tones in the frequency
comb are numbered.
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2.2.2 Frequency-Division Multiplexing

MKIDs use frequency-division multiplexing to thread many superconducting res-

onators on a single readout line. This technique allows MKID readout signals to share a

microwave feedline, conserving cryogenic heat load and promoting the creation of large

arrays. A sample transmission from a real MKID feedline is shown in Fig. 2.2, (top).

Each resonator is fabricated with a different resonance frequency, allowing each resonator

to be addressed by its unique resonance. We target 2048 resonators with a spacing of

2 MHz but lose 10% to 40% of pixels due to resonator collisions and other fabrication

process uncertainties. More details on MKID array fabrication are provided in references

[71, 72, 54]. Each feedline represents a base unit for a full MKID array with each feedline

being an imperfect copy of the others. In this work, references to multi-MKID readout

refer to a single feedline with the understanding that a high-level control program can

aggregate data from each feedline to create array-level data products.

2.2.3 MKID Feedline Setup

After fabrication, the precise locations of the pixels and their optimal readout param-

eters are unknown. The digital readout uses a reprogrammable local oscillator (LO) to

sweep a comb of uniform tones across the 4-8 GHz feedline while collecting transmission

data, similar to a vector network analyzer. The frequency sweep is repeated at different

powers and the resulting IQ loops are used to determine the optimal readout frequency,

power, phase offset, and loop center coordinates for each MKID. The readout powers and

frequencies are used to generate a customized DAC output consisting of a superposition

of the readout tones (see Fig. 2.2, bottom). The phase offsets and loop center coor-

dinates are used to rotate and center each IQ loop in order to standardize the photon

response curve. After the optimal readout tones and powers have been used to generate
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Figure 2.3: Simulation of MKID photon readout. Left: the MKID resonator loop
is shown in a pink to purple gradient representing the frequency difference from the
resonant frequency. The light purple and dark purple lines show the trajectory the
resonant frequency takes when a low energy and high energy photon hits the MKID,
respectively. Right: The phase of the resonant frequency versus time for the two
photon impacts. The depth of the phase pulse corresponds to the energy of the
photon. The two photons were constructed to hit at different times for visual clarity.

the readout waveform and the IQ loops have been rotated and centered, the device is

ready for photon readout.

2.2.4 Photon Readout

When a photon strikes the detector, the down-converted readout tone follows a tra-

jectory through the IQ plane simulated in Fig. 2.3, left. To simplify readout, we compute

the phase of the trajectory, tan−1(Q/I), and use this one-dimensional signal to charac-

terize the incident photon (see Fig. 2.3, right). The start of the phase pulse signifies

when the photon hit the detector and the pulse height corresponds to the photon energy.

2.2.5 Resolving Power

Our ability to determine the energy of the incident photon is an important science

metric. The resolving power, R, is defined as

R =
E

∆E
≃ λ

∆λ
, (2.1)
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where E is the photon energy and ∆E is the energy uncertainty. The relation can

be expressed in wavelength-space assuming ∆E is small, but in this work we do all

calculations and analysis in energy-space. R is fundamentally limited by the detector

design but can also be negatively impacted by phase noise in the probe tone from readout

electronics.

R is characterized using a series of lasers with known wavelength. Each laser pro-

duces counts with varying pulse heights corresponding to a single photon energy. The

full-width-half-max of the distribution of pulse heights is the energy uncertainty. The

measured mean pulse height is fit to known laser energy to produce a mapping from

phase to energy. Full details of R characterization are available in reference [18].

2.3 Requirements

The next generation MKID digital readout system must perform several key functions

and adhere to science-driven noise requirements while meeting hardware constraints. The

overarching goal is to serve as the digital readout system for a 20,000+ pixel UVOIR

MKID instrument. The system is expected to both set up and read out the MKID array.

Key objectives, requirements, performance criteria, and constraints are explored in the

following sections.

2.3.1 Key Objectives

Several objectives and philosophies played into the system design. Most importantly,

we wanted to maximize the number of detectors read out while minimizing the weight,

volume, and power of the readout electronics. We also wanted to create a system that

is straightforward to migrate to future platforms. This will allow us to continually take

advantage of advances in analog-integrated electronics driven by commercial industry.
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Another goal was to create a system that is easy for scientists and others without prior

FPGA design experience to use, maintain, and improve. In service of this goal and to

maximize future collaboration and scientific utility, the system design favors open-source

tools and uses more-approachable high-level-synthesis wherever possible.

2.3.2 Functional Requirements

There are several functions the system must perform to effectively read out an MKID

feedline. To begin the setup and readout process, the system must be able to generate

a 4-8 GHz readout waveform with up to 2048 run-time-programmable frequencies and

powers. Each of the 2048 user-defined MKID readout frequencies constitutes a readout

channel. For every independent channel, the system must be able to do the following

continuously and in real-time:

• Down-convert the channel.

• Apply a translational and rotational coordinate transform to the down-converted

signal.

• Calculate the channel phase.

• Apply a custom, user-defined filter to the channel phase.

• Continuously monitor the channel phase, searching for and recording photon events:

the arrival time, pulse height, and channel number.

For setup and calibration, the system must be able to capture the following data in finite

intervals:

• The full data rate input waveform.

• The IQ loop of every channel.
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Table 2.1: Summary of signal and noise performance requirements and achievements.

Signal or Noise Metric Requirement Req. Section Achieved Perf. Section

Readout Tone Frequency Resolution ≤ 7.813 kHz Section 2.3.3 7.813 kHz Section 2.4.3
Readout Tone Amplitude Control ≤ 1 dB Section 2.3.3 0.25 dB Section 2.4.1
Channel Cross Talk ≤ -30 dB Section 2.3.3 ≤ -30 dB Section 2.5.2
Intermodulation Spurs ≤ -30 dB Section 2.3.3 ≤ -30 dB Section 2.5.2
Resolving Power, Single MKID R ≥ 7 at 808 nm Section 2.3.3 R = 7 at 808 nm Section 2.5.4
Resolving Power, 2048 MKIDs R ≥ 4 at 808 nm Section 2.3.3 R = 4 at 808 nm Section 2.5.4
Timing Resolution ≤ 1 µs Section 2.3.3 1 µs Section 2.4.3
Absolute Timing Precision ≤ 1 µs Section 2.3.3 ≤ 500 ns Section 2.4.3

• The phase time stream of every channel.

These captures must each be able to occur simultaneously with photon monitoring as

they can provide valuable debug information during an observing run. To debug photon

triggering, the system must also be able to simultaneously record a subset of user-defined

IQ and phase time streams for a short interval around each photon trigger.

2.3.3 Signal and Noise Requirements

Signal and noise requirements for UVOIR MKID readout can be complex, often in-

volving application-specific trade-offs. In this section, we list the the main performance

criteria that are common to most use cases and drive design decisions. Requirements are

summarized in Table 2.1.

Tone Generation

Readout tone frequency precision will impact the detector’s perceived responsively

and linearity. Errors in tone amplitude affect responsively as well as the phase noise floor.

The magnitude of these effects depends on device characteristics including the resonator

quality factor and asymmetry. We demonstrated 7.813 kHz frequency resolution and 1

dB amplitude control is sufficient to avoid noticeable performance degradation in the

Gen2 readout [70].
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Cross Talk and Intermodulation Distortion

Cross talk between channels and spurious signals from intermodulation distortion

(IMD) cause line noise in the phase time stream that can distort pulse heights and

ultimately degrade resolving power. The worst line noise comes from cross talk in the

cryogenic MKID device and images generated by gain and phase imbalance in the IQ

analog signal chain. Both noise sources can produce spurious signals 20 to 30 dB down

from the read out tones. Presently, the IQ mixers are necessary to interface the cryogenic

and room temperature electronics and so we require the digital readout crosstalk and IMD

to be no worse than -30 dB as referenced to the readout tones.

Resolving Power

The resolving power is an important figure of merit used to characterize the detector’s

ability to discern the energy of the incident photon (see Sec. 2.2.5). Pinning down a

resolving power requirement specific to the digital readout can be challenging because

many other factors including the detector design and fabrication, the cryogenic system

and signal chain, the setup and calibration quality, and the off-line data analysis methods

can all impact the measurement. To develop our requirement, we bound our system

between two extremes: a best-case scenario and a worst-case scenario.

The best-case scenario performance should about match our in-lab, analog-based,

MKID readout which can only read out a single MKID at a time and is nominally used

to provide feedback for detector design and fabrication cycles. This system uses a dilu-

tion refrigerator (20 mK) with a first-stage, quantum-noise-limited amplifier (TWPA),

commercial analog electronics, and Python analysis package with extensive device mod-

eling to measure the best-possible resolving power of individual MKID devices. Zobrist

et al. [67] demonstrated a resolving power of 8.9 at 808 nm on a PtSi MKID [73] with
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this system. However, the analysis methods included a wavelength-specific, 500-point+

matched filter and resonator-specific, two-dimensional, quadratic coordinate transform

[74]– both of which are not feasible for an FPGA-based instrument at our target scale.

To compensate for the difference in analysis methods, we relax our best-case scenario

requirement to R ≥ 7 when reading out a single PtSi, array-style MKID with 808 nm

photons.

The worst-case scenario performance should be better than or equal to what was

achieved by the previous Gen2 system in the field. Gen2 was deployed to the summit

of Mauna Kea with the MKID Exoplanet Camera (MEC) which features an adiabatic

demagnetization refrigerator (90 mK) with a first-stage, Low Noise Factory HEMT am-

plifier. The Gen2 Python code uses a machine-learning-based approach to semi-automate

the set up and read out of 1024 pixels per board. MEC achieved a median R of 4 at 850

nm across the PiSi MKID array. This sets our worst-case scenario requirement to R ≥ 4

at 808 nm2 for a PtSi array-style MKID when all 2048 readout channels are active in

Gen3.

Timing Precision

Millisecond photon arrival resolution is sufficient for most astronomical sources with

the notable exception of pulsar timing studies, which benefit from microsecond precision

[75]. In quantum photonics applications, microsecond or better timing precision is pre-

ferred [76]. In UVOIR MKID devices, the pulse relaxation time is typically on the order

of microseconds. As demonstrated in the Gen2 system [70], a sample rate of 1 microsec-

ond is sufficient to resolve the pulse peak to within a microsecond and provides enough

bandwidth to facilitate signal processing techniques aimed at improving the resolving

2We set our requirement at 808 nm despite the fact MEC was characterized at 850 nm due to difference
in availability of laser sources between Subaru Telescope and our lab at UCSB.
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power.

2.3.4 Constraints

In addition to meeting the performance goals, the new digital readout must adhere

to several practical constraints.

Cryogenic Interface and MKID Bandwidth

The UVOIR MKIDs are designed with resonance frequencies in the 4-8 GHz band

because this is where cryogenic low-noise amplifiers and other specialized components are

commercially available. The readout system must be able to supply, sample, and process

signals in this bandwidth.

Hardware

Due to budget and time restrictions, we are unable to support designing or com-

missioning a custom analog or digital board and must use existing technology. There

are presently no suitable commercial options for the analog interface between the DAC

output and cryogenic input, so we must re-purpose existing Gen2 IF boards [70].

Data Rate

The system must be able to support a count rate of 5,000 counts per second on every

pixel. The system should not drop any registered photon data less than this level and

should notify users if photons are being dropped.
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Setup Time and Stability

In the past, MKID instruments have been deployed with adiabatic demagnetization

refrigerator (ADR) cryogenic systems. ADRs are well-suited for observatory environ-

ments, but impose a time constraint because they can only keep the MKID array cold for

a finite hold time. The readout system must be able to perform all setup and calibration

steps within this hold time with enough time left over to conduct science observations. In

practice, the readout must be able to set up an array from scratch in a few hours. Sim-

ilarly, the readout must be stable and able to continuously observe and record photons

for a typical observing night (at least eight hours).

2.4 System Design

The Gen3 readout system is based on a Xilinx, analog-integrated FPGA (RFSoC).

The integrated platform removes the need for external ADCs and DACs, greatly reducing

power consumption and device footprint. At present, the fastest available integrated ADC

sampling rate is 5.9 GSPS in the Xilinx RFSoC DFE device [62]. To directly sample the

4-8 GHz readout band, the DFE ADC would have to be operated in the third Nyquist

zone which is not naively supported [77]. With direct RF seemingly still out of reach,

we opted to build the system around the slower Gen3 RFSoC part which is available in

a small, cost-effective academic board: the RFSoC4x2.

The RFSoC4x2 data converters generate and sample the MKID readout tones using

quadrature sampling. An intermediate frequency (IF) mixing board is used to trans-

late the quadrature signals to and from the microwave readout band. The FPGA pro-

grammable logic implements the main digital signal processing pipeline and calibration

capture functions. The RFSoC4x2 processing system is used to command and configure

the programmable logic as well as peripherals on the IF board. All system communication
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Figure 2.4: Photo of MKID digital readout during MKID readout. MKIDs (not
shown) are housed at 90 mK inside the dilution refrigerator. Light is passed through
the window on the dilution refrigerator front plate. Microwave multiplexed readout
signals are driven and acquired by the RFSoC and IF boards via a cryogenic signal
chain (not shown). Photon data is saved to network storage over 1 Gigabit Ethernet.
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Table 2.2: Gen2 vs. Gen3 system specifications and capabilities.

Specifications Gen2: ROACH2 Gen3: RFSoC4x2
Dimensions 24”x12”x4” 10”x6”x2”
Weight 10 kg 2 kg
RF Bandwidth 2 GHz 4 GHz
MKID Pixels 1024 2048
Data Rate 40 MiB/s 80 MiB/s + 16 GiB/s
Cost $10/pixel $3/pixel
Power 175 mW / pixel 25 mW / pixel
Network 1 GbE 1 GbE + 100 GbE
Design System ISE/Simulink/CASPER Vivado/PYNQ/HLS
Control Python 2.7 Python 3.11 / ZeroMQ

and data transfer happens over 1 Gigabit Ethernet.

The readout platform can be run via a Jupyter notebook, acting as a lab-based MKID

diagnostic platform, or via a client/server software that facilitates full feedline setup and

multi-board photon readout [78]. Subsystems are detailed in the following sections.

2.4.1 Hardware

A picture of the Gen3 readout hardware and experimental setup is shown in Fig. 2.4.

Migrating to the RFSoC4x2 platform resulted in a dramatic reduction in the weight,

volume, and power of the readout electronics. In addition to using only one fifth the

power as the previous Gen2 system, the data converters are twice as fast, allowing us to

double the number of detectors read out per board. A to-scale picture showing the size

reduction from Gen2 to Gen3 is shown in Fig. 2.5. Key specifications between the two

systems are tabulated in Table 2.2.
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Figure 2.5: Scale photo comparison of previous system (Gen2) ROACH2 hardware
(left) and Gen3 RFSoC4x2 hardware (right). The same IF board is used in both
systems with a few modified components. The Gen3 RFSoC4x2 is significantly smaller,
lighter, and more power efficient and is capable of reading out 2x as many detectors
as the ROACH2.
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IF Board and Carrier

The IF board is responsible for translating the ±2 GHz readout waveform to the

4-8 GHz microwave band. It is a modified version of the same board used to convert

signals in the Gen2 system [70]. To accommodate the RFSoC’s increased bandwidth, we

swapped the 630 MHz (LFCN-630+) anti-aliasing filters on the I and Q DAC output IF

to RF paths for the 2 GHz version (LFCN-2000+). We also swapped 800 MHz (LFCN-

800+) and 1800 MHz (LFCN-1800+) anti-aliasing filters on the I and Q RF to IF ADC

input signal paths with the 2 GHz (LFCN-2000+) and 3.8 GHz (LFCN-3800+) versions,

respectively.

The input and output RF ports each have two programmable attenuators which

together can be adjusted from 0 to 63 dB in steps of 0.25 dB. This allows adjusting the

waveform power going into the fridge, to optimally drive the MKID resonators, and into

the RFSoC, to utilize the full ADC dynamic range. The IF board receiver path has an

amplifier chain totaling 88 dB of gain to boost the small cryogenic signals. The board

also features a TRF3765 programmable LO and complex mixers which can be used to

sweep RFSoC-driven frequencies to different parts of the microwave readout band.

The IF board is powered by a simple 12 V carrier board (see blue board in Fig.

2.4 under the IF Board). The programmable components are controlled by the carrier’s

Arduino Nano which is commanded by the RFSoC over USB.

RFSoC4x2

Both RFSoC4x2 DACs and two of the ADCs are run at 4.096 GSPS to create a

quadrature sampled readout waveform with frequencies in ±2 GHz. The FPGA imple-

ments a high-throughput digital signal processing pipeline to down-convert each readout

tone and monitor the phase.
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The RFSoC integrated ARM core runs Ubuntu-flavored Linux and serves as the

command and control hub for each feedline readout. The processing system (PS) and

programmable logic (PL) each have 4 GiB of available DDR4 SDRAM. The PL DDR4

serves as a data buffer for setup and calibration captures while the PS DDR4 is used for

continuous photon capture and pixel monitoring. All FPGA capture, configuration, and

control signals are managed by a Python package running on the PS. The PS is also able

to program the IF board LO and attenuators to facilitate sweeps.

The RFSoC4x2 platform has several quirks which impacted system design. The first

was data converter synchronization. We found the phase mismatch between the DAC

tile clocks disrupted the quadrature phase relation of our signals enough to cause -20 dB

image tones. This did not meet our -30 dB IMD requirement (Sec. 2.3) and forced us to

implement Multi-Tile Synchronization (MTS) [79]. MTS suppresses the image tones to

-40 dB but adds complexity and constraints to the clocking architecture.

The other quirk was the platform’s default MPSoC clock configuration led the 1

Gigabit Ethernet to perform at roughly one-third capacity. We found the current 4x2

board support package (BSP) configures the full power domain main clock slower than

the low power domain switch. We modified the BSP to correct this and recovered near

line rate 1 GbE performance. More information on the Zynq UltraScale+ MPSoC is

provided in reference [62].

2.4.2 FPGA Design

The FPGA design followed a similar strategy to the Gen2 system but with several

optimizations to manage double the number of channels and speed up data capture. The

MKID readout waveform is computed in software and written to a large FPGA memory

buffer where it can be replayed from the DACs in a loop. After the waveform passes
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through the feedline, it is sampled by the ADCs which feed into an intensive real-time

processing pipeline. The digital signal processing steps are described in the following

section.

Digital Signal Processing

An overview of the key digital signal processing (DSP) steps is shown in Fig. 2.6.

After the 4 GHz waveform is injected into the programmable logic, it must be channelized

into 2048 MKID channels. Due to fabrication uncertainties, the channelizer must be able

to down-convert 2048 channels from arbitrary position in the microwave band. We use

a two-stage oversampled polyphase filter bank (OPFB) channelizer followed by a direct

digital-down-converter (DDC). The OPFB produces 4096, 2 MHz coarse channels which

overlap 50%. This allows every MKID readout tone to pass through the channelizer

un-attenuated. The OPFB was highly-optimized as it is the most resource-intensive step

and it is the subject of its own publication [80].

After the OPFB, the Bin Select core selects the 2048 user-defined channels which

contain MKID readout tones, copying bins with multiple tones as needed, and feeds

them to the DDC. The DDC multiplies each channel by the complex conjugate of the

readout tone to do the final down-conversion. The DDC core is also responsible for

applying each channel’s custom coordinate transform. The DDC complex multiplier

includes an optional phase offset which can individually rotate each MKID loop. The

core also implements a complex subtraction which serves to center each MKID loop.

After each readout tone has been fully down-converted and the coordinate transform has

been applied, each channel is low-pass filtered to remove other MKID readout signals

that may fall in the same OPFB bin. The channels are decimated to produce 2048, 1

MHz fine channels each with one MKID readout tone in the center.

The next step is to convert each channel to phase by evaluating tan−1(Q/I). This
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operation results in 2048 phase time series each sampled every 1 microsecond. To further

reduce phase noise, we apply a custom matched filter to every channel. The matched

filter generation process in summarized in Fig. 2.7. For every pixel on the feedline, we

average unfiltered laser photons from the middle of the energy band to characterize the

detector signal. We also estimate the channel phase noise by averaging the noise power

spectral density when there are no photons arriving. With the measured signal and noise,

we construct a matched filter for every channel.

After the matched filter enhances photon signals and suppresses channel-specific noise,

we are finally ready for photon triggering. The trigger behavior is shown for a filtered

pulse in Fig. 2.8. Once the pulse crosses the threshold, the channel triggers. The

minimum phase value is continually updated for a number of samples specified by the

holdoff parameter. After the holdoff counter expires, the photon energy is recorded as

the minimum value in the window and the channel is free to trigger again. The photon

time, energy, and channel are recorded to disk.

2.4.3 Implementation

The FPGA design was implemented using Vivado 2021.1 in an IP integrator-based

project flow. A system block design is shown in Fig. 2.9. Resource utilization in sum-

marized in Table 3.2 and device area utilization is highlighted by block in Fig. 2.11. The

implementation is notable for realizing an intensive signal processing pipeline, requiring

a large percentage of the FPGA resources at high clock rates, while using high-level syn-

thesis tools. In this section, we will describe our approach to implementation, starting

with our choice of tools.
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channels. Some bins may 
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Figure 2.6: Summary of key digital signal processing steps for frequency-division-mul-
tiplexed MKID readout. Signals are first channelized with a two-stage oversampled
polyphase filter bank channelizer (OPFB) and direct digital-down-converter (DDC).
The MKID tones are then filtered by custom matched filters before a trigger records
photon time, energy, and location across all 2048 channels.
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Figure 2.7: Overview of MKID-specific matched filter generation. Photon pulses are
recorded for each MKID pixel (upper left). Pulses are averaged in time to remove
random noise and create a pulse template (upper right). Phase time streams from
segments without photon pulses are averaged in the Fourier domain to estimate the
phase noise in each channel (lower left). A Wiener filter is computed from the template
and the noise and a final low pass filter is applied to produce each channel’s matched
filter (lower right).
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Figure 2.8: Trigger operation on a filtered pulse. Once the phase crosses below the
pixel’s threshold, the channel triggers. During the trigger state, the minimum phase
value is updated for some number of samples specified by the holdoff value. The
minimum phase value in the holdoff window is recorded as the photon energy. After
the holdoff expires, the channel is eligible to trigger again. Both the threshold and
holdoff settings are calibrated per pixel.
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Tools

All custom IP blocks, barring a few exceptions discussed below, were implemented

using Vitis High-Level Synthesis (HLS) which synthesizes high-level C/C++ code to

low-level hardware description language (HDL). HLS has the advantage of being more

accessible to scientists without experience in hardware description language (HDL) and

can be more flexible and easier to port to new hardware. However, it is notorious for

using more resources and increasing timing strain. We developed several strategies for

HLS usage to improve resource utilization and timing closure:

• Small, single task, HLS blocks are preferable to complex blocks.

• Clean, small internal functions can significantly improve generated HDL.

• Partitioned temporary variables in unrolled loops is preferable to automatic infer-

ence within a loop.

• The ap ctrl none pragma directive can significantly improve control and logic

optimization.

• Manually picking bits instead of using the DATAPACK pragma directive can be vital.

• It is better to place memory resources such as BRAM and URAM manually using

the IP generator in Vivado than to infer them in HLS.

• External AXIS to AXI conversion is necessary for continuous writes.

To help close timing in the full design, we used Vivado Intelligent Design Runs (IDR).

IDR uses ML-based strategy predictions and incremental compile to help close timing

in Vivado in tight designs [81]. We used quality of result (QOR) suggestions and IDR-

implemented runs to identify optimizations and achieve timing closure in the full design.

Subsystem-specific strategies are discussed in context below.
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Waveform Replay

The DAC Replay block streams a repeating waveform consisting of 219 complex sam-

ples from a look-up-table (LUT) to the 4.096 GSPS DACs. The LUT size and DAC

sample rate achieve 7.813 kHz frequency resolution for each superimposed tone in the

readout comb. The table stores the 32-bit complex samples in a 2 MiB URAM buffer. An

external URAM was used in Vivado as opposed HLS inference because HLS would not

properly cascade the URAM blocks–a necessary optimization for reducing logic routing

resources.

Channelizer

The OPFB, Bin Select, and DDC subsystems implement the channelizer. The OPFB

is implemented using two HLS blocks that route and reorder data, sixteen parallel Xilinx

FIR cores that implement the filter, and the Xilinx SSR FFT block exported from System

Generator / Model Composer. Full implementation details are provided in Smith et al.

[80].

The Bin Select block caches eight copies of the preceding 4096-point FFT frame and

routes them into eight parallel output lanes in any order (i.e., the pathological case of

2048 resonators in a single channel is supported). The channel order is run-time user

programmable via AXI4-Lite.

The DDC uses external BRAMs to store phase increments, offsets, and centers which

are used with an internal cosine LUT to down-convert the channels and apply the complex

rotation and translation coordinate transform. The DDC values are channel-specific and

run-time user programmable over AXI4-Lite. A Xilinx FIR filter implements a low-pass

and decimate operation to produce the fine channels.
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Convert to Phase and Filter

The complex, demodulated signals are converted to phase through parallel Xilinx

CORDIC [82] cores which implement tan−1(Q/I). The matched filters are implemented

using re-programmable Xilinx FIR compiler cores [83]. The filter coefficients are run-time

user programmable over AXI4-Lite.

Photon Event Trigger

The trigger is user-programmed at run-time with 2048 thresholds and holdoffs unique

to each channel. The threshold is encoded as an 8-bit signed value allowing the phase

threshold to be set with 0.02 radian precision. The holdoff value indicates the number of

samples (microseconds) until a subsequent trigger is permitted. The holdoff takes integer

values between 8 and 254. The maximum value of 254 corresponds to 254 microseconds

which exceeds the typical filtered pulse recovery time (see Fig. 2.8).

Photon Capture

Photon capture is implemented using a pair of 800 KiB buffers. The processing system

reads from one buffer while the other records photon data. The buffer is rotated either

when full or when two photons arrive a user-defined interval (∼ 0.0005 − 1 s) after the

first buffered photon.

Postage Capture

The postage capture system is capable of recording a 127-microsecond IQ time series

window of up to 8000 total trigger events across any of 16 user-selected channels.
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Capture Subsystem

The capture subsystem manages data capture from various places in the signal pro-

cessing pipeline to facilitate MKID feedline characterization and setup. An overview of

the capture hierarchy is shown in Fig. 2.10. The system is backed by the PL DDR4

which provides 4 GiB of SDRAM storage. It is implemented using parallel HLS blocks

that select user-requested groups of channels or, in the case of ADC capture, combine I

and Q signals. A small, open-source RTL core [84] is used to translate the AXI4-Stream

interface to AXI4 transactions because HLS generated AXI4S-AXI4M interfaces do not

support continuous write at the gigabyte level. AXI4 glue logic is used to cross clock

domains and buffer the data before it is written to DDR4. The memory interface gener-

ator (MIG) is clocked at 333 MHz with a 512-bit bus, providing around 16 GiB/s offload

bandwidth.

Routing congestion caused by I/O pins to the PL DDR4 being proximate to the

RFDC I/O pins caused trouble closing timing in the capture subsystem. A successful

IDR run suggested the problem could be alleviated by constraining the MIG to the right

side of the chip to create open lanes for the DAC output routing. The resulting square

Pblock is visible in the placement view (see Fig. 2.11).

Timestamps

Photon timestamps are provided by a time keeping core that supports several different

modes. In basic operation, timestamps are generated using a 19-hour, 1 microsecond

counter. All RFSoC boards are synchronized using the pulse-per-second (PPS) input

linked to a GPS signal, providing a pulse each time the second rolls over. The current

second as determined by UTC accessed from an NTP server by the processing system is

synchronized with the PPS signal. The 36-bit, UTC-based timestamp is associated with
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Figure 2.9: Programmable logic system block design. Two 4.096 GSPS DACs produce
the output waveform via a URAM lookup table. Two 4.096 GSPS ADCs feed data to a
signal processing pipeline which monitors the phase of 2048 channels for photon events.
A calibration capture subsystem routes streams to the PL DRAM, providing snapshots
of data that can be used for setup and calibration tasks, such as identifying the
MKID resonant frequencies, optimal readout powers, and phase biases. The processing
system is used to configure blocks over AXI4-Lite and acts and the system command
and control. Blocks implemented in Vivado/Vitis High-Level-Synthesis are shown in
blue. Protocols and data-widths are labeled for select pathways.

Table 2.3: Resource utilization.

Resource Number % of ZU48DR
CLB 36012 68%
LUT (Logic) 79809 19%
LUT (Memory) 98368 46%
BRAM 262 24%
URAM 64 80%
DSP 475 11%

each phase sample in the trigger block and recorded when a photon event is triggered.

The resulting system provides 1 µs timing resolution. Absolute timing error between

boards was measured to be less than 150 ns3.

2.4.4 Software

The project software is based primarily on the Python Productivity for ZYNQ (PYNQ)

framework. PYNQ is an open-source, AMD/Xilinx maintained project that facilitates

3PPS signal was generated by a Stanford Research FS725 10 MHz Rubidium Frequency Standard.
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Figure 2.10: Capture subsystem block design. Three HLS blocks (blue) package
different streaming data formats from different places in the signal processing pathway.
An AXIS switch selects the data stream to be captured. A dual-clocked FIFO feeds the
selected data stream to an open source RTL core which produces AXI transactions for
off-chip communication. The data is sent to the PL DDR4 via an AXI Smart connect
and the Memory Interface Generator (MIG). The system is able to capture up to 4
GiB at 16 GiB/s.

interacting with and programming a ZYNQ architecture-based FPGA through Python

[85]. PYNQ provides a Linux-based image, Jupyter notebook server, and extensible

Python packages all running on the MPSoC. The mkidgen3 package includes Python

drivers for the FPGA design IP, MKID-specific setup and calibration functions, and di-

agnostic plots. In the following subsections we detail our adoption and adaptation of the

PYNQ framework to support MKID readout.

Deviations from the PYNQ Image

The mkidgen3 system image has two main modifications from the Ubuntu 22.04-

based PYNQ 3.0.1 stock image. First, we reserved a segment in the device tree for the

PL DDR4. Editing the device tree allowed more robust, full integration of the PL DDR4

with the PYNQ memory model and recommended pynq.allocate method. The second

adaptation was to patch the xrfdc Bare Metal C RFDC driver to include MTS-related

functions. These deviations are documented in the main project repository.
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Figure 2.11: Overview of the RFSoC ZU48DR device chip area utilization. Key signal
processing subsystems are highlighted with different colors. Select FPGA resources
are summarized for the highlighted systems on the right.
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Python Drivers

PYNQ provides a simple methodology to create Python drivers for IP. The framework

parses the Vivado-generated hardware hand-off (.hwh) file, effectively auto-discovering

IP, and provides the user with a pynq.Overlay object that can be used to command

and control design IP through its associated register map. We use this approach to write

Python drivers for all configurable IP in the design. The PYNQ drivers can be used

directly to set up and read out MKIDs using the on-board Jupyter notebook server or

through remote Python execution, i.e., over ssh.

Server Architecture

The software ecosystem also includes high-level client and server software that facili-

tate array-level set up, capture, and observations and is intended for use in a multi-board

MKID instrument environment. Commands are based on the zmq request-reply pattern

with each RFSoC running a feedline server that schedules capture requests from the client

and guarantees all captures occur with the required FPGA state. Resulting capture data

and status updates are broadcast via the zmq pub-sub pattern, allowing any network

device to monitor photon or engineering data. At the time of writing, the server is still

undergoing testing and will be fully detailed in a future publication.

2.5 System Performance Characterization

The Gen3 MKID readout system has been successfully demonstrated in lab and meets

all performance requirements outlined in Sec. 2.3. The system was characterized in three

configurations:

1. RFDC Loopback: The RFSoC4x2 I and Q ADCs are directly connected to the
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I and Q DACs, respectively, with short, matched cables.

2. IF Loopback: The IF board RF Out is connected to the IF board RF In with a

30 dB fixed attenuator in-between.

3. MKID Measurement: The full system is connected to a cryogenic UVOIR MKID

device (see Fig. 2.12).

In all configurations, a Stanford Research FS725 10 MHz rubidium frequency standard

was used to synchronize the RFSoC4x2 and IF board clocks and provide the PPS signal.

2.5.1 Multi-MKID Readout Approximation

A pseudo-random comb was used to simulate the simultaneous readout of 2048

MKIDs. The comb consists of a superposition of readout tones where each tone is ran-

domly placed in every other 2 MHz coarse channel in the ± 2 GHz readout band for a

total of 2048 approximately-evenly-spaced tones. The tones are designed to be no closer

than 300 kHz to their 2 MHz channel edge which mimics the OPFB overlap region and

simplifies channel assignment in the FPGA. The resulting waveform is similar to what we

find with modern UVOIR MKID devices and provides realistic conditions for evaluating

multi-MKID readout performance.

2.5.2 Output Comb Performance

A 2048-tone, uniform-amplitude, pseudo-random-frequency (see Sec. 2.5.1) comb

was generated and played out the DACs to simulate an MKID readout waveform. The

output tone and image powers for all frequencies in IF loopback and in RFDC loopback

are shown in Fig. 2.13. In RFDC loopback, the comb is fairly uniform, showing only a

few dB variation across the ± 2 GHz readout band. The image tones are at most -30
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Figure 2.12: Experimental setup for system performance characterization. RFDC
loopback measurements were taken with the RFSoC DAC I and Q connected to
the RFSoC ADC I and Q ports via external SMA cables (not shown). IF loopback
measurements were taken with the IF board RF Out connected to the IF board RF In
with a 30 dB fixed attenuator in-between the ports (not shown). MKID measurements
were taken with the setup shown and include the cryogenic wiring and amplifier chain.
During MKID testing, lasers are shone through a window in the cryostat to illuminate
the device with known-energy photons.
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dB at the band edges and meet our performance requirement (Sec. 2.3.3). In the IF

loopback, the output tone power is more attenuated and non-uniform across the band.

The attenuation at the edges of the 4 GHz band are caused by imperfect roll-off in the IF

board analog anti-aliasing low-pass filters (see Sec. 2.4.1). Ripples in the tone power are

caused by impedance mismatches which launch reflections and creating standing waves

in the IF board. The real-valued frequencies (0, 2 GHz) are more attenuated than the

imaginary-valued frequencies (-2 GHz, 0), likely due to excess attenuation in the IF

board I signal path. We hypothesize the manual rework of the anti-aliasing filters in-

house resulted in poor microwave hygiene and wide variation between signal paths in the

IF board, leading to reduced performance.

2.5.3 Phase Noise

The phase power spectral density from a down-converted readout tone is shown in

Fig. 2.14. The phase noise floor is fit with the red dashed line and is approximately -80

dBc/Hz. There is some line noise present around 150 kHz, possibly from electromagnetic

interference in the lab or a nearby image tone. Line noise can also be generated from

rounding errors in the DSP pipeline which uses truncation as the default rounding mode

to conserve FPGA resources. Truncation can introduce a DC bias, for example in an

OPFB channel, which may be up-converted to an image tone during the DDC multiply

operation.

Fig. 2.15 shows the PSD-floor fit for all 2048 channels in the pseudo-random-tone

waveform. The PSD floors follow a pattern inverse to the IF loopback tone power mea-

sured in Fig. 2.13, with the real-valued frequencies showing more noise. This pattern is

indicative of the same issue with the IF board microwave hygiene and poor transmission

performance in the I signal path.
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Figure 2.13: Power level of 2048 driven readout tones taken with the system in RFDC
loopback (solid purple) and IF loopback (dashed blue). Power level of non-ideal images
tones created by IQ imbalance are shown for IF loopback (dotted gold) and RFDC
loopback (solid red). As expected, the IF loopback traces show more tone power loss
and higher image tones due to IQ imbalance and impedance mismatches. The effects
of the IF board anti-aliasing filters are also visible as attenuation at the edges of the
band in the IF loopback tone trace.
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Figure 2.14: Phase noise power spectral density in a single channel. No matched
filter is applied. The data was collected with the system in IF loopback with 2048
pseudo-random tones. The white noise floor is fit with the red dashed line.
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Figure 2.15: Phase noise power spectral density noise floor fit in all channels. The
data was collected with the system in IF loopback with 2048 pseudo-random tones
running. The white noise floor was fit and recorded for each channel as shown in Fig
2.14. The phase noise drifts ∼10 dB across the band, likely due to IQ imbalances in
the system.
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2.5.4 MKID Readout

The Gen3 readout system was also characterized in lab using a real MKID and a series

of lasers. These studies provide a concrete means to study the system’s energy-resolving

capability and help disentangle effects of readout-specific noise on scientific utility.

Experimental Setup

The MKID device was a PtSi-on-sapphire, array-style chip4 with the same design and

manufacturing process used for the device in MEC and in Zobrist et al. [67]. The MKID

was cooled in a dilution refrigerator (20 mK) with a first-stage, quantum-noise-limited

parametric amplifier [86]. Lasers at 405.9 nm, 663.1 nm, and 808.0 nm illuminated the

MKID through windows in the the dilution refrigerator. The experimental setup is shown

in Fig. 2.12.

A single 4.5 GHz MKID was characterized, biased, and prepared for photon readout

using the mkidgen3 Python package on the RFSoC-hosted Jupyter Notebook. The res-

onator was set up manually using a series of sweeps and was ultimately biased at the

correct frequency using the IF board programmable LO, and the correct power using

the IF board RF Out programmable attenuator. This technique is not suitable for set-

ting up multiple MKIDs on one feedline because the LO and programmable attenuator

provide global frequency and power offsets; however, it provides a decent approximation

for the full-setup algorithms and server utility that are currently are under development.

To characterize the extra readout noise generated during multi-MKID readout, excess

readout tones were pseudo-randomly generated (see Sec. 2.5.1) and propagated through

the MKID device and full readout chain.

For maximum flexibility in the data analysis, the raw phase time series was captured

4Full fabrication details are provided in [73].

60



Gen3 MKID Readout Chapter 2

Figure 2.16: Summary of matched filter performance in the case of 2048 pseudo-ran-
dom tones. Top: Phase time series taken with a red 663.1 nm laser illuminating the
MKID without (light pink) and with (dark pink) the 30-tap matched filter applied
in software. Bottom: Resolving power achieved without (left) and with (right) the
matched filter applied. The resolving power, R, is annotated above each energy his-
togram. Different wavelength photons are shown in different colors. The matched
filter reduces noise in the phase time series and greatly improves resolving power.

with a unity matched filter (no effect) and the matched filter and trigger algorithms were

applied in software. The matched filter and trigger performance were verified on the

FPGA for a subset of experimental settings.

2.5.5 Matched Filter Performance

The matched filters are chiefly responsible for boosting the signal-to-noise ratio in

the phase time series and improving resolving power. The test MKID’s 30-tap filter was

computed as described in Fig. 2.7 using pulse data from the middle (red, 633.1 nm)
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Figure 2.17: Single MKID response to different wavelength photons as more pseu-
do-random tones are added to the readout comb. The resolving power, R, is annotated
above each energy histogram. Different wavelength photons are shown in different col-
ors. The resolving power degrades slightly as more tones are added.

laser wavelength. The detector resolving power was characterized with and without the

matched filter. In each case, the readout system used a 2048-tone, pseudo-random comb

to simulate the noise environment of a full-feedline readout. Results are summarized in

Fig. 2.16 and show a dramatic improvement in resolving power with the matched filter

applied.

2.5.6 Resolving Power Results

The detector resolving power, R, was measured with different numbers of pseudo-

random tones in the readout waveform to characterize the best-case and worst-case sce-

nario performance. Results are summarized in Fig. 2.17. In the case of only one readout

tone in the waveform, we find excellent resolving power that is consistent with Zobrist et

al. [67] and meets our best-case scenario performance requirement (Sec. 2.3.3). In the

worst-case scenario where we are driving all 2048 tones, we see some degradation in the

resolving power but the results are within the acceptable limits set by the Gen2 MEC

deployment (Sec. 2.3.3).

62



Gen3 MKID Readout Chapter 2

103 104 105

Frequency (Hz)

-90

-85

-80

-75

-70

-65

-60

-55

-50

P
S

D
 (

d
B

c/
 H

z)

Noise Power Spectral Density

1 Tone
500 Tones
1024 Tones
2048 Tones

Figure 2.18: Phase noise power spectral densities taken with the system connected
to the fridge as shown in Fig. 2.12. The data was collected with the readout tone
biased to the optimal MKID resonance frequency and power and includes MKID
device two-level system noise as well as noise from the cryogenic amplifier chain. As
more tones are driven, the phase noise floor and spurious line noise both increase.
When 2048 tones are driven, a large tone appears around 280 kHz at the -52 dB level;
it may be an image tone or intermodulation product from one or more of the other
driven tones.
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Figure 2.19: Bits of DAC dynamic range available per readout tone as a function of
the number of tones assuming all tones have equal amplitudes and random phases.
The light blue dashed line represents log2 of the average individual tone quantized
amplitude. The actual number of bits is the floor of this result and is shown in solid
navy. There’s a large fall-off in DAC dynamic range between a single tone and 500
tones. At our maximum number of channels, there are six bits available per tone.
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2.5.7 Resolving Power Degradation with Tone Number

While the resolving power requirements are met, future MKID devices are expected

to have better intrinsic resolving power. Understanding the nature of the resolving power

degradation is useful for planning system upgrades and drafting requirements for future

systems. The MKID phase noise power spectral density for each number of tones is

shown in Fig. 2.18. The data was collected with the readout tone biased to the optimal

MKID resonance frequency and power and includes the MKID device two-level system

noise as well as noise from the cryogenic amplifier chain. Fig. 2.18 shows that as the

number of tones goes up, both the noise floor and line noise increase.

We hypothesize there are three main ways in which increasing the number of tones

in the waveform can raise system noise and decrease resolving power.

1. Reduced DAC Dynamic Range

For best noise performance, the DAC maximum voltage output is typically mapped

to the maximum value of the readout waveform. The IF board RF Out pro-

grammable attenuator can be used to reduce the power level to the optimal MKID

drive power (around −100 dBm) as needed. As more tones are added, the maxi-

mum value of the superimposed readout waveform grows and there is less available

DAC dynamic range per readout tone. The reduction in number of bits available

per tone is shown in Fig. 2.19. This effect increases the quantization noise in each

channel.

2. Reduced ADC Dynamic Range

Similar to the DAC, there is also a reduction in ADC dynamic range per tone as

more tones are added. Typically, the IF board RF In programmable attenuator is

adjusted so the maximum waveform value will be close to the maximum ADC input
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voltage. The more tones superimposed in the waveform, the fewer bits available per

tone. A similar relation to Fig. 2.19 applies except the RFSoC4x2 ADC maximum

dynamic range is 12-bits, not 14.

3. Intermodulation Effects

Finally, there are spurs, intermodulation products, image tones, and reflections all

caused by the proliferation of readout tones in the analog domain. These signals

may also impact dynamic range in the digital domain, for example, more noise

power will cause more signal resolution to be lost during truncation rounding.

We devised two additional studies to isolate the ADC and DAC dynamic range effects

and determine the leading contributor to the resolving power degradation we observe with

increasing tone number. In the first study, a single tone was played from the DAC but the

waveform was artificially made to use different DAC dynamic ranges in accordance with

the values expected for different numbers of tones (see Fig. 2.19). For each DAC dynamic

range setting, the RF Out IF board programmable attenuator was adjusted to ensure the

MKID device was still being driven at the correct level. The ADC input attenuator was

fixed conservatively at a level consistent with what would be compatible with 2048 tones.

In this way, we were able to probe the effects of the loss in DAC dynamic range absent

intermodulation products and changes in ADC dynamic range utilization. To study the

effects of ADC dynamic range, we again played a single tone from the DAC but this time

at a fixed dynamic range, again conservatively in-line with what would be available with

2048 tones. The IF board RF In programmable attenuator was adjusted to purposefully

lower the ADC dynamic range used to what would be available per tone for different

numbers of tones. Results for these studies is compared with the data collected for the

multi-tone experiment in Fig. 2.20. The experiments show that the degradation in DAC

and ADC dynamic range, and consequently the increase in quantization noise, does not
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significantly impact device resolving power. In all cases, the measured resolving power is

similar to what was measured in the best-case scenario with a single tone and maximal

ADC/DAC dynamic range utilization. We conclude that spurious tones, intermodulation

products, image tones, and reflections caused by the multitude of readout tones is the

primary factor driving resolving power degradation with increasing number of tones.

2.6 Discussion

The Gen3 system characterized in this work is capable of reading out 2048 UVOIR

MKIDs across 4 GHz of bandwidth using an RFSoC and IF board. While the system

meets all performance requirements outlined in Sec. 2.3 and provides a major improve-

ment in UVOIR MKID readout scalability, there are several areas that could be improved

and questions that warrant further investigation. Performance-based trade-offs and rec-

ommendations are discussed in context below.

2.6.1 IF Board IQ Imbalance and Images

We use quadrature sampling in the RFSoC along with IQ mixers in the IF board

to access the 4-8 GHz UVOIR MKID band. Quadrature sampling has the benefit of

reducing the required data converter speed by half in order to access a given band. At

present, this technique is necessary to reach our desired readout band using an RFSoC

platform. Unfortunately, quadrature sampling comes at the cost of being very sensitive

to gain/phase imbalance between the two quadratures which results in undesired image

tones. These imbalances can be corrected at a single frequency but the calibration com-

plexity grows significantly with bandwidth and in practice it is not feasible to calibrate

more than about 400 MHz of instantaneous bandwidth [87].

In the RFSoC, using Multi-Tile Synchronization [79], we achieve enough consistency
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Figure 2.20: Three experimental setups (left) and results (right) intended to dis-
entangle the ADC and DAC dynamic range from intermodulation product effects on
detector resolving power. In each experiment, changing components are highlighted
in yellow. (Top) A single readout tone is output by the DAC at a dynamic range
equivalent to that available when driving 2048 tones (see Fig. 2.19). The ADC pro-
grammable attenuation is increased to lower the ADC dynamic range to that available
per tone with 1, 500, 1024, and 2048 tones. The ADC dynamic range does not appear
to have a large impact on resolving power. (Middle) The ADC input attenuator is
fixed at a level compatible with 2048 tones while the DAC outputs a single tone with
various dynamic range utilization as indicated by the number of tones. The DAC
programmable attenuator is changed with each step to compensate for the reduced
waveform amplitude and keep the readout tone power at the correct bias level for the
MKID device, isolating the DAC dynamic range. The DAC dynamic range does not
show a large impact on R at the levels tested. (Bottom) The impact of driving more
tones on resolving power. The DAC and ADC programmable attenuators are adjusted
with each number of tones to use the full dynamic range of both data converters. His-
tograms for this study are also shown in Fig. 2.17. We observe some degradation in R
with increasing tone count, suggesting that intermodulation products and image tones
arising from the multitude of driven tones are more damaging to resolving power than
the increase in quantization noise from data converter dynamic range constraints.
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between the I and Q paths that the image tones are within the -30 dB requirement

(Sec. 2.3.3); however, this is not the case when the IF board is included (see Fig. 2.13),

with images rising to within -25 dB and even -15 dB in some cases with respect to the

driven tones. As discussed in Sec. 2.5.2 and Sec. 2.5.3, the IF board anti-aliasing filters

were manually reworked in lab, resulting in poor signal integrity and imbalance between

the I and Q paths (see Fig. 2.13 and Fig. 2.15). While the current IF board prototype

provides a means to measure MKIDs in the lab, it does not meet the performance criteria

across the full readout band and is likely not suitable for instrument deployment. With a

modest redesign and professional PCB manufacturing, we expect the IF board loopback

measurement can achieve ≤ 30 dB image tones and uniform -80 dBc / Hz phase noise

floor across the band.

2.6.2 Direct RF Sampling

Even better than redesigning the IF board would be to do away with it entirely and

use a direct RF approach. This eliminates the need for quadrature sampling with separate

I and Q signal paths, potentially greatly improving RF signal integrity, readout phase

line noise, and ultimately detector resolving power. Current RFSoC devices do not have

the data converter speed required to sample 4-8 GHz directly in either the first or second

Nyquist zone. It may be possible to use the 5.9 GSPS DFE device [62] at the maximum

rate in the third Nyquist zone but more testing is needed to verify performance. Another

approach is to use the second Nyquist zone (2.95-5.9 GHz) and modify the MKID readout

band, though this would require significant device re-design and may not be compatible

with commercial, low-noise cryogenic amplifiers required to boost the device signal. A

faster RFSoC may be available soon in the Versal AI RF part which is advertised as

having 36 GHz of analog bandwidth (4 GHz IBW per channel) and would likely be able
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to directly access the full readout band using the first or second Nyquist zone [88].

With direct-RF-capable platforms on the horizon, the Gen3 system design prioritized

platform-upgradability. The modular approach disentangles I/O from core DSP blocks

and is backed by a C Makefile and Vivado tcl scripts that that should greatly simplify

re-targeting the design to a new RFSoC. The HLS DSP blocks expedite updates by

exposing bit-widths, DSP parallelization, and other mutable parameters as top-level C

directives. We’ve already seen some success in this approach; we were able to quickly

re-target our original ZCU111-based design to the cost-effective, RFSoC4x2 platform

shortly after its release. Going forward, these techniques are expected to continue helping

us quickly leverage advances in the RFSoC product line.

2.6.3 UVOIR MKID Resolving Power

Resolving power is a critical UVOIR MKID capability. As discussed in Sec. 2.3.3,

the measured resolving power is a conglomeration of many factors and it can be challeng-

ing to identify performance requirements that can meaningfully inform design trade-offs.

Several recent superconducting detector digital readouts have derived noise requirements

from the cryogenic signal chain [70, 50]. Fruitwala et al. [70] showed the Gen2 UVOIR

MKID readout system IF loopback phase noise floor was around -90 dBc/Hz and was

lower than the expected phase noise floor contributed by the first-stage, low-noise cryo-

genic HEMT amplifier (≃ -85 dBc/Hz) [70]. Here, the measured phase noise floor in the

Gen3 system is 5-10 dB higher than this calculated HEMT noise floor (see Fig. 2.14

and Fig. 2.15). This is not surprising given Gen3 runs twice as many tones in twice

the bandwidth as compared to Gen2. We showed increasing the number of tones raises

the system noise in Sec. 2.5.7 and the larger bandwidth is expected to harbor more

intermoduation products, reflections, and other spurious signal distortion.
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The HEMT phase noise floor is not even the relevant cryogenic amplifier limit in this

work because we used a quantum-noise-limited TWPA for the first-stage. Integrating a

TWPA before the HEMT lowers the effective cryogenic amplifier noise temperature from

around 5 K to close to 0.5 K [67], further increasing the gulf between the expected phase

noise contributions of the cryogenic signal chain and the Gen3 readout electronics. De-

spite having higher phase noise than the cryogenic amplifiers, Gen3 achieves respectable

resolving power–competitive with dedicated analog electronics in the case of one tone

[67] and comparable to Gen2 in the case of 2048 tones [89].

Our results support the idea that the resolving power is predominately limited by

the detector itself. Zobrist et al. [67] showed the addition of the first stage TWPA in

the analog readout system did not improve resolving power as much as the reduction

in phase noise would have predicted, indicating a detector limitation. We see a similar

pattern in this work where the phase noise in Gen3 is higher than what was achieved in

Gen2, yet the resolving power is comparable.

This detector resolving power limitation has been attributed to a variable amount of

the incident photon energy escaping into the non-photosensitive detector substrate, lead-

ing to a variable detector response. This problem, known in some literature references as

“hot phonon escape” [90, 20, 91, 92, 68], is not captured in the phase noise power spectral

density and is not improved by reduced phase noise in cryogenic or room temperature

electronics. Zobrist et al. [68] fabricated a UVOIR MKID using a bilayer process that

reflects energy back into the photosensitive region, recovering R = 20 at 814 nm. Unfor-

tunately, this bilayer process has not been demonstrated with large, array-style MKID

devices and may be impracticable due to difficulties with indium processes. Solving hot

phonon escape is an active area of UVOIR MKID design and fabrication research, but

for now it presents a fundamental limitation in resolving power.

Our results coupled with previous work suggests UVOIR MKID readout systems
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should strive to achieve detector-limited resolving power as opposed to holding the phase

noise under the contributions of the cryogenic amplifiers. With the addition of quantum-

noise-limited TWPAs, this requirement becomes challenging and may come at the cost of

increased system complexity and decreased scalability only to have the resolving power

limited by the detectors in the end. In this work, we achieve detector-limited resolving

power in the best-case scenario with one tone but we see degradation when running all

2048 tones through the readout chain (see Fig. 2.17). The best-case scenario performance

is useful as a tool in lab to characterize devices and inform design and fabrication updates;

however, going forward we will strive to achieve detector limited resolving power at

scale. Such a solution may require direct RF and or integration of more complex signal

processing techniques such as tone tracking [50], a resonator-based coordinate transform

[74], and a longer matched filter (Fig. 2.7).

2.7 Conclusion

In conclusion, we have built a new MKID digital readout based on the RFSoC plat-

form. The system fits twice as many MKID pixels onto a board that can be run with a

fifth of the power of the previous system. Gen3 is also less than half the size and a tenth

the weight of the Gen2 system. Gen3 utilizes high-level tools which simplify interacting

with and programming the FPGA and make it easier for scientists to use, maintain,

and upgrade. The system was demonstrated in lab and achieved high-fidelity, detector-

limited resolving power in the case of few resonators and showed minimal degradation

in R with more tones. Experiments showed the degradation is linked to intermodulation

products, image tones, and spurs in the analog domain which may be improved with

future iterations of the IF board or a switch to a direct RF approach.

Presently, we are continuing to update and improve the digital domain. We plan
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to adjust the rounding mode to an unbiased algorithm and include intelligent scaling

to maximize dynamic range in the programmable logic. We are also working on new

algorithms and techniques to expand the taps in the matched filter for improved noise

rejection. Overall, we believe this readout system provides a maintainable, scalable

platform to work towards megapixel MKID arrays and future space-based deployment.
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Chapter 3

Oversampled Polyphase Filter Bank

Preface

The Oversampled Polyphase Filter Bank (OPFB) is the most resource-intensive,

digital-signal-processing step in the MKID FPGA design. While Gen2 had an OPFB

FPGA implementation, it was too inefficient to handle the 2x data rate needed for Gen3

and did not make timing at our required FPGA fabric speed.

The work presented in this chapter was a collaboration with John I. Bailey, III,

John Tuthill, Leandro Stefanazzi, Gustavo Cancelo, Ken Treptow, and Benjamin A.

Mazin and was originally published in IEEE Open Journal of Circuits and Systems in a

special section on circuits, systems, and algorithms for beyond 5G and toward 6G [80].

I am sincerely grateful to our Fermilab colleagues, who were amazing hosts for a few

productive weeks–especially Leandro Stefanazzi, who shared his experience and expertise

in polyphase filter bank design and implementation. I am also particularly grateful to

John Tuthill, who answered an email from a stranger and provided invaluable insight into

the inner workings of this algorithm. Lastly, I would like to thank Ross Martin at Bit by

Bit Signal processing for sharing his expertise on high-performance FFTs and providing
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us with a power-efficient FFT that will enhance future design flexibility. This project

includes an open-source Github project1, which includes a Jupyter Notebook-based walk-

through of the algorithm.

3.1 Introduction

Large data bandwidths are an important theme underpinning the development of

new technologies including 5G/6G devices for wireless communications [93, 94], real-

time video processing for self-driving cars [95], and microwave device arrays for quantum

computing and astronomy [96, 97, 98, 99]. Digital signal processing systems built on

Field-Programmable Gate Arrays (FPGAs) are well-suited to high-performance applica-

tions that demand rapid, real-time processing of wide data bandwidths as these devices

uniquely offer powerful and highly customizable parallel computing architectures, large

IO bandwidths, and low power consumption.

Despite the performance advantages, widespread FPGA adoption has been slowed by

high engineering costs associated with programming, verifying, and maintaining FPGA

systems [100, 101]. Traditionally, FPGAs have been programmed and verified using spe-

cialized Hardware Description Languages (HDL) and vendor entrenched FPGA devel-

opment programs known only by professional electrical engineers. Xilinx2, is addressing

these drawbacks by creating new programming tools to increase FPGA accessibility and

cost-effectiveness for industries including machine learning, RF engineering, and scientific

instrumentation where the technical workforce is trained in mainstream software devel-

opment languages such as C++ and Python and not HDL. The work presented here

leverages two of these modern tools to create an adaptable, high-performance FPGA

1
https://github.com/MazinLab/RFSoC_OPFB

2Xilinx, Inc., 2100 Logic Dr., San Jose, CA.
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design: Vivado High-Level Synthesis (HLS) [102], which synthesizes C++ code to HDL,

and Python Productivity for Zynq (PYNQ) [103], which facilitates FPGA programming

and testing through Python.

Beyond lowering the entry barrier through improved tools, Xilinx has increased FPGA

utility for expanding RF sectors including 5G/6G wireless by incorporating wide band-

width analog devices into FPGAs to create products such as the Xilinx RF System on a

Chip (RFSoC). The RFSoC targeted in this work incorporates 4 GSPS ADCs and DACs

into the Zynq Ultrascale+ architecture [104]. This advancement eliminates the need for

separate analog devices and infrastructure circuitry reducing power consumption and

device footprint around 50% [105, 106]. Consequently, RF-integrated SoC architectures

have become the focus of our group working to develop readout schemes for frequency-

division-multiplexed microwave resonator detectors and our collaborators and colleagues

whose work includes 5G/6G wireless [93, 94], quantum computing [97, 96], and software-

defined-radio [107].

3.1.1 Polyphase Filter Banks

Many applications targeting new RFSoC devices must divide the large, instanta-

neous RF bandwidth into sub-bands where data can be processed in parallel by the pro-

grammable logic. The process of translating sections of the incoming bandwidth to lower

frequencies, filtering, and down sampling is known as channelization and is summarized

in Fig. 3.1. Polyphase filter banks (PFBs) are a popular choice for the channelization al-

gorithm because they minimize spectral leakage across sub-bands by efficiently applying

a windowing filter prior to taking the discrete Fourier transform (see Fig. 3.2) [108, 109].

A derivation of polyphase filter bank structure first published in [110] is reproduced in

the Appendix.
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Figure 3.1: Basic channelization scheme. The sub-band of interest is migrated to
0 Hz. A Low-pass filter is applied to remove out-of-band signals. The sub-band is
re-sampled at the new Nyquist rate. Images of the sub-band of interest appear in
higher Nyquist zones but can be ignored.
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Another attractive feature of PFBs is their inherently parallel structure which facili-

tates resource-efficient implementations on parallel computing architectures. Alternative

channelizer algorithms include a tree-structure which uses a cascade of digital down con-

verters and down samplers to repeatably halve the incoming bandwidth and a per-channel

approach which uses a dedicated digital down converter, lowpass filter, and down sampler

for each output channel. Reference [111] provides a comparison of these channelization

schemes and finds the polyphase channelizer yields 4x reduced computational complexity

as compared to the tree structure and 20x improvements over the per-channel approach.

A comparison of FPGA resource utilization for the three channelizer structures is repro-

duced from [1] in Table 3.1.

The advantages of polyphase channelizers are well understood by the multirate digital

signal processing community and there are many published examples of polyphase chan-

nelizers implemented on FPGAs [112, 113, 114, 115, 116]. Xilinx and MATLAB have

both published detailed examples of resource efficient PFB implementations on FPGAs

which include source code and may be used as a guide for groups to create their own

[117, 118]. This work hopes to serve as a similar guide for how to create an efficient

oversampled polyphase filter bank channelizer which is introduced in the next section.

Specifically, this design provides the first example of an ultra-wideband, high-performance

oversampled polyphase filter bank channelizer implemented on modern architecture using

open-source code which readily allows customization and re-use by other groups.

3.1.2 Oversampled Polyphase Filter Bank

Oversampled polyphase filter banks (OPFB) are an extension of the PFB algorithm

where data is recycled, effectively implementing overlapping channels while still achieving

the required stopband rejection for each channel. This oversampled structure is required
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Figure 3.2: Left: Time-domain representation of a superposition of two frequencies
shown with a sine envelope windowing function applied (red) and without (blue).
Right: DFT output of the left time stream. The signal to noise is vastly improved in
the windowed time stream (red).

Table 3.1: FPGA Channelizer Method Resource Comparison [1]

Channelization Number of Memory
Method Channels LUTs (bits)

256 317, 498 436, 224
Per-Channel 512 650, 114 876, 544

1024 1, 336, 754 1, 761, 280
256 27, 930 3, 840

Tree Structure 512 32, 270 6, 529
1024 36, 610 10, 625
256 8, 070 4, 608

Polyphase Filter Bank 512 9, 169 4, 793
1024 10, 341 5, 345
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for applications demanding uniform response over wide bandwidths containing many

separate channels such as a spectrometer, applications looking to utilize the full spectrum

including 5G/6G wireless, and applications multiplexing large numbers of microwave

resonators as is done in quantum computing and astronomy. A presentation of the data

movement required to achieve oversampling is presented in the Appendix.

Despite strong theoretical foundations presented over a decade ago in [110, 119], there

are no previously published examples of resource efficient OPFB FPGA implementations

which provide enough information or source code to reproduce or reuse the design. Ref-

erence [120] describes a detailed OPFB FPGA implementation; however, the design uses

more FPGA resources than the design presented in this paper to process half the band-

width (2 GHz) into half the number of channels (2048) and does not run at processing

clock speeds over 250 MHz. Reference [99] describes an efficient OPFB FPGA design

but does not provide enough details to recreate the implementation and the authors are

unable to share the source code (J. Tuthill, personal communication, January 2020).

Electronics described in [121] make use of an oversampled polyphase filter bank but do

not include any implementation details and the authors also declined to share the source

code (J.M. D’Ewart, personal communication, August 2019). There are many more ex-

amples of OPFB FPGA designs referenced in publications with no implementation details

[122, 123, 124]. As of this publication, OPFB is not supported by any of the Xilinx block

set available in Vivado and MATLAB System Generator versions 2020.1 and prior.

The dearth of OPFB FPGA implementation examples can be partially explained by

the previous requirement of custom HDL code resulting in designs too inflexible and

application-specific to be relevant for other groups. This paper contributes the first

example of an oversampled polyphase filter bank implemented without writing a sin-

gle line of custom HDL. The design is inherently flexible as the custom digital signal

processing blocks can be modified by making high-level changes in the C++ code. Un-
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like HDL, the Vivado HLS compiler automatically generates the appropriate pipeline

stages, greatly simplifying the task of porting this firmware between devices and speed

grades. Several groups have compared Vivado HLS and custom HDL implementations

in terms of FPGA resource utilization and maximum fabric speed with mixed results

[125, 126, 127, 128, 129]. While there are no published FPGA resource utilization details

for OPFB channelizers with comparable input bandwidths or number of channels, the

authors will attempt to cross compare with smaller channelizers and show the resource

utilization is better than or consistent with custom HDL approaches. It is also worth

noting the digital design presented here has a larger input bandwidth (4 GHz) and greater

FPGA fabric speed (512 MHz) than any previously published FPGA design incorporat-

ing Vivado HLS. Regardless of tool-flow, the authors know of only one other example of

an oversampled polyphase channelizer that can process as much bandwidth into as many

channels referenced in [121, 130]; direct resource comparisons are not possible as this full

channelizer has yet to be demonstrated on an FPGA.

Overall, this paper demonstrates how to leverage modern FPGA programming tools

to create a complex, high-performance digital design on modern architectures without

custom HDL. We expect this work to be highly relevant for groups working in 5G/6G

wireless, software-defined-radio, and scientific instrumentation who could benefit from

using FPGAs to process ultrawide bandwidths and cannot expend the resources to create

a custom HDL design. As the first group to make our oversampled polyphase filter bank

source code freely available, we hope the results of our efforts will be adapted, reused,

and built upon for future technological endeavors.
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Figure 3.3: Top: Phase time stream of a single MKID resonance tone during a photon
event. The pulse time gives the time of the event, the pulse depth gives the energy of
the photon, and the resonator can be mapped to a location on-sky. Bottom: Transmis-
sion across a representative MKID feedline showing 19 frequency-division-multiplexed
resonators. Each resonance dip corresponds to one MKID detector.
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of flat overlap.
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Figure 3.5: Sub-band (blue) and band image (black, dotted) showing the alias band
leaking into the 1 MHz sub-band edge (red, dotted) below 100 dB.
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3.2 Channelizer Design

The oversampled polyphase filter bank was designed to serve as the first stage chan-

nelizer in a system which records the time, energy, and location of photons hitting a

detector array. The array consists of ten microwave feedlines each servicing 2,000 super-

conducting microwave kinetic inductance detectors (MKIDs) and is optimized for fast

time-domain optical astronomy [11, 131]. Each MKID pixel consists of a superconduct-

ing inductor and capacitor which together form a microwave resonator. When a photon

strikes an MKID pixel, the resonance frequency momentarily changes and the photon

signal is imprinted as a pulse in the phase time stream of the original resonant tone (see

Fig. 3.3, top). The channelizer operates on a single 4 GHz microwave feedline which

carries up to 2048 MKIDs, each with a unique resonance. A sample transmission of an

MKID feedline showing nineteen resonators is reproduced in Fig. 3.3, bottom. Accurate

characterization of the photon pulse requires each MKID resonant frequency to be mi-

grated into the ±1 MHz band while preserving ±300 kHz of flat spectrum around each

tone3. MKID fabrication procedures are unable to control the exact resonance location

which requires the channelizer to be able to process a tone at any location in the band.

The situation is analogous to a system with 2048 carrier waves which are randomly placed

in a 4 GHz band and each modulated by a 300 kHz signal. Figure 3.4, top illustrates

that a critically sampled polyphase filter bank channelizer is not suitable as any tone

that appears in-between sub-bands will not have 300 kHz of flat spectrum on either side

as required. We accomplished the task by instead using a non-maximally decimated

polyphase filter bank with an oversampled rate of 2/1 and a 32,768-tap equiripple FIR

prototype filter (see 3.4, bottom). This combination ensures that no matter where an

MKID resonance is in the 4 GHz band, it is guaranteed to fall into a 2 MHz bin with 300

3Negative frequencies indicate the signals of interest are complex.

85



Oversampled Polyphase Filter Bank Chapter 3

kHz of flat spectrum on either side. The resulting design provides up to 100 dB image

rejection at the 1 MHz sub-band edges with floating-point computations (see Fig. 3.5).

3.3 Implementation

The polyphase channelizer was implemented on the Xilinx ZCU111 RFSoC evaluation

board4 with four main signal processing blocks to achieve a high-throughput, multi-lane

design similar to the technique used by the Australian Square Kilometer Array Pathfinder

stage 1 polyphase channelizer (see Fig. 3.6) [99]. In this modular approach, the number

of lanes L is set by the sampling frequency, fs, the output channel spacing fc, and the

number of polyphase branches per lane, ML, and is given by

L =
fs

MLfc
. (3.1)

For the OPFB presented here, fs = 4096 MHz, fc = 1 MHz, ML = 256, and L = 16

with the total number of channels, M = 4096. The OPFB is designed to channelize

complex samples formed from two ADCs; one sampling an in-phase channel, I, and the

other sampling the quadrature channel, Q. The resulting Nyquist sampled bandwidth is

4 GHz. The design processes 16-bit numbers and truncates data as needed to maintain

a 16-bit word length.

3.3.1 Digital Signal Processing Blocks

HLS Delay + Interleave

Two on-board ADCs each run at 4 GSPS and package their samples into eight parallel

data lanes, resulting in eight sequential samples from each ADC simultaneously arriving

in the programmable logic at a rate of 512 MHz [132]. These eight-sample-wide, 512 MHz

4P/N: xczu28dr-ffvg1517-2-e
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Figure 3.6: Overview of the multi-lane oversampled polyphase channelizer structure.
Arrows indicate the flow of data between the four main signal processing blocks. All
blocks operate on a 512 MHz clock domain.

streams obey the AXI4 standard adopted by Xilinx to manage high-speed data movement

through FPGA devices [133]. Each delivery of eight samples will be referred to as a single

AXI4-Stream beat. The HLS Delay + Interleave block first accepts two AXI4-Stream

beats each from the in-phase and quadrature ADCs to create a sixteen-wide AXI4-Stream

of complex samples updated at 256 MHz. The block has an initiation interval of 1 which

is required to continually process the streams. To achieve an oversampling ratio of 2/1,

every sample must be processed twice. This is accomplished by copying and delaying

each stream by ML/2 = 128 clocks, then interleaving the delayed stream with the non-

delayed stream. The resultant output is sixteen data lanes containing two copies of each

complex sample, each updated at 512 MHz (see Fig. 3.7).

Xilinx FIR

The Xilinx FIR core was chosen to execute the filter because it is widely available,

highly configurable, and can operate at clock speeds over 500 MHz. One FIR core is

instantiated per lane and configured to apply ML = 256 coefficient sets to 2ML = 512

time-division multiplexed channels.

Following the standard polyphase decomposition, the prototype filter can be decom-

posed into M coefficient sets belonging to the M branches of the polyphase filter (see
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Figure 3.7: Algorithmic overview of the functions performed by the HLS delay +
interleave block. The block creates complex samples by joining the I and Q streams
from the two ADCs then delays and interleaves the resulting AXI4-Streams to create
sixteen lanes.
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Figure 3.8: Algorithmic overview of the functions performed by the HLS reorder block.
The incoming stream is broken into two groups each receiving every other sample. The
even samples are denoted group A and the odd samples are further grouped into a
the first 128 samples (group B) and the second 128 samples (group C). Samples are
stored in an internal ping pong buffer and then sent to the vector FFT in order from
A, then C, then B, thereby permuting the channels every other FFT frame to correct
for the phase rotation induced by oversampling.
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Appendix). We first consider coefficient set 0 as the set that is applied to samples

0,M, 2M, ... ; coefficient set 1 is applied to samples 1,M +1, 2M +1, ... ; coefficient set 2

is applied to samples 2,M+2, 2M+2, ... ; and so on. Following the movement of the sam-

ples implemented by the Delay + Interleave block, lane 1 must apply sets 0,M, 2M, ... ;

lane 2 sets 1,M + 1, 2M + 1, ... ; lane 3 sets 2,M + 2, 2M + 2, ... ; and so on. Through

careful consideration of the delayed, interleaved data sequence, one can derive the FIRs

must apply their coefficient sets according to the channel configuration 1, 1, 2, 2, 3, 3, ...

(see Fig. 3.9). This has the effect of processing each data sample through two coeffi-

cient sets 180◦ out of phase with respect to the original polyphase decomposition which

achieves 2/1 oversampling.

HLS Reorder

It is well-known that non-maximally decimated PFB channelizers incur a phase rota-

tion in each output sub-band (see Appendix)[110, 119, 99]. In the case of 2/1 oversam-

pling, this manifests as every other M -point FFT frame is cyclically permuted by M/2.

This is corrected prior to the FFT by the HLS Reorder block which routes data into even

(A group) and odd samples, with the odd samples grouped into a group of the first 128
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Figure 3.10: PYNQ Overlay as shown in Vivado HLx. The oversampled polyphase
filter bank is contained within the OPFB hierarchy (dark blue). Data is delivered
to and from the OPFB by Direct Memory Access (DMA) across two FIFOs. The
Zynq processing system runs the Ubuntu-based Linux kernel and hosts the Jupyter
Notebook server which creates the test data, triggers DMA transfers, and visualizes
the channelized data. The clocking wizard outputs a 512 MHz clock used to drive
the data FIFOs, AXI4-Stream Broadcaster, and OPFB. All other regions run at 100
MHz.

(B group) and the second 128 (C group). This block also has an initiation interval of 1.

Samples are stored in an internal ping pong buffer before being sent to the vector FFT

in order from A, then C, then B. This alternating pattern permutes the channels every

other FFT frame, correcting the phase rotation induced by oversampling and presenting

the data to the vector FFT in the expected, natural order (see Fig. 3.8).

Xilinx Vector FFT

The Xilinx Vector FFT was chosen to perform the discrete Fourier transform oper-

ation because it accepts parallel inputs and can operate at clock speeds over 500 MHz.

The Vector FFT block was exported from the Xilinx Super Sample Rate (SSR) blockset

available in System Generator versions 2019.1+ [134]. This block is configured such that

SSR = L and the transform length is M .

91



Oversampled Polyphase Filter Bank Chapter 3

fpga_manager sysgpio uio xlnk

User designs

axi_intc

PYNQ IPs

PYNQ overlays

PL GPIO Interrupt MIMO

dma

XLNK

FPGA

Linux Kernel

Python PYNQ Libs

matplotlib numpy opencv scipy

PYNQ NotebookJupyter/
IPython

Apps

APIs 

Drivers

Bitstreams

Figure 3.11: Overview of the Python Productivity for Zynq (PYNQ) system. PYNQ
overlays are created using hardware design tools and are loaded onto the FPGA. The
overlays are wrapped with the PYNQ Python API allowing software developers to
easily program the FPGA, send data to the programmable logic, and plot intermediate
results using common tools such as matplotlib.
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3.4 Hardware Testing and Verification

The design was tested on the ZCU111 using the PYNQ system [103]. PYNQ is an

open source Xilinx project which facilitates easy programming and interacting with Zynq

FPGA devices through Python. PYNQ leverages the Zynq architecture which features

hard-core ARM5 processing systems (PS) embedded in the FPGA programmable logic

(PL). The framework consists of a PYNQ overlay which is a firmware design incorporating

the blocks described in Section III built using Vivado and a Jupyter Notebook which is

pure Python. The notebook server runs in an Ubuntu-based Linux kernel on the PS and

can be used to program and configure the PL as well as move data through the PL and

visualize the result. An overview of the PYNQ system modified from [103] is depicted in

Fig. 3.11.

PYNQ was chosen to facilitate data movement, visualization, and testing on the

FPGA because it provides a broad range of familiar python libraries including matplotlib,

numpy, scipy, and more. Structuring the FPGA interaction in Python offers greater ac-

cessibility to a larger community of developers and promotes code adaptation and reuse.

Data visualization could be accomplished by writing a bare-metal or Linux C/C++

application or moving data off the Zynq chip to a server where it can be processed;

these options are not as straightforward, quick to implement, or accessible as the PYNQ

framework. In this work we contribute another example of a FPGA design created and

tested using PYNQ which joins a plethora of published examples [135, 136, 137]. A more

in-depth discussion of the PYNQ framework is provided in [103, 135].

5ARM, 110 Fulbourn Rd., Cambridge, UK.
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Table 3.2: OPFB FPGA Resource Utilization Comparison

Reference
Input BW6

[MHz]
Filter
Taps

N Output
Channels

Oversample
Ratio

Architecture

[139] 625 128 16 2/1 Virtex 6
[140] 2,000 40,960 4,096 2/1 Virtex 6
[141] 400 14,336 512 32/27 Kintex Ultrascale
[142] 1,000 567 32 2/1 Zynq Ultrascale+

This Work 4,000 32,768 4,096 2/1 Zynq Ultrascale+
6 Nyquist sampled input bandwidth.

Reference LUT BRAM7 DSP Max Speed

[139] 21,169 N/A 371 160 MHz
[140] N/A 30 609 250 MHz
[141] 3,375 17 84 240 MHz
[142] 13,772 18 348 500 MHz

This Work 73,427 102 400 512 MHz
7 36-Kbit BRAM.

3.4.1 Hardware Verification

The channelizer overlay was synthesized in Vivado and loaded onto the FPGA using

the PYNQ Overlay class. The overlay block design as seen in Vivado is shown in Fig.

3.10. A 4 GHz Nyquist-sampled data stream from a 4 GHz I ADC and 4 GHz Q ADC

was simulated using Python. Real data samples from each quadrature are cast to a 12-bit

integer to simulate the ZCU111 ADC resolution and packed into 16-bit samples using the

Python fpbinary library [138]. This C-backed library enables accurate characterization

of quantization effects through the digital signal processing chain. The input stream is

fed through the OPFB channelizer in packets using the Xilinx Direct Memory Access

(DMA) tool and the PYNQ DMA driver. The resulting data can be manipulated and

visualized in the notebook through standard Python tools.

To test the channelizer, two tones of equal amplitude were generated and the resulting

sampled stream was fed through the OPFB using the test Jupyter Notebook. The tones

were chosen such that one tone (300.5 MHz) would land exactly in-between two sub-bands

and the other tone (302 MHz) would be centered in a sub-band. The resulting spectrum
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of the three sub-bands containing the tones is plotted in Fig. 3.12. As expected, the

tone in-between two bins appears in both overlapping bins with zero attenuation with

respect to the band-centered tone and the tones appear at the correct frequencies with no

observable harmonics in other bins. This confirms the OPFB is functioning as expected.

Note if the channelizer was not overlapping, we would expect the tone located in-between

sub-bands to be attenuated with respect to the band-centered tone (see Fig. 3.4). The

implemented design provides -60 dB of spectral image rejection. Software floating-point

models suggest the image rejection could be improved to -100 dB by increasing the

computational precision at the cost of additional FPGA resources (see Fig. 3.5).

3.4.2 Resource Utilization

Resource utilization is reported for the dark-blue OPFB hierarchy pictured in Fig.

3.10 and does not include the Zynq processing system or data movement infrastructure

surrounding the block. The design fits comfortably on the ZCU111 hardware target and

uses 24% of the LUTs, 9% of the DSPs, 11% of the BRAM, and 35% of the LUTRAM.

Device utilization footprint by block as pictured in Vivado Hlx is shown in Fig. 3.13. As

expected, the compute intensive vector FFT and FIRs make up the bulk of the footprint.

Resource utilization numbers are summarized in Table 3.2 along with results for several

oversampled polyphase filter bank FPGA implementations published in the past five

years. Direct comparison with the channelizer presented here is not possible as there are

no previously published results with comparable parameters. Reference [142] achieves

similar timing performance on the same architecture but is using comparable DSPs to

process a quarter of the bandwidth into 1/128th the number of channels with a filter that

is sixty-times shorter. Without details on where the various resources are used or the

ability to re-synthesize the design, we cannot attempt to extrapolate the resources to
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Figure 3.12: The power spectral density of three OPFB sub-bands from the FPGA
showing the frequency content of each sub-band. The 300.5 MHz tone is directly
between two bins and the 302 MHz tone is band-centered. As expected, the tone
in-between two bins appears in both bins and shows no attenuation with respect to
the tone in the center of its own bin. This confirms the function of the oversampled
polyphase filter bank.

match the parameters presented in this paper. Reference [140] has the same number of

output channels and a larger filter but only processes half the bandwidth as the design

presented here using 50% more DSPs and does not make timing past 250 MHz. Resource

and timing differences across architectures cannot fully be attributed to differences in

the FPGA device family because the maximum speed of the DSP units in the Ultrascale

family is only 150 MHz higher than in the Virtex 6 family (750 MHz vs. 600 MHz)

[143, 144]. These observations advocate the oversampled polyphase channelizer presented

here is resource efficient as compared to previously published smaller channelizers, all of

which were implemented using custom HDL approaches.
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SSR FFT

HLS Delay 

+ Interleave

HLS 

Reorder

Xilinx 

FIRs

Figure 3.13: Device utilization footprint depicting the areas of the device used for
specific functions. The full overlay pictured in Fig. 3.10 is shown with key DSP
blocks internal to the OPFB hierarchy highlighted and labeled.
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3.5 Conclusion

We have implemented a resource-efficient, high-performance oversampled polyphase

channelizer on a Xilinx RFSoC capable of processing 4 GHz of instantaneous band-

width. The modular, multi-lane design can be adapted to accommodate various chan-

nel bandwidths and is applicable to a wide range of fields including 5G/6G wireless,

software-defined-radio, and superconducting microwave device arrays. Unlike most high-

performance digital designs, this work was developed without custom HDL. The design

leverages modern FPGA programming tools and mainstream software development lan-

guages and serves as an example for how a broader community of technologists might

utilize FPGAs. Programming digital signal processing architectures with these tools

allows digital designs to be modified and adapted with simple, mainstream software lan-

guages and promotes code reuse. The work presented here is available on GitHub6 under

a GNU General Public License (GPLv3). We hope that our design will be recycled and

expanded by other developers.

In future work, we hope to extend the design to accommodate arbitrary fractional

decimation rates. Moving to other oversample ratios will require replacing the Xilinx

FIRs with a custom polyphase filter designed using Vivado HLS. The current approach

is resourced-constrained by the Xilinx FIR LUTRAM. Implementing the filter operation

using Vivado HLS should also yield greater control over resource trade-offs, improving

overall chip utilization. We also hope to build a mirror system which reverses the al-

gorithm to produce a flat spectrum from the base-band channels; a technique otherwise

known as polyphase synthesis.
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H(Z) = h(0) + h(1)Z−1 + h(2)Z−2 + ...+ h(N − 1)Z−(N−1) (3.2)

H(Z) =
M−1∑
r=0

Z−r

(N/M)−1∑
n=0

h(r + nM)Z−Mn =
M−1∑
r=0

Z−rHr(Z
M) (3.3)

H(Z) =

h(0) + h(M + 0)Z−M + h(2M + 0)Z−(2M+0) + . . .

h(1)Z−1 + h(M + 1)Z−(M+1) + h(2M + 1)Z−(2M+1) + . . .

h(2)Z−2 + h(M + 2)Z−(M+2) + h(2M + 2)Z−(2M+2) + . . .

h(3)Z−3 + h(M + 3)Z−(M+3) + h(2M + 3)Z−(2M+3) + . . .
...

...
...

...
...

...

h(M − 1)Z−(M−1) + h(1M − 1)Z−(2M−1) + h(3M − 1)Z−(3M−1) + . . .
(3.4)

H(Z) = H0(Z
M) + Z−1H1(Z

M) + Z−2H2(Z
M) + ...+ Z−(M−1)H(M−1)(Z

M) (3.5)

Appendix

Polyphase Decomposition

The derivation presented here is adapted form work presented in [110, 99]. To under-

stand polyphase decomposition we begin with the more familiar mathematical description

of a polynomial filter H as a sum of delayed polynomials in ZM (3.2). Here N represents

the length of the filter and must be an integer multiple of the FFT size M . This sum

can be rearranged into a sum of M sums, each of which is a delayed polynomial in ZM

(3.3). The delayed polynomials are denoted by Hr(Z
M). This formulation maps the one

dimensional array of filter coefficients and index markers to a two dimensional array as

shown in (3.4). This mapping is also used in the Cooley-Tukey fast Fourier transform

(FFT) and allows the array to be loaded by columns but processed by rows. The first

row in the matrix is a polynomial in ZM and corresponds to H0Z
M . Factoring Z−1 from

the second row of the array also yields a polynomial in ZM meaning the second row

of the array corresponds to Z−1H1(Z
M). In this way, the rth row of the array can be

6
https://github.com/MazinLab/RFSoC_OPFB
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Z-1
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Z-1

M-to-1

M-to-1

M-to-1

M-to-1

M-to-1

x[n]

y[nM]

Figure 3.14: Block diagram illustrating the signal processing steps required to per-
form polyphase channelization into M = 5 sub-bands with a 15-tap prototype filter.
Coefficients in the original filter are partitioned into the polyphase branches as indi-
cated by the shape groupings. Data samples x[n] are sequentially delivered to the five
branches as indicated by the delays and M -to-1 down-samplers. Each branch applies
the polyphase sub-filter by outputting the sum of the products of the incoming data
samples and the three coefficients. Each incoming data sample will be multiplied by
all three coefficients, moving forward one coefficient each time the branch receives
a new sample. Complex multiplies align the phases such that the final sum results
in deconstructive cancellation of the aliased terms introduced by the M -to-1 down
sample operation. The resulting structure sequentially outputs M channels indicated
by y[nM ].
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H0(Z)

y[nM]
M-Point 

FFTx[n]

Figure 3.15: Efficient FPGA implementation of a critically sampled polyphase chan-
nelizer. The input commutator delivers samples sequentially to the various branches,
effectively implementing the delays shown on the input in Fig. 3.14. Each branch
is processed by a filter structure which applies the polyphase components explicitly
shown in Fig. 3.14. The phase coherent summation is performed by an M-point FFT.
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Figure 3.16: Overview of input data snake movement through the polyphase filter in
the case D = 4 and M = 6. Four samples are loaded in per cycle. The previous data
moves through in a snake-like fashion indicated by the arrows. Each cycle, every row
in the polyphase filter outputs the sum of the products of the data samples in the
boxes and the coefficients represented by the boxes to create six outputs for every four
inputs.
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described by Z−rHr(Z
M). This notation can be used to recast (3.4) in a way that can

be implemented as M parallel sub-filters or branches (3.5).

Equation (3.5) can be efficiently implemented in hardware through a structure sketched

in Fig. 3.14, 3.15. A commutator is used to sequentially deliver data samples to the sub-

filters and naturally implements the branch dependent delay corresponding to Z−r in

(3.3). The commutator implements an M -to-1 down-sample operation which breaks the

Nyquist criterion and allows M -multiples of the output sample rate to alias down to 0

Hz, effectively translating each of the M bins to 0 Hz. As each successive sample comes

in, the phase of the center frequency of the rth bin rotates by 2πr/M . The aliased

center frequencies incur an additional phase delay relative to one another which is the

product of the center frequency and the branch-dependent path delay Z−r. It is these

branch dependent, differential phase effects which allow the bin centers to be separated

and monitored after all aliasing to the same spectral zone.

When the branches are multiplied by phase rotators and summed as shown (3.6), the

aliased terms which were not explicitly aligned destructively cancel,

y(nM) =
M−1∑
r=0

yr(nM)e±j 2π
M

r. (3.6)

This process of aligning the bin centers and summing the result is an example of

a phase coherent summation and is identical to applying an M-point FFT. Note if the

direction of the commutator is reversed, the phase rotators incur a minus sign and the

phase coherent summation is identical to applying an M-point IFFT. The final critically

sampled polyphase filter bank structure with the input commutator, branch-dependent

polyphase sub-filters, and M-point FFT is sketched in Fig. 3.15.
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Oversampled Polyphase Filter Banks

The polyphase channelizer presented in the previous section delivers M input samples

along the M branches and computes the output for each channel at a rate Fs/M . In

this section, the design is modified to compute M output samples after only D (D < M)

inputs have been loaded. This results in the FFT bins being over sampled by a factor

of M/D, meaning they can be widened by a factor of M/D, resulting in overlapping

without risk of aliasing. The trick is to recycle some of the previously loaded data much

in the same way a moving average function computes an average of many data points

after only a few new points have been loaded. The ratio of the output to input sample

rate of the polyphase channelizer can be made to be any rational number by recirculating

the data as next described.

In the non-overlapping structure, data is delivered sequentially to all M polyphase

branches. Oversampling by D/M is accomplished by delivering only D samples to the

first D ports. On the next data-load cycle, the samples snake through the full polyphase

filter. This is equivalent to applying a linear shift to the 1-D filter expressed in (3.2)

prior to the polyphase decomposition. The serpentine movement is explicitly shown in

Fig. 3.16 for the case of M/D = 6/4.

Oversampling introduces a variable phase offset because the data windows length D

are smaller than the FFT length M . This can be seen in Fig. 3.16 by observing how the

same data sample cycles between a fixed number of rows which will result in the same

data sample being fed into different FFT input ports. There are N different phase offsets

where N is the numerator of the reduced fraction D/M . This is corrected by cyclically

permuting the data before it enters the FFT by,

R(n) = (nD) mod M, n = 0, 1, ..., N − 1. (3.7)
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The cyclic permutation correcting the phase offset is explicitly shown for the case

of M/D = 6/4 in Fig. 3.17. The permutation ensures the same data sample enters

the same FFT port, correcting the phase rotation introduced by oversampling. A high-

performance, resource-efficient FPGA implementation of an oversampled polyphase filter

bank with M/D = 4098/2048 is the subject of this paper.

Gen3 OPFB Addendum

To make timing in the full Gen3 design, we reduced the OPFB filter size from eight

taps per branch to four. This changes the actual channelizer response in the Gen3 system

from what is shown in Fig. 3.4 to the response shown in Fig. 3.18.
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Figure 3.17: Overview of how to correct the phase shift induced by oversampling in
the case M = 6 and D = 4 which yields N = 3 shift states. The cyclic shift up ensures
the same data sample is fed into the same FFT port. The state increments forward
every data-load cycle (four new samples enter the polyphase filter) and loops back to
state 0 after state 2.
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Figure 3.18: Gen3 4-tap OPFB channelizer response. Compare with Fig. 3.4, bottom.
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Chapter 4

Cryogenic Cabling

Preface and Attributions

Previously, we motivated the need to multiplex many detectors per readout line with

the cryogenic system heat budget. This heat load limits the number of wires between

the room temperature electronics and the cryogenic device array. In this chapter, I

will present work developing a new cryogenic cable that out-performed all commercially

available options for MKID readout. The original version of the cable, presented in

Sec. 4.1, was a collaboration with Benjamin A. Mazin, Alex B. Walter, Miguel Daal,

J. I. Bailey, III., Clinton Bockstiegel, Nicholas Zobrist, Noah Swimmer, Sarah Steiger,

and Neelay Fruitwala and was originally published in IEEE Transactions on Applied

Superconductivity[145]. The second iteration was a collaboration with Benjamin A.

Mazin, Alirio Boaventura, Kyle J. Thompson, and Miguel Daal and was also published

in IEEE Transactions on Applied Superconductivity[146].
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4.1 FLAX 1.0

4.1.1 Introduction

Superconducting devices are revolutionizing a wide range of research and techno-

logical fields including quantum computing [147, 148, 149, 150], nanowire single-photon

detectors [151], X-ray microcalorimeters [152], submillimeter bolometers [153], and Mi-

crowave Kinetic Inductance Detectors (MKIDs) [154, 155, 156, 157]. These applications

require increasingly large superconducting arrays, which present the common technical

challenge of transporting microwave signals from the cold device stage to room tem-

perature without losing or corrupting the signal or conducting excess heat to the cold

stage. Low thermal conductivity is especially important for detector arrays in the field

or in space using adiabatic demagnetization refrigerators (ADRs) which have less cooling

power than dilution refrigerators but offer smaller form factors and simpler operation.

Commercially available superconducting coaxial cables are often used below 4 K;

however, they are either semi-rigid and cumbersome to use in small cryogenic volumes,

have large cross-sections yielding excessive heat loads, or both. Another option is flexible

superconducting circuits fabricated using lithography techniques. These laminated cable

technologies boast low thermal conductivity and high-density interconnects but lack the

length, durability, and signal isolation needed for many applications [158, 159, 160, 161,

162].

An optimal solution should be made from superconducting material with a transition

temperature well above 4 K to maximize transmission with an encompassing ground

shield to minimize cross talk and pickup. It must have a small cross-section and be made

from a low thermal conductivity material. Lastly, it should be flexible, durable, and

ideally cheap and easy to manufacture. Such a structure is difficult to realize because

few materials have the desired properties and often are difficult to work with and interface
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2 cm

3 cm

b.)

c.)

1 cma.)

Figure 4.1: Photographs showing a.) Close-up of cable end where NbTi center con-
ductors connect to center trace of GCPW transition board via stainless steel capillary
tubing. b.) Fully assembled cable end with protruding micro spot-welded, shared
Nb47Ti ground shield. c.) Fully assembled cable spanning the 3.4 K stage and the 90
mK cold ADR stage with a thermal sink at 800 mK halfway down the length of the
cable in the MKID Expolanet Camera (MEC) experiment [161, 163].
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Figure 4.2: Exploded view of cable-end assembly diagram with key dimensions shown
in mm. Drawing is not to scale. From top/back to bottom/front: G3PO half-shell
connectors are soldered to the transition board. Two ground tabs with via borders
and an intervening signal trace create a 50 Ω grounded coplanar waveguide. The
FLAX cable center conductors are crimped into stainless steel capillary tubing and
soldered to the center traces. The FLAX ground shield is spot welded to the ground
tabs. The cable cross-section shows the PFA (blue) insulated NbTi (grey) wire set in
semicylindrical crimps made in the shared Nb47Ti foil ground shield. The two sides
of the shield are mechanically and electrically bonded with micro spot welds less than
λ/16 ≃ 2 mm (at 8 GHz) apart which run in-between the traces down the length of
the cable.

with connectors.

In this paper we present a superconducting FLexible coAXial ribbon cable (FLAX)

which uniquely satisfies the aforementioned criteria. We developed this solution to carry

broadband signals for 10 000+ pixel multiplexed Microwave Kinetic Inductance Detec-

tor (MKID) arrays for exoplanet detection operating at 90 mK [163, 164]. We expect

this technology to be especially relevant for superconducting technologies requiring high

detector isolation and low thermal load.
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4.1.2 FLAX Design and Manufacture

The FLAX cables are fabricated using 0.076 mm [0.003”] O.D. NbTi center conductor

insulated with 0.28 mm [0.011”] O.D. PFA wire obtained from Supercon1. The shared

outer coaxial conductor is formed with 0.025 mm [0.001”] Nb47Ti foil purchased and

rolled by ATI2 and HPM3. The wires are held in ten,0.28 mm O.D. semicylindrical crimps

made 3.56 mm apart in the foil to achieve a ∼50 Ω characteristic impedance and 3.56 mm

standard trace pitch density used by G3PO connectors available from Corning Gilbert4

(compatible with SMP-S) (see Fig. 4.7, 4.2). The two sides of the ground shield are

mechanically and electrically bonded by micro spot welds which run the length of the

cable between each trace. The welds are approximately every 2 mm which is less than

λ/16 = 2.3 mm at 8 GHz (see Fig. 4.7, 4.2).

At the ends of the cable, the protruding center conductors are threaded into 1.6 mm

O.D., 0.13 mm thick stainless steel capillary tubing. The tubing is crimped onto the

center conductor before the assembly is soldered to the center traces of the transition

board using a stainless steel soldering flux (see Fig. 4.7a, 4.2). The transition board

is a 0.25 mm thick RT/Duroid6010LM PCB with 50 Ω grounded coplanar waveguide

(GCPW) geometry for increased signal isolation. Between each trace, the Nb47Ti outer

conductor foil is micro spot welded to the ground tabs of the transition board while

surface mount coaxial G3PO push-on connectors are soldered to the other end of the

GCPW (Fig. 4.7a). The cable end assembly is clamped in a 3×7 cm gold-plated copper

box which provides strain relief and allows for easy push-on connection of all ten traces

with G3PO blind-mate bullet connectors (Fig. 4.7b).

1Supercon Inc., 830 Boston Turnpike, Shrewsbury, MA.
2ATI Specialty Alloys & Components, 1600 Old Salem Rd., Albany, OR.
3Hamilton Precision Metals, 1780 Rohrerstown Rd., Lancaster, PA.
4Corning Optical Communications, 4200 Corning Place, Charlotte, NC.
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Figure 4.3: Schematic diagram depicting FLAX attachment to the G3PO push-on
connectors via a capillary tube soldered to a coplanar waveguide transition board and
the device under test (DUT) circuit at 4 K.

4.1.3 Performance Characterization

Transmission loss (S21), cross talk (S41), and time domain reflectometry measure-

ments were performed in a dilution refrigerator under vacuum at 4 K with a Keysight

N9917A network analyzer. The device under test circuit consisted of the assembled

FLAX cable with a 3 dB cryo-attenuator obtained from XMA5 and a 25 cm nonmagnetic

SMA-to-G3PO adapter coaxial cable obtained from Koaxis6 on either end (see Fig. 4.11).

A Crystek7 braided, semi-rigid coax through line was used as a calibration reference. Re-

peated handling through the testing process revealed the cables have a minimum inside

bend radius close to 2 mm and are robust to cryogenic cycling.

5XMA Corporation-Omni Spectra, 7 Perimeter Road, Manchester, NH.

P/N: 2082-6040-03-CRYO
6Koaxis RF Cable Assemblies, 2081 Lucon Road, Schwenksville, PA.

P/N: AO10-CC047C-YO18
7Obtained through Digikey. P/N: CCSMA18-MM-141-12
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Figure 4.4: Top: S21 (transmission) measurement of sample FLAX traces from various
cables at 4 K. Bottom: S41 (nearest neighbor forward cross talk) measurement of
sample FLAX traces from the same cable at 4 K. The average cross talk level is given
by the dashed red line.

Transmission

Ripples in the FLAX transmission suggest standing wave modes are present on the

traces which is indicative of an impedance mismatch between the FLAX cable and the

50 Ω circuit (see Fig. 4.12). The transmission ripples are not uniformly harmonic which

suggests the impedance is changing with length along each trace. This could be ex-

plained by flaws in micro spot welding placements along the cable which determine the

distance between the inner and outer coaxial conductors and therefore the characteristic

impedance. The characteristic impedance of the traces were probed using a time domain

reflectometry measurement adjusted for loss (see [165] for details on loss correction) which

confirmed the impedance varies from 55–65±3 Ω along the traces (see Fig. 4.13). This

mismatch at various points in the cable launches reflected waves which contribute to the
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observed ripple.

We hypothesize an additional factor contributing to the impedance mismatch origi-

nates in the intermediate regions of the cable ends where the center conductor exits the

foil sheath and transitions onto the GCPW transition board (see Fig. 4.7, a.). After ex-

iting the ground shield, the exposed wire can act as an inductor. Previous work done by

our group shows inductance on the input and output of a transmission line causes ripples

which increase in magnitude at higher frequencies [161]. This is because the impedance

of a perfect inductor grows linearly with frequency, i.e., ZL = jωL. With each succes-

sive cable iteration, manufacturing techniques improved, the length of exposed wire was

shortened, and the frequency-dependent ripple amplitude diminished. The use of a capil-

lary tube to pin the hair-like center conductor close to the transition board dramatically

reduced the cable end inductance.

Using the peak of the ripple, we report the loss of the 30 cm cable at 8 GHz to be

roughly 1 dB which is slightly higher than the 0.5 dB/m loss reported by commercially

available superconducting coaxial cables [166, 167]. This difference cannot be explained

by a difference in cable materials or geometry [168]. Likely, the source of our additional

loss is the impedance mismatch caused by manufacturing imperfections which produce

reflections in the cable and off the ends as described above.

Table 4.1: Summary of thermal, mechanical, and microwave properties of super-
conducting coaxial ribbon cable, laminated microstrip cable, and best commercially
available superconducting coaxial cables

Thermal Load
8

Mechanical Microwave
Cable per trace [nW] All Dimensions [mm] Values at 8GHz

100mK to Trace OD Min. Inside Cross Talk Attenuation
1 K 4 K Pitch (�) Bend Radius [dB] [dB]

FLAX 16 800 3.556 0.376 2 −60 1
CryoCoax 26 1400 >13 0.900 3.2 N/A < 0.5
KEYCOM 34 1800 >13 0.860 8 N/A < 0.5

Nikaflex 16 460 3.556 0.198
9

6.4 −25 1
8 Computed using dimensions available from [166, 167, 161] and assuming a cable length of 30 cm.
9 For the microstrip geometry this is the total cable thickness.
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Figure 4.5: A typical time domain reflectometry (TDR) measurement of the cryo-
genic signal path showing the characteristic impedance at lengths along the signal
path. Commercially available 50 Ω standard coaxial cables border the FLAX cable
highlighted by the double arrow. Note the TDR measurement is accurate to ± 3 Ω.
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Cross Talk

We found the average nearest-neighbor forward cross talk to be -60 dB (see Fig. 4.12).

This is roughly 30 dB lower than what we previously achieved using flexible laminated

NbTi-on-Kapton microstrip cables [161]. Since the cable’s installation in the MKID Exo-

planet Camera (MEC) at Subaru Observatory, this enhanced isolation has increased our

pixel yield ∼20% [163]. We suspect this large improvement is because the exposed mi-

crostrip geometry allows trace-to-trace coupling whereas the coaxial nature of the FLAX

shields the center conductors thereby preventing signal corruption. In early iterations

of the cable, we found infrequent or failed micro spot welds in the ground shield lead

to much higher levels of cross talk. This leads us to conclude incorporating micro spot

welds less than λ/16 apart between the traces reduces electromagnetic coupling.

Thermal Conductivity

Following previous convention, a cable thermal conductivity, G(T ), was computed

by summing literature values of constituent materials weighted by their cross-sections

(see Fig. 4.14) [169, 161]. We compare our superconducting coaxial ribbon cable to two

commercially available superconducting coaxial cables as well as our lab’s previously

developed laminated NbTi-on-Kapton microstrip cables [161]. We estimate the thermal

conductivity of the PFA dielectric present in the flexible coaxial ribbon cables using

PTFE; the same dielectric used in the two commercial solutions [168]. The smallest

commercially available superconducting coaxial cables from KEYCOM10 and CryoCoax11

were chosen for comparison. The electrical and thermal properties of the cables are

summarized in table 4.2.

10KEYCOM Corp. 3-40-2 Minamiotsuka,Toshima-ku Tokyo.

P/N: NbTiNbTi034
11CryoCoax - Intelliconnect, 448 Old Lantana Road, Crossville, TN.

P/N: 5139-P1NN-611-100P
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Figure 4.6: We computed a cable thermal conductivity G(T ) in units of µWcmK−1

by summing the thermal conductivity of each constituent material weighted by
the cross-section [169, 161]. The cable previously developed by our lab (Nikaflex,
gold) is compared with the subject of this paper (FLAX, salmon), and two com-
mercial options by KEYCOM (P/N: NbTiNbTi034, burgundy) and Cryocoax (P/N
5139-P1NN-611-100P, pink). Solid lines are computed using literature values for
Nb47Ti [170, 171], PTFE [169], Nikaflex (Kapton polyimid film) [161, 172], and
Pyralux [170]. PTFE values were used to estimate the PFA dielectric in the FLAX
cable [168]. Dashed lines indicate extrapolation.
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The heat load from one temperature stage to another can be computed by integrating

values in Fig. 4.14 from T1 to T2 (T1 < T2) and dividing by the cable length. The ten-

trace FLAX cables are currently installed in the MEC experiment where they span 33

cm from the 3.4 K stage to the 90 mK cold ADR stage with a thermal sink at 800 mK

about halfway down the length of the cable [164]. We estimate they generate a thermal

load of ∼200 nW on the 90 mK cold ADR stage. This is about equivalent to the thermal

load created by the Nikaflex cables and approximately half the computed heat load of

either commercial option.

4.1.4 Conclusion

We have manufactured a superconducting flexible coaxial cable capable of delivering

microwave signals between temperature stages with minimal loss, cross talk, and heat

conduction. Strong signal isolation is especially important for our application of moving

4-8GHz servicing 10 000+ multiplexed sensors across temperature stages. The FLAX

cable represents a 30 dB improvement in cross talk as compared to our group’s previously

developed NbTi-on-Kapton microstrip cables. This enhanced isolation facilitated a ∼20%

increase in MKID pixel yield in the MEC experiment [163]. We expect these results will

be especially useful for high-density microwave superconducting detector arrays requiring

strong signal isolation.

The cable technology presented in this paper also has very low thermal conductivity.

For a given thermal budget, the FLAX cables allow for twice as many detectors as the

leading commercial option. The reduced heat load combined with the push-on, small

form factor connectors and reduced trace pitch allow for increased detector density in a

cryogenic system.

We found an attenuation of 1 dB at 8 GHz with ∼3 dB ripples which is at worst 2x
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more loss than commercial options. This magnitude of ripples and loss do not impact our

array on the input side as we can drive microwave resonators (MKIDs) located at trans-

mission dips with higher power than their frequency neighbors. However, these features

degrade the overall signal to noise ratio on the output. Ripples and loss may become

prohibitive for systems operating at frequencies over 8 GHz or systems constrained by

amplifier dynamic range. Insertion loss and ripples can be reduced by improving man-

ufacturing precision in the forming of the NbTi foil crimps and location of micro spot

welds. Alternative methods to join the push on connectors and traces, e.g., brush plating

the NbTi center conductor with an easily solderable material such as nickel may also

improve the impedance match.

Lastly, we note these cables are relatively easy to fabricate. Many components, most

notably the fine, NbTi center conductor wire, are commercially available. All cable iter-

ations were manufactured in-house at the University of California, Santa Barbara. Ten

trace FLAX can be assembled in two days. Overall, we find this cable technology to be su-

perior to commercial options for our applications building high-density superconducting

detector arrays.

4.2 FLAX 2.0

After the initial cable iteration, we partnered with Maybell Quantum Industries to

create a commercial solution through the DARPA SBIR program [173]. With funding

and support from Maybell, we improved on the previous design and published the second

iteration, reproduced below [146]. At the time of writing this thesis, Maybell is continuing

research and development on the wires and is planning to offer them as an option in their

dilution refrigerator systems [174].
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4.2.1 Introduction

Superconducting devices are driving technology advancements in quantum comput-

ing [2, 175], single-photon-counting sensors [41, 67], low-noise amplifiers [176], and more.

These technologies all require specialized cryogenic wiring capable of transporting electri-

cal signals across temperature stages with minimal loss, crosstalk, and thermal conduc-

tivity. The development of high-density cryogenic wiring has proved to be a bottle-neck

in scaling up superconducting systems that need potentially thousands of cryogenic I/O

channels to meaningfully operate [177].

Progress has been slowed in part by stringent performance requirements that limit

wiring solutions to materials that are difficult to work with. Niobium-titanium (NbTi) is

one such material that has very low thermal conductivity and is superconducting under

11 K, providing excellent cryogenic transmission and isolation with a fraction of the heat

load afforded by other metals [178]. This unique combination of electrical and thermal

properties has led NbTi to become the conductor of choice for cryogenic wiring despite the

fact it cannot be soldered and is otherwise difficult to work with and connectorize [179].

Similarly, Teflon-type materials make ideal dielectric mediums because they are flexible

with low thermal conductivity and dielectric loss. Unfortunately, these materials come

with a host of manufacturing challenges including extremely high melting temperatures,

non-trivial phase changes, potential to produce highly-toxic byproducts, and inability to

adhere well to other materials [180, 181].

Despite the fabrication challenges, vendors have managed to fabricate individual

cryogenic coax lines by extruding NbTi tubes threaded with Teflon-coated NbTi wire

[182, 183]. These cables boast excellent transmission and isolation but are semi-rigid and

cumbersome to use in small cryogenic volumes. Furthermore, the extrusion process con-

strains their size, resulting in relatively large cross sections and consequently excessive
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heat loads. More recently, processes have been developed that involve sputtering NbTi

onto a polyimide material such as Kapton to form stripline traces [184, 185, 186]. NbTi-

on-polyimide cables are more flexible and have lower heat load than the aforementioned

semi-rigid cables but have higher dielectric loss that scales with frequency. This loss can

be prohibitive to applications carrying RF or Microwave signals from cryogenic devices

before amplification where the signals are small and vulnerable to noise. Neither of these

leading commercial options met the transmission, crosstalk, and heat load requirements

for our application delivering 4-8 GHz signals to an array of 20,000+ microwave kinetic

inductance detectors (MKIDs) at 10 mK [187, 41].

Unable to buy suitable cryogenic wiring, we previously developed our own in-house

cable manufacturing process at the University of California, Santa Barbara that involves

spot welding NbTi foil around PFA-coated NbTi wires to form a flexible coaxial ribbon

cable (FLAX) [145]. This technology aims to replicate the near-perfect isolation and

transmission offered by semi-rigid, superconducting coax but in a smaller, more flexible

format that reduces heat load and allows for increased I/O density. In [145], we demon-

strated competitive heat load and isolation but the transmission loss could prove to be

a dominant noise source for highly-sensitive experiments like those requiring quantum-

noise-limited amplifiers. Another drawback was the highly variable, manual, and labor

intensive manufacturing process [145].

In this paper, we present improvements to the cable design and show 3x improved

cable transmission without negatively impacting the isolation or heat load. We share

initial progress by Maybell Quantum Industries on a roll-to-roll manufacturing system

to streamline and standardize cable fabrication in preparation for commercialization.

Lastly, we compare the latest performance data with the smallest commercially avail-

able semi-rigid superconducting coax from CryoCoax12 [182] and the NbTi-on-polyimide

12CryoCoax - Intelliconnect, 448 Old Lantana Road, Crossville, TN, USA. P/N: BCB012
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Figure 4.7: Eight-trace Maybell cable prototype manufactured using automated rol-
l-to-roll laser welding system. Two sheets of 1 mil thick NbTi foil are welded around
PFA-coated NbTi wires with a continuous laser weld. The cable appears uniform,
flexible, and durable.

Cri/oFlex®3 from Delft Circuits13 [186].

4.2.2 Manufacturing Improvements

The previous iteration of the FLAX cable was manufactured using individual, hand-

placed spot welds to act as vias between the cable traces [145]. While effective, this

process was slow and error-prone because any welds placed too close to the center wire

result in an electrical short, rendering the cable useless. Maybell has developed a laser

welding cable manufacturing system and is developing a roll-to-roll apparatus that will

greatly simplify and speed up cable manufacturing as well as increase overall uniformity.

A prototype sample produced using a linearly actuated mechanical stage is shown in

Fig. 4.7. A close up of the continuous laser welds surrounding two wires is show in

Fig. 4.8. We expect cables manufactured with this system to show enhanced durability

and better impedance control due to the precise, continuous laser welds. We also note

this manufacturing system allows cables to be made with arbitrary length, giving more

flexibility to cryogenic routing and design.

13Delft Circuits, 2627 AN, Delft, Netherlands. P/N: Cri/oFlex®3
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4.2.3 Design Improvements

Two main design improvements were made to correct for impedance mismatches in

the cable and improve the microwave transmission. First, the characteristic impedance

of the cable was adjusted closer to 50 Ω. Second, the connectorization was modified to

reduce reactive impedance reflections off the connector ends.

Characteristic Impedance

The characteristic impedance of the cable was originally designed in [145] assuming

a perfect circular cross section for the inner and outer conductor geometry. In real-

ity, the manufacturing process produces an outer conductor profile more parabolic than

semicircular (see Fig. 4.8). This results in the cable cross section appearing more ellip-

tical (see Fig. 4.9) which causes the outer conductor to be effectively further from the

inner-conductor, elevating the cable characteristic impedance.

We modeled the actual coaxial shape as a spline in Ansys HFSS and determined

increasing the center conductor diameter from 0.003 inches to 0.005 inches (without

changing the dielectric thickness) would effectively bring the inner and outer conductors

closer together and bring the impedance back down to the target 50 Ω.

End Inductance

When traveling out of the cable and into the connector, the electric field transitions

from a coaxial mode in the cable to a coplanar waveguide mode in the transition board,

and then back to a coaxial mode in the connector. The center conductors, which behave

inductively, are relatively continuous in the transition; however, the surrounding ground

planes, which provide a balancing capacitance, undergo a large geometry shift from 3D

to 2D and back. The authors theorize that the disruption to the 3D ground plane
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Figure 4.8: Manufacturing data obtained from JT Automation during a prototype
cable manufacturing run. A.) Angle view showing a single sheet of NbTi foil with two
crimps made to house wires with continuous laser welds in-between. B.) Aerial view
of the NbTi foil showing the same welds and crimps pictured to the left. C.) Cable
profile measured in inches. In all views the cable profile is highlighted in yellow. The
profile shows good uniformity and repeatability across the length of the cable. The
laser welds appear high-quality.
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Figure 4.9: Exploded view of cable-end assembly with key dimensions shown in inches.
Drawing is not to scale. From top/back to bottom/front: G3PO half-shell connectors
are soldered to the transition board. The transition board features 50 Ω grounded
coplanar waveguide structures with the upper ground planes connected in front to
create capacitance between the upper ground planes and signal traces. The FLAX
cable center conductors are crimped into stainless steel capillary tubes and soldered
to the center traces. The FLAX ground shield is spot welded to the upper ground
planes. The cable cross section shows the PFA (blue) insulated NbTi (grey) wire set
in parabolic crimps made in the shared NbTi foil ground shield. The two sides of
the shield are mechanically and electrically bonded with micro spot welds less than
λ/16 ≃ 2 mm (at 8 GHz) apart that run in-between the traces down the length of the
cable. Figure is modified from [145].
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reduces capacitance in the transition and causes the connector ends to behave inductively.

This can be seen in the transmission spectrum from [145], which shows ripples in the

transmission consistent with the fundamental mode of the cable growing with increasing

frequency. This is consistent with reflections off inductive features in the cable ends

because the impedance of a perfect inductor grows linearly with frequency, i.e., ZL = jωL.

The authors used Ansys HFSS to simulate the connector transition and determined

the inductance in the cable ends could be mitigated by including a capacitive feature in

the transition board. This was accomplished by modifying the upper coplanar waveguide

ground planes on the transition board, bringing them together in front of the signal trace

with a 0.006 inch gap (see Fig. 4.9 and Fig. 4.10 ).

4.2.4 Performance Characterization

Table 4.2: Summary of thermal, mechanical, and microwave properties of supercon-
ducting coaxial ribbon cable, commercial semi-rigid superconducting coax, and com-
mercial superconducting polyimide flex cables

Thermal Load
14

Mechanical Microwave
15

Cable per trace [nW] All Dimensions [inches] 8 GHz
100mK to Connector OD Min. Inside S41 Attn.

1 K 4 K Pitch (�) Bend Radius [dB] [dB]

FLAX [This Work] 5 245 0.140 0.02 0.08 −50 1.5
FLAX [145] 5 238 0.140 0.02 0.08 −50 7

Semi-Rigid
16

7 370 > 0.5 0.900 0.13 < −60 0.5

Polyimide-Flex
17

TBD TBD 0.3 0.01
18

0.04 −60 7
14 Computed using a cable length of 1 foot.
15 Values reported for ∼1-ft long cables.
16 CryoCoax 0.034 inch NbTi/NbTi, P/N: BCB012 [182].
17 Delft Circuits Cri/oFlex®3 with NbTi conductor [186].
18 For the microstrip geometry this is the total cable thickness.

Design modifications were tested using a 5-trace, 1-ft long cable manufactured in-

house at the University of California, Santa Barbara using the same process described

in [145]. We compare our results with the previous iteration of the cable as well as the

smallest commercially available superconducting coax from CryoCoax (P/N: BCB102)
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Figure 4.10: A.) Box end housing and grounded coplanar waveguide transition board
design used in [145] that yielded excess end inductance. B.) Box end and modified
grounded coplanar waveguide design with capacitive coupling used in this work. C.)
Connectorization scheme showing how cable is connectorized in this work. The cable
ground is spot welded to the transition board ground. The cable center wire is exposed
by cutting the foil ground and then crimping a stainless steel tube onto the wire. The
tube is soldered to the transition board. The transition board and G3PO connectors
are soldered into the box housing.
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Figure 4.11: Schematic diagram depicting the device under test circuit at 4 K. Figure
is modified from [145]

[182] and the only commercially available NbTi-on-polyimide flex cable from Delft Cir-

cuits (P/N: Cri/oFlex®3) [186]. Key thermal, mechanical, and electrical properties are

summarized in Table 4.2.

Transmission loss (S21), crosstalk (S41), and time domain reflectometry were mea-

sured at 4 K with a network analyzer. The device under test circuit consisted of the

assembled FLAX cable with 3 dB cryo-attenuators obtained from XMA19 and 25 cm

nonmagnetic SMA-to-G3PO adapter coaxial cables obtained from Koaxis20 on either

end (see Fig. 4.11). A non-superconducting commercial coax through line was used as a

calibration reference for fridge wiring as in [145].
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Figure 4.12: Top: S21 (transmission) measurement of sample traces from [145]
(dashed) and this work (solid) at 4 K. The transmission is improved 3x at high frequen-
cies in the new design. Bottom: S41 (nearest neighbor far-end crosstalk) measurement
of sample FLAX traces from the same cables at 4 K. The cross talk values are largely
unchanged between design iterations.
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Transmission

Transmission measurements (S21) at 4 K for two traces from the same test cable are

plotted in Fig. 4.12 along with sample traces from the previous iteration of the cable first

published in [145]. The transmission is improved from at most 7 dB of loss in [145] to

1.5 dB of loss at 8 GHz in this work. The loss is now on-par with commercial semi-rigid

superconducting coax cables and 3x better than commercial NbTi-on-polyimide cables

(see Table 4.2).

Previously, the authors had hypothesized ripples in the transmission spectrum were

caused by inductance in the connector transition that produced reflections off the cable

ends [145]. The transmission curves from this work do not show the same ripples in-

creasing with frequency as the previous iteration, suggesting the capacitive tuning in the

transition board successfully mitigated the inductive connectorization.

An updated time domain reflectometry measurement is shown in Fig. 4.13 and con-

firms the larger center conductor wire lowered the impedance from ∼60 Ω to ∼53 Ω.

The impedance being closer to 50 Ω is likely contributing to the improved transmission

at lower frequencies where the insertion loss dominates over the inductive ripple. The

improved characteristic impedance and transmission spectra are consistent with 3D elec-

tromagnetic simulations the authors used to model design modifications to the center

wire and transition board.

Crosstalk

The authors measured both the near-end crosstalk (S31) and the far-end crosstalk

(S41) and found the crosstalk levels to be the same. This suggests all crosstalk is hap-

19XMA Corporation-Omni Spectra, 7 Perimeter Road, Manchester, NH.

P/N: 2082-6040-03-CRYO
20Koaxis RF Cable Assemblies, 2081 Lucon Road, Schwenksville, PA.

P/N: AO10-CC047C-YO18
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Figure 4.13: Time Domain Reflectometry (TDR) measurement of the cryogenic signal
path showing the characteristic impedance at lengths along the signal path at 4 K.
Traces are shown from [145] (dashed, light blue) and this work (dark blue). This work
shows improved impedance match with the cable characteristic impedance being closer
to 50 Ω than the previous iteration. Commercially available 50 Ω coaxial cables border
the FLAX cables highlighted by the double arrow. Note the 4 K TDR measurement
is accurate to ± 3 Ω.
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pening in the transition board and connector ends. This is consistent with the idea

that the flexible coaxial ribbon cable provides a 3D superconducting ground around each

wire making crosstalk in the cable itself virtually impossible. Only (S41) is shown in

Fig. 4.12 for comparison with [145]. We find the crosstalk remained around -50 dB which

is competitive with commercial semi-rigid and Kapton-flex cables. We hypothesize the

crosstalk may be further reduced by adding 3D shielding on the surface of the transition

board.

Thermal Conductivity

Following previous convention, we compute G(T ), a length-dependent cable thermal

conductivity, by summing literature values of cable materials weighted by their cross

sections (see Fig. 4.14) [188, 145, 184]. The heat load between temperature stages can be

computed by integrating values in Fig. 4.14 from T1 to T2 (T1 < T2) and dividing by the

cable length. Results of this calculation are presented for select temperatures and cables

in Table 4.2. G(T ) is plotted for the superconducting coaxial ribbon cable in this work,

the previous iteration [145], and the smallest commercially available superconducting

coax from CryoCoax (P/N: BCB012) [182] in Fig. 4.14. Delft Circuits declined request

to share cross-sectional area information for the superconducting polyimide Cri/oFlex®3

cable (Delft Circuits, personal communication, May 2023) and so we instead show a hy-

pothetical NbTi-on-polyimide cable where the polyimide21 cable dielectric and conductor

have the same cross sectional areas as the dielectric and conductor in this work, respec-

tively. In this way, the differences in heat load between the three superconducting coaxes

in Fig. 4.14 are purely geometrical whereas the difference between this work and the

polyimide/Kapton is due solely to materials differences in the dielectric.

We find the heat load increased slightly between [145] and this work due to the

21approximated as the Nikaflex DuPont/Nikkan Kapton film [190] used in [184].
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Figure 4.14: We computed a cable thermal conductivity G(T ) in units of µWcmK−1

by summing the thermal conductivity of each constituent material weighted by the
cross section [188, 184, 145]. The smallest commercially available superconducting
coax from CryoCoax (P/N: BCB012) labeled “semi-rigid” (pink) is compared with
this work (salmon). The authors were unable to obtain cross-sectional dimensions

for the Delft Cri/oFlex®3 cable and so instead display a fictitious NbTi/Kapton
cable, labeled “Kapton-flex” (purple), where the Kapton and NbTi materials have
been assigned the same cross-sectional area as the dielectric and conductor in this
work, respectively. The differences in heat load between the semi-rigid (pink), [145]
(gold), and this work (salmon) are due purely to geometrical differences whereas the
difference between the Kapton-flex (purple) and this work (salmon) is due purely to
difference in dielectric materials. Solid lines are computed using literature values for
Nb47Ti [178], PTFE [188], and Kapton [184, 189]. PTFE values were used to estimate
the PFA dielectric in the FLAX cable. Dashed lines indicate extrapolation. Figure is
modified from [145].
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increased center conductor diameter (see Table 4.2). Despite the increase, the cable

presented in this work remains roughly half as thermally conductive as the smallest com-

mercially available superconducting coax. While the heat load of the Cri/oFlex®3 cables

with NbTi conductor has not been directly measured, Delft Circuits suggests it may be

∼10% of the heat load of the same polyimide-flex cables with Ag conductor, i.e. 6x more

thermally conductive from 1 K to 100 mK than the cable presented in this work (Delft

Circuits, personal communication, May 2023) [186]. This may be because the polyimide

material is the dominant cross section and is approximately 5 times more thermally con-

ductive than NbTi below 1 K [178]. In this work, we hypothesize the cable heat load is

dominated by the NbTi conductor because [178] suggests NbTi is approximately ten-times

more thermally conductive than PTFE below 1 K. To minimize heat load in cryogenic

cables, we suggest NbTi/PTFE/PFA solutions minimize conductor cross section whereas

NbTi/Kapton/polyimide technologies minimize dielectric cross section.

4.2.5 Conclusion

We have improved the transmission 3x without negatively impacting the heat load or

isolation and made progress on commercial manufacturing of the superconducting flexible

coaxial ribbon cable presented in [145]. We adjusted the center conductor diameter and

re-designed the transition board to improve the transmission loss while retaining strong

signal isolation and low heat load.

The cable technology presented in this work has been deployed in two superconducting-

array-based instruments: the MKID Exoplanet Camera (MEC) [41] and the MagAO-X

MKID Instrument (XKID) [43]. In both cases, FLAX cables replaced our group’s pre-

viously developed laminated NbTi-on-Kapton microstrip cables [184]. In MEC, the im-

provement in signal integrity increased the amount of usable superconducting detectors
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in the array by ∼20% [145]. In XKID, the average MKID energy resolution— a key

superconducting detector performance metric, increased by a factor of 4.

This cable technology has already demonstrated promising performance gains in su-

perconducting detector array instruments. With the modifications in this work along

with future improvements and commercialization by Maybell Quantum Industries, we

see the potential for this technology to be widely applicable to superconducting device

systems. Future improvements may include adding 3D shielding in the transition board

which would allow for higher connector pitch density, lowering the head load per trace

and potentially improving the crosstalk.

Overall, we find this cable technology to be superior to commercial options for our

applications building high-density superconducting detector arrays. The high electrical

and thermal isolation coupled with low loss and connectorized with high-density, coaxial

push-on connectors makes for an easy-to-use cryogenic wiring solution. We are looking

forward to future improvements led by Maybell Quantum Industries and we expect these

results will be especially promising for groups looking to operate high-density, supercon-

ducting microwave device arrays.
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Conclusion

This dissertation has reviewed superconducting detector utility with a focus on appli-

cations to fast, single-photon-counting, energy-resolving cameras for scientific imaging.

In order to fully realize this scientific utility, superconducting detectors must be fabri-

cated into large arrays. MKIDs are uniquely suited to tile into arrays because of their

frequency-division multiplexing ability, however large MKID arrays still face many engi-

neering challenges.

This work details a new digital readout system which is capable of reading out twice

the number of pixels with a fraction of the weight, volume, and power as compared to the

previous system. The RFSoC-based digital readout makes use of modern FPGA tools

and is more flexible and maintainable than the previous system.

This work also featured a new superconducting ribbon cable for high-density, cryo-

genic wiring. The cable had half the heat load of the best commercially available option

at the time of publication and is now under commercial development. Together, these

technologies are expected to pave the way towards megapixel arrays, enabling new science

and positioning MKIDs as a technology target for future space missions.

Overall, it has been a joy and a privilege to work on these exciting, up-and-coming
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detectors. I am looking forward to continuing to develop experimental electronics solu-

tions for research projects in my future career. I will be closely tracking MKID research

progress and am eagerly anticipating the next wave of technology-enabled science.
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