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Abstract
In this paper, we systematically derive a model for turbulence spreading from the basic kinetic

equation. The model contains explicit nonlocal nonlinear diffusion and nonlocal growth. When the

nonlocality scale parameter δb (banana width) vanishes, this model reduces to the usual turbulence

spreading model. We elucidate the mechanisms of nonlinear saturation and nonlocal growth.

Results show that nonlocal effects, especially the nonlocal growth, thicken the turbulence spreading

front and increase the speed of front propagation. More turbulence intensity penetrates the stable

region when δb increases. The penetration depth ∆p is proportional to δb/LT , therefore the fraction

of turbulence in the unstable region scales as 1− δb∗. The transport scales the same way.
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I. INTRODUCTION

Confinement and anomalous transport remain of critical concern to magnetic confine-
ment. Indeed, plans for ignition in ITER are based upon extrapolation of present-day
enhanced confinement regimes, such as H-mode [1]. Turbulent transport theory and mod-
elling have been developed from the idea that a local mixing precess is at work, and that
local fluxes may be expressed in (generalized) proportionality to local gradient. Pioneered
by Boris B. Kadomtsev in his seminal work of 1965 [2], this concept of transport - as local-
gradient-driven mixing - is based upon the presumption that two disparate scales control the
transport. These are, of course, the mode width scale (radial correlation length ∆rc) and
the profile scale (LP , LT , Ln · · · ). The correlation length is ∆rc ≃ αρi, where ρi is ion gyro
radius and α is of order a few. Then the fundamental ordering is ∆rc/Ln ∼ ρ∗ ≪ 1, where
ρ∗ ∼ ρi/L⊥ ∼ ρ/a. As a consequence, the transport scaling for drift wave microturbulence
is then DGB ∼ ρ∗DB, where DB ≃ ρiCS corresponds to Bohm diffusion, CS is sound velocity
and DGB refers to Gyro-Bohm. Of course, Gyro-Bohm scaling is optimistic, because it pre-
dicts that “bigger is better”, i.e. DGB drops with increasing device size. This approach to
transport modelling has culminated in what might be called the “standard model” of drift
wave-zonal flow turbulence [3]. In this model, mesoscales help regulate transport via the
effects of zonal flow shearing upon eddy size, but are assumed not to contribute directly to
transport itself.

However, things are not so simple. Breaking of Gyro-Bohm scaling has been observed
[4, 5], with Deff ∼ ρσ∗DB, σ < 1. Moreover, a host of “non-local transport experiments”,
reviewed in reference [6], highlight puzzling phenomena where one part of the plasma re-
sponds rapidly to a perturbation in the other. Typical of these is the well know experiment
of Gentle et al. [7], in which a rapid rise in core temperature is observed in response to edge
cooling. Ongoing work continues the study of these “non-local phenomena” [8].

Theory has responded to these challenges by developing models which loosen the hereto-
fore tight coupling of the fluctuations and fluxes to local gradients. One example of this
sort of extension is “turbulence spreading” or “entrainment” [9–11], in which turbulence
propagates dynamically. Another is avalanching [12, 13], whereby correlated local overturn-
ing or mixing events cooperate to produce a transport pulse and turbulence burst. These
mechanisms are reviewed in depth in Ref. [14]. The upshot is a basis for understanding how
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fast propagation of turbulence and transport fronts can occur. These ideas are encapsulated
in transport modelling by replacing the traditional Fick’s law, say of the form Q = −χ∇T ,
with a delocalized flux-gradient relation Q = −

∫
dr′K(r − r′)∇T (r′) [15, 16]. Of course,

here the structure and range of the kernel K(r − r′) are the key issues.
All of this, then, motivates the question of whether or not the transport dynamics is

explicitly non-local, or simply local, but exhibiting fast front propagation. By explicit
non-local, we mean say, the evolution of fluctuating potential intensity ⟨ϕ̃2⟩ of the form
∂t⟨ϕ̃2⟩ =

∫
γ(r − r′)⟨ϕ̃2⟩(r′)dr′ + · · · as opposed to the usual form:

∂tE = ∂x[(D0E)∂xE ] + γ(x)E − σE2 (1)

for fluctuation energy evolution, familiar from K − ε modelling. If nonlocality is explicit,
then the range of kernel is of prime importance. Of course, it is also critical to understand
exactly how such explicit nonlocality can result from a system of basic equations which are
local partial differential equations.

In this paper, we answer the question above in the affirmative. Yes - the equation for
potential fluctuation intensity ⟨ϕ̃2⟩ is explicitly non-local. Note that:

1. in the sense of a quasi-linear approximation, all transport fluxes may be calculated
from the knowledge of the intensity ⟨ϕ̃2⟩;

2. such a result is equivalent to stating that the dynamics of turbulence spreading is
explicitly non-local.

Here, the fundamental system is the Darmet model of trapped ion turbulence [17–19], gov-
erned by a function f(ψ, α,E, t) of a two space coordinates (ψ, α) and energy E distribution.
This evolves in time according to a gyro-kinetic equation, as well as the quasi-neutrality con-
dition, including polarization charge. The scale variation of the modes should not smaller
than the banana width. Thus, it is not surprising that the scale of explicit nonlocality is the
banana width δb in radial direction. Here δb ≃

√
R/rqρi, and R is major radius, q is the

safety factor. Thus, we see that the nonlocality, while physical, is rather modest. This is in
accord with current expectations. We have serval reasons for choosing trapped ion turbu-
lence as the representative. First, this model is closely analogous to the gyro-kinetic system,
and is simple model manifesting ITG turbulence. Growth can be included easily via the drift
velocity. At the same time, this (Darmet trapped ion turbulence) model is simple. Since,
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only bounce averaged quantities are evolved, it requires only 2 spatial dimensions. And since
precession frequency is parameterized by energy, only one velocity space variable is needed.
Thus the model reduce the space from 5D, as for standard gyro-kinetics, to 3D. Second, in
the original calculation of zonal flow from Rosenbluth and Hinton [20], they identified the
trapped ion enhanced polarization charges as the effect, which sets ZF screening. Thus a
model based on trapped ion is a good way to treat both zonal flow and turbulence spreading.
This is our ultimate goal. As for the relevance to future tokamak, first, this model can be
a baseline for calculation of turbulence spreading – it clarifies physical concepts and ideas.
Second, when the temperature of ion increases, the normalized collision frequency ν∗i drops,
thus the trapped particle effects can be enhanced.

The analysis undertaken in this paper may be summarized as follows. The fundamental
scale ordering is:

ρi < δb < ls < LT , and ρi < lr < ls

where:

• ρi, ion gyro radius,

• δb ≃
√
R/rqρi, ion banana orbit width,

• 1/lr ≡ kr, the scale of the mode, which is comparable to the correlation length ∆rc,

• 1/ls ≡ ∂r|ϕ|2/|ϕ|2, ls is spectral variation scale. Spectral variation ls is the scale of
the spectral envelope, which is formed by the intensity profile of modes of ϕ̃, therefore
larger or equal to the scale lr. The scaling ls can be expected to be ls ∼ δαb L

β
Ti

, where
α < 1, β < 1, α + β = 1. ls is set by profiles and the zonal flow screening (hence δb
dependence).

• 1/LTi ≡ ∂r⟨Ti⟩/⟨Ti⟩, LTi or LT is a scale of the constant-temperature-gradient region
which is of the same order as the box size.

Exploiting the scale ordering, we proceed from the basic gyro-kinetic equation to obtain a
potential vorticity (PV) evolution equation and then the equation for the evolution of the
PV correlation function ⟨Ũ(1)Ũ(2)⟩, where Ũ(1) and Ũ(2) indicate the potential vorticity
at different positions. The correlation equation is closed by a two-point quasilinear method.
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A key step comes when inverting ⟨Ũ(1)Ũ(2)⟩ to obtain ⟨ϕ̃(1)ϕ̃(2)⟩. The inversion is accom-
plished by the use of a Green’s function. with kernel scale δb. This ultimately defines the
scale of explicit non-locality in the problem. Note the important physics findings that:

1. the theory of spreading is most “naturally” formulated in terms of a conserved charge
density, or PV;

2. the scale of PV inversion - i.e. the transformation Ũ → ϕ̃ - defines the scale of explicit
non-locality in the transport flux.

We derive the equation for ⟨ϕ̃2⟩ and discuss the physics of turbulence spreading. The key
novel effect here is that of non-local growth. We show how non-local growth enhances the
speed of the spreading front, the penetration of stable regions by turbulence spreading, and
how such enhanced spreading contributes to nonlinear saturation. Extensions of this work
to other systems and problems are discussed.

The remainder of this paper is organized as follows. Section II presents the evolution
equations for fluctuating temperature and potential. Section III studies the spectral evo-
lution equation. Section III A presents the evolution equation of turbulence enstrophy.
Section III B gives the evolution equation of potential intensity form turbulence enstrophy.
Numerical analysis of modified intensity evolution are presented in section IV. Section V
gives conclusions and discussions.

II. FROM KINETICS TO PV DYNAMICS

The distribution function f(x,p, t) is a function of phase space (x,p), which can be
replaced by a set of action-angle variables (J, ϕ). For trapped ions, J = (J1, J2, J3), which
are adiabatic invariants. (ϕ1, ϕ2, ϕ3) are gyro phase, bounce phase and precession phase. For
the study of low frequency (ω < ωb, ωb is the typical bounce frequency of ion) turbulence in
a tokamak, a double averaged (on both gyro phase and bounce phase) distribution function
f̄ can be used to simplify the phase space to 3D (ψ, α,E). Here ψ and α are the radial and
angle coordinates, and E is the energy or velocity coordinate. The averaging is done in both
gyro-phase and bounce-phase. f̄ is determined by the kinetic equation[17]:

∂tf̄ + ΩDE∂αf̄ − [J0ϕ, f̄ ] = 0 (2)
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where [F,G] = ∂αF∂ψG− ∂ψF∂αG, and J0 is a gyro- and bounce-averaging operator. Here
ΩD is the precession frequency of trapped particles, assumed to be constant.The time scale
is in units of a typical precession time, since the kinetic equation is averaged over the
bounce phase. Because the length scale of trapped ion turbulence is of the order of banana
width (which is vastly exceeds the Debye length), the Poisson equation is replaced by quasi-
neutrality constraint ni = ne.

We can decompose the distribution function f̄ into a mean distribution ⟨f⟩, the adia-
batic response function −⟨f⟩qi,eϕ/Ti,e, and the non-adiabatic part hi,e. An important point
is that the fluctuating particle density should not respond to the zonal mode, i.e. the
adiabatic fluctuation only responds to the non-zonal potential. Then the adiabatic distri-
bution function changes to −⟨f⟩qi,e(ϕ − ϕZ)/Ti,e. Here ϕZ ≡ ⟨ϕ⟩α is the zonal potential.
And after integration of this distribution function in velocity (energy) space, we obtain
ñi,e/n0 = −qi,e(ϕ− ϕZ)/Ti,e. Thus we have the total distribution function below:

f̄i,e = ⟨fi,e⟩ −
qi,e
Ti,e

(ϕ− ϕZ)⟨fi,e⟩+ hi,e (3)

The quasi-neutrality condition ni = ne now can be represented by the integral of total
distribution function in the velocity (energy) space as below:

2

n0

√
π

∫ ∞

0

J0

[
− q

Ti
(ϕ− ϕZ)⟨fi⟩+ hi

]√
EdE +∆i

qϕ

Ti

=
2

n0

√
π

∫ ∞

0

J0

[
q

Te
(ϕ− ϕZ)⟨fe⟩+ he

]√
EdE −∆e

qϕ

Te

(4)

∆s = ρ20s∂
2
α + δ2bs∂

2
ψ accounts for the polarization - i.e. the difference between the density

of bounce-averaged centers and the density of particles. Equation (4) could be included in
equation (6), a kinetic quasi-neutrality equation, whose R.H.S. is determined by the non-
adiabatic particle distribution function hi,e, and thus by non-adiabatic charges ñnonad,i and
ñnonad,e. Meanwhile, the non-adiabatic distribution function satisfies the kinetic equation
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(5) below.

∂thi + ΩDE∂αhi −
[
ϕ̄,− q

Ti
(ϕ− ϕZ)⟨fi⟩+ hi

]
= ∂t

(
q

Ti
(ϕ− ϕZ)⟨fi⟩

)
+ ∂α(ϕ− ϕZ)∂ψ⟨fi⟩

(5)

Cad (ϕ− ϕZ)− Ci∆i+eϕ

=
2

n0

√
π

(∫ ∞

0

J0hi
√
EdE −

∫ ∞

0

J0he
√
EdE

)
= ñnonad,i − ñnonad,e

(6)

Here Ci = q/Ti, Cad = Ci(1 + τ)/
√
2ε0, τ = Ti/Te, ∆i+e = ∆i + τ∆e. (ϕ− ϕZ) represents

the double-phase-averaged potential. ε0 = a/R is the inverse aspect ratio, and
√
2ε0 is

the fraction of trapped particles. Equations (5) and (6) are used in reduced gyro-kinetic
simulation of trapped ion modes [17–19]. For the kinetic quasi-neutrality equation (6), we
assume adiabatic electrons, i.e. he = 0, and neglect the ∆e term. Taking the derivative
of equation (6) with respect to time, we obtain ∂thi in the R.H.S. Using equation (5) to
eliminate ∂thi, and doing the energy integral (2/n0

√
π)
∫∞
0
...
√
EdE yields,

∂t
[
Ce(ϕ− ϕZ)− Ci∆iϕ

]
=

− 3

2
ΩD∂αT̃i +

[
ϕ,− q√

2ε0Ti
(ϕ− ϕZ) +

ñi
n0

]
− 1√

2ε0
ṽ(ψ)∂ψ ln⟨ni⟩

(7)

where part of Cad is cancelled and left Ce = Ciτ/
√
2ε0, and we simply take J0ϕ = ϕ̄ = ϕ.

When doing the integral of ⟨fi⟩, we encounter 1/
√
2ε0, because ⟨fi⟩ is the distribution

function of all particles, including both passing and trapped particles. We want to separate
the evolution of the zonal mode (ϕZ ≡ ⟨ϕ⟩α) from ϕ. So we write ϕ = ϕ̃+ϕZ , where ϕ̃ are the
n ̸= 0 trapped ion modes. Substituting all ϕ into the equation above, and replacing ñi with
equation (6), we can separate the results into two equations according to symmetry[21–23],
as below. The subscript i in ∆i is neglected.(

∂

∂t
+ ṽ · ∇+VZ · ∇

)
(Ci∆ϕ̃) =

3

2
ΩD∂αT̃i

−iCe(ω − ωZ+
ωi∗n
τ

)ϕ̃− Ciṽ(ψ)∂ψ(∆ϕZ)

(8)

∂

∂t

(
Ci∆ϕZ

)
= Ci⟨∇ϕ̃× ẑ · (∇∆ϕ̃)⟩α

≡ −Ciδ2b0∂2ψ ⟨ṽψṽα⟩α
(9)

7



where ṽ = −∇ϕ̃ × ẑ, VZ = −∇ϕZ × ẑ = ∂ψϕZ êα. The Doppler shift effect terms are
ωi∗n = kαcT

qB
∂ψ ln⟨ni⟩, ωi∗T = kαcT

qB
∂ψ ln⟨Ti⟩, ωZ = kα

∂ϕZ
∂ψ

. When the zonally averaged profiles
⟨T ⟩ and ⟨n⟩ exhibit no corrugations, as shown in figure 1, we set L−1

n ≡ ∂ψ ln⟨ni⟩ > 0 and
L−1
T ≡ ∂ψ ln⟨Ti⟩ > 0. Equations (8) and (9) are the evolution equations for vorticity. In

equation (8), the second term on the R.H.S can be combined with the L.H.S., yielding a
useful evolution equation for potential vorticity (ϕ̃ − ∆ϕ̃). Equation (9) shows that zonal
vorticity evolves according to Reynolds force, as expected.

r

❤❚ ✐

▲�

✁✂✄

r

❤❚ ✐
�✁✂

FIG. 1. The characteristic length scale LT of mean profile is defined in (a). For a corrugated profile

like (b), no appropriate LT could be defined

We notice the first term on the R.H.S. of (8) contains the fluctuating temperature T̃i. We
can substitute the full f̄i and ϕ into the kinetic equation (5), and then obtain the fluctuating
temperature T̃i evolution by taking the energy moment, i.e. 2

3
2

n0
√
π

∫∞
0
...E

√
EdE. Then

separating the result according to symmetry yields:

√
2ε0

(
∂t+ṽ · ∇+VZ · ∇

)
T̃i

= −i(ω − ωZ − ωi∗n − ωi∗T )⟨Ti⟩
qϕ̃

Ti

(10)

∂

∂t
(⟨Ti⟩+ ⟨Ti⟩ ln⟨ni⟩) =

√
2ε0⟨∇ϕ̃× ẑ · ∇T̃i⟩α

≡ −
√
2ε0∂ψ⟨ṽψT̃i⟩α

(11)

We study turbulence evolution by using equations (8) and (10). Notice the similarity
between (8) and (10)-they can be written into a simpler way. First, multiply the above
equations (10) and (11) by τ/(

√
2ε0⟨Ti⟩). Then subtract the two vorticity equations (8) and

(9) from them. We neglect ωi∗n and ln⟨ni⟩ by assuming large Ln and slow variation of mean
density. In other words, the mean density gradient is neglected in our model. Finally, we
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have:
∂

∂t

(
τ√
2ε0

ln⟨Ti⟩ − Ci∆ϕZ

)
=

〈
∇ϕ̃× ẑ · ∇

(
τ

⟨Ti⟩
∇T̃i − Ci∆ϕ̃

)〉
α

(12)

d
dt

(
τ
T̃i
⟨Ti⟩

− Ci∆ϕ̃

)

= −3

2
ΩD∂αT̃i − ṽ · ∇

(
τ√
2ε0

ln⟨Ti⟩ − Ci∆ϕZ

) (13)

These can be written as evolution equations for mean and fluctuating potential vorticity.

∂t⟨q⟩ =
〈
∇ϕ̃× ẑ · ∇δq

〉
α
= −∂ψ ⟨ṽψδq⟩α (14)

d
dtδq = −3

2
ΩD∂αT̃i − ṽ · ∇⟨q⟩ (15)

where:
d
dt =

∂

∂t
+ ṽ · ∇+VZ · ∇

The total potential vorticity ⟨q⟩+ δq is defined as,

⟨q⟩ = τ√
2ε0

ln⟨Ti⟩ − Ci∆ϕZ (16)

δq = τ
T̃i
⟨Ti⟩

− Ci∆ϕ̃ (17)

There are several interesting observations concerning the above equations (14) and (15).
The total potential vorticity is conserved, up to curvature drift effects. The evolution of PV is
determined by PV flux, which results from both heat flux and Reynolds stress. Theoretically,
we can obtain the mean profile evolution if we know the heat flux and Reynolds stress. This
requires us to obtain the explicit equations for ϕ̃ and T̃ . Considering the conservative form
of equation (8), we will use the 2-point correlation function [24, 25] and equation (8) to
obtain the turbulence intensity (i.e. ⟨ϕ̃2⟩) evolution equation. And as we will show in this
paper, the coupling to T̃ in equation (8) can be decoupled by a simple quasilinear type
approximation. We will then use the ⟨ϕ̃2⟩ equation to study turbulence spreading. The aim
is to develop a generic spreading model.

III. FROM PV DYNAMICS TO SPACE-TIME SPECTRAL EVOLUTION

We defined a potential-vorticity quantity Ũ = Ceϕ̃ − Ci∆ϕ̃, which allow us to write the
equation (8) as below, where (ψ, α) → x⃗ ≡ (r, y). We used incompressibility of fluid motion
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and ignored the averaged density gradient, so:

Eq.(8) =⇒
(
∂

∂t
+ ṽ · ∇+VZ · ∇

)
Ũ

= −3

2
ΩD∂yT̃i + Ciṽr∂r(∆ϕZ)

(18)

Because this is a conservation equation for Ũ (up to curvature drift and zonal potential), we
can derive the space-time evolution equation for ⟨ϕ̃2⟩ from the evolution equation of ⟨Ũ Ũ⟩.
Based on the definition of Ũ , we have the Fourier component of ϕ̃ as below:

Ũk̄ = (Ce + Cik̄
2)ϕ̃k̄ −→ ϕ̃k̄ =

Ũk̄
Ce + Cik̄2

(19)

which after inverse Fourier transform yields,

ϕ̃ =

∫
G(x, x′)Ũ(x′)dx′

⟨ϕ̃1ϕ̃2⟩ follows naturally from applying the Green’s functions to the two-point PV correlation
function ⟨Ũ(1)Ũ(2)⟩ (or written as ⟨Ũ1Ũ2⟩). Then the limit of 1 → 2 gives ⟨ϕ̃2⟩:〈

ϕ̃2
〉
= lim

1→2

∫∫
G1(x1, x

′
1)G1(x2, x

′
2)
〈
Ũ(x′1)Ũ(x

′
2)
〉

dx′1dx′2 (20)

⟨ϕ̃2⟩ characterizes the intensity of turbulence, which can then be used to calculate transport
coefficients. The limitation of r1 → r2 represents the radial distance between quantities ϕ̃1

and ϕ̃2 is less than the mode correlation scale lr. Here we give a road map for the derivation.

1. We first obtain the evolution equation of ⟨Ũ1Ũ2⟩ by adding Ũ1∂tŨ2+Ũ2∂tŨ1. Nonlinear
correlation terms in the evolution of ⟨Ũ1Ũ1⟩ can be approximated by a two-point quasi-
linear response function.

2. Then applying the Green’s functions to the evolution equation for ⟨Ũ1Ũ2⟩ yields the
evolution equation for ⟨ϕ̃1ϕ̃2⟩. Using the property that the spectral length is larger than
the convolution kernel scale, we can simplify terms like

∫
G(x1, x

′
1)G(x2, x

′
2)Tr(x

′
1, x

′
2)dx′1dx′2.

The result will be

∂t

〈
ϕ̃1ϕ̃2

〉
+ ν(1, 2)

〈
Ũ1Ũ2

〉
= γ(1, 2) + · · ·

Here ν(1, 2) comes from Green function convolution with the flux term, and is rep-
resented by a Krook form. It involves integrals and introduces contributions which
cannot be written as the divergence of a flux. γ(1, 2) also involves the Green’s func-
tions.
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3. Hence finally, after taking the limit of 1 → 2, we get the evolution equation for ⟨ϕ̃2⟩.
It differs from the oft-assumed forms [9–11]:

∂tE +∇ · ΓE = γLE + · · ·

where E is the turbulence energy, ΓE and γL are determined by turbulence only locally.

A. Evolution equation for Potential Enstrophy

First, let’s derive the evolution equation for 2-point PV correlation function ⟨Ũ1Ũ2⟩, Ũ1

is the function at point x1 ≡ (r1, y1). Multiplying Ũ2 by the evolution equation for Ũ1, we
have

Ũ2∂tŨ1 + ∂r1(ṽr1Ũ1Ũ2) + ∂y1(ṽy1Ũ1Ũ2) +VZ∂y1(Ũ1Ũ2)

= −3

2
ΩDŨ2∂y1T̃i(1) + CiŨ2ṽr(1)∂r(∆ϕZ)

(21)

Adding the corresponding parts from Ũ1∂tŨ2, gives:

∂t

(
Ũ1Ũ2

)
+ ∂r1

(
ṽr1Ũ1Ũ2

)
+ ∂r2

(
ṽr2Ũ1Ũ2

)
+ ∂y1

(
ṽy1Ũ1Ũ2

)
+ ∂y2

(
ṽy2Ũ1Ũ2

)
+VZ (∂y1 + ∂y2)

(
Ũ1Ũ2

)
= −3

2
ΩD

(
Ũ2∂y1T̃i(1) + Ũ1∂y2T̃i(2)

)
+ Ci∂r(∆ϕZ)

(
Ũ2ṽr(1) + Ũ1ṽr(2)

)
(22)

If F (1, 2) ≡ Ũ1Ũ2, then ⟨F ⟩ = ⟨Ũ1Ũ2⟩, where ⟨ · ⟩ =
∫
· dy+/Ly, y+ = (y1 + y2)/2 is a

“zonal” average, and F = ⟨F ⟩+ F̃ , F̃ = Ũ1U2. ⟨Ũ1Ũ2⟩ is the mean PV correlation, and Ũ1U2

is fluctuation in correlation induced by advection. The asymmetric parts of Ũ1Ũ2 vanish
after averaging in y+, i.e. ⟨Ũ1U2⟩ = 0, so we can separate (22) into the mean and fluctuating
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parts like below,

∂t

〈
Ũ1Ũ2

〉
+ ∂r1

〈
ṽr1Ũ1U2

〉
+ ∂y1

〈
ṽy1Ũ1U2

〉
+ (1 ↔ 2)

= −3

2
ΩD

〈
Ũ2∂y1T̃i(1)

〉
+ Ci∂r(∆ϕZ)

〈
Ũ2ṽr(1)

〉
+ (1 ↔ 2)

(23)

∂tŨ1U2 + ∂r1

(
ṽr1Ũ1U2

)
+ ∂y1

(
ṽy1Ũ1U2

)
+ (1 ↔ 2) +VZ (∂y1 + ∂y2) Ũ1U2

= −ṽ1 · ∇
〈
Ũ1Ũ2

〉
− ṽ2 · ∇

〈
Ũ1Ũ2

〉 (24)

Nonlinear triplet terms in equation (23) require a closure. For a test mode in the form of
eik·x, Ũ1U2 will respond at two different points, and thus drive a two-point response of the
form F̃k ≃

[
eik·x1() + eik·x2()

]
. With such a response, we can close those terms like ⟨ṽr1Ũ1U2⟩.

Notice the homogeneity in y and inhomogeneity in r! Therefore a Fourier expansion in the
y direction is applied.

〈
ṽr1Ũ1U2

〉
=

〈∑
ky

ṽ−ky
r
e−ikyy1

(
Ũ1U2

)
ky

〉
(25)

in which at a given position, for example (r1, y1), the velocity ṽr(r1, y1) and ṽy(r1, y1) can
have the following Fourier transformation:

ṽr(r1, y1) =
∑
ky

ṽky
r
(r1)e

ikyy, and ṽy(r1, y1) =
∑
ky

ṽky
y
(r1)e

ikyy (26)

With this two-point response and equation (24), the quasi-linear expression is written as

(
Ũ1U2

)
ky
ω

= −
[
R

(1)
ky
ω

ṽky
r
(x1)e

ikyy1∂r1 +R
(1)
ky
ω

ṽky
y
(x1)e

ikyy1∂y1

+R
(2)
ky
ω

ṽky
r
(x2)e

ikyy2∂r2 +R
(2)
ky
ω

ṽky
y
(x2)e

ikyy2∂y2

]〈
Ũ1Ũ2

〉
where R(1)

ky ,ω
= i/(ω− kyVZ + i

τc
) is the response function for δf to ϕ̃, the upper index (1) is

an indication of location of velocities ṽr(r1, y1) and ṽy(r1, y1). The shear in zonal potential
can shift the frequency, and hence change the correlation time. τc is the correlation time of
Ũ . Then all the nonlinear correlation terms, like ⟨ṽr1Ũ1U2⟩, in the evolution of ⟨Ũ1Ũ2⟩, the
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equation (23), can be calculated. In particular:

T1 = ∂r1

〈
ṽr1Ũ1U2

〉
= −

〈
∂r1
∑
ky

[
R

(1)
ky
ω

∣∣∣ṽky
r
(x1)

∣∣∣2 ∂r1
+R

(2)
ky
ω

ṽ−ky
r
(x1)ṽky

r
(x2)e

iky(y2−y1)∂r2

+R
(1)
ky
ω

ṽ−ky
r
(x1)ṽky

y
(x1)∂y1

+R
(2)
ky
ω

ṽ−ky
r
(x1)ṽky

y
(x2)e

iky(y2−y1)∂y2

]〈
Ũ1Ũ2

〉〉
≡ −∂r1

(
Dr,r

1,1
∂r1 +Dr,r

1,2
∂r2 +Dr,y

1,1
∂y1 +Dr,y

1,2
∂y2

)〈
Ũ1Ũ2

〉

and:

T2 = ∂r2

〈
ṽr2Ũ1U2

〉
= −∂r2

(
Dr,r

2,1
∂r1 +Dr,r

2,2
∂r2 +Dr,y

2,1
∂y1 +Dr,y

2,2
∂y2

)〈
Ũ1Ũ2

〉
T3 = ∂y1

〈
ṽy1Ũ1U2

〉
= −∂y1

(
Dy,r

1,1
∂r1 +Dy,r

1,2
∂r2 +Dy,y

1,1
∂y1 +Dy,y

1,2
∂y2

)〈
Ũ1Ũ2

〉
T4 = ∂y2

〈
ṽy2Ũ1U2

〉
= −∂y2

(
Dy,r

2,1
∂r1 +Dy,r

2,2
∂r2 +Dy,y

2,1
∂y1 +Dy,y

2,2
∂y2

)〈
Ũ1Ũ2

〉

We can transform those terms involving only the derivatives in the y direction into relative
coordinates, and use the symmetry of averaged quantities, i.e. ∂y+⟨Ũ1Ũ2⟩ = 0.

r± =
r1 ± r2

2
,

∂

∂r1,2
=

1

2

(
∂

∂r+
± ∂

∂r−

)
y± =

y1 ± y2
2

,
∂

∂y1,2
=

1

2

(
∂

∂y+
± ∂

∂y−

)

13



For example,

∂y1Dy,y
1,1
∂y1 + ∂y1Dy,y

1,2
∂y2 + ∂y2Dy,y

2,1
∂y1 + ∂y2Dy,y

2,2
∂y2

=
1

4

[ (
∂y+ − ∂y−

)
Dy,y

1,1

(
∂y+ − ∂y−

)
+
(
∂y+ − ∂y−

)
Dy,y

1,2

×
(
∂y+ + ∂y−

)
+
(
∂y+ + ∂y−

)
Dy,y

2,1

(
∂y+ − ∂y−

)
+
(
∂y+ + ∂y−

)
Dy,y

2,2

(
∂y+ + ∂y−

) ]
≈ 1

4
∂y−

(
Dy,y

1,1
+Dy,y

2,2
−Dy,y

1,2
−Dy,y

2,1

)
∂y−

Then we have T1 + T2 + T3 + T4 = Tr + Ty− + Tcross. Here Tr involves only derivatives in r,
Ty− only contains derivatives in y−, while Tcross has both. In the term Tcross, we can extract
terms like Dr,y

1,2
−Dr,y

1,1
+Dr,y

2,2
−Dr,y

2,1
or Dy,r

1,1
+Dy,r

1,2
−Dy,r

2,2
−Dy,r

2,1
, which will vanish for 1 → 2.

Thus all cross terms vanish! The equation (23) for ⟨Ũ1Ũ2⟩ then is written below as:

∂t

〈
Ũ1Ũ2

〉
+ Tr(1, 2) + Ty−(1, 2)

= −3

2
ΩD

(〈
Ũ2∂y1T̃i(1)

〉
+
〈
Ũ1∂y2T̃i(2)

〉)
+ Ci∂r(∆ϕZ)

(〈
Ũ2ṽr(1)

〉
+
〈
Ũ1ṽr(2)

〉) (27)

with,

Tr(1, 2) = −
(
∂r1Dr,r

1,1
∂r1 + ∂r2Dr,r

2,2
∂r2

+ ∂r1Dr,r
1,2
∂r2 + ∂r2Dr,r

2,1
∂r1

)〈
Ũ1Ũ2

〉
Ty−(1, 2) = −1

4
∂y−

(
Dy,y

1,1
+Dy,y

2,2

−Dy,y
1,2

−Dy,y
2,1

)
∂y−

〈
Ũ1Ũ2

〉
Equation (27) is the 2-point correlation evolution equation (for ⟨Ũ1Ũ2⟩) we need. As men-
tioned in the road map, we will use it to get the evolution equation for ⟨ϕ̃2⟩.

Some simplifications of Tr and Ty− will be useful in the next subsection. In Tr(1, 2),
derivatives with respect to r− probe the dependence of correlation on separation in r, which
will vanish as r− → 0. Derivatives relevant to r+ are sensitive to mean profile. Extracting
all terms only involving ∂r+ obtains Tr(1, 2) = −∂r+Dr,r∂r+⟨Ũ1Ũ2⟩ + · · · . For Dr,r in Tr,
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when we take the limit of r− → 0, there is:

Dr,r = lim
r1→r2

(
Dr,r

1,1
+Dr,r

1,2
+Dr,r

2,1
+Dr,r

2,2

)
= lim

r1→r2

∑
ky

[
R

(1)
ky
ω

∣∣∣ṽky
r
(r1)

∣∣∣2 +R
(2)
ky
ω

∣∣∣ṽky
r
(r2)

∣∣∣2
+R

(2)
ky
ω

ṽ−ky
r
(r1)ṽky

r
(r2)e

iky(y2−y1)

+R
(1)
ky
ω

ṽ−ky
r
(r2)ṽky

r
(r1)e

iky(y1−y2)
]

= 2
∑
ky

Rky
ω
k2y

∣∣∣ϕ̃k∣∣∣2 (1 + cos(kyy−)) (28)

There is a summation in ky determined by the distribution of ⟨ϕ̃2
k⟩ in ky. In the following

discussion, the approximate values of Dr,r are determined by the expansion of ⟨ϕ̃2⟩ in the
y− direction. To characterize the expansion, we can define the second moment of y− by:

〈
y2−
〉
=

∫
y2−

〈
ϕ̃2
〉
(r, y−)dy−∫ 〈

ϕ̃2
〉
(r, y−)dy−

We consider the two cases for ⟨y2−⟩:

• When most ⟨ϕ̃2
k⟩(r, y−) is expanded in y− (i.e. ⟨y2−⟩ → 0 ), contributions to the

summation in equation (28) will be concentrated where kyy− ∼ 0, therefore leading to
the approximation cos(kyy−) ≈ 1.

• When we examine ⟨ϕ̃2
k⟩(r, y−) for large y− (i.e. ⟨y2−⟩ > 1 ), the summation concentrates

on those ⟨ϕ̃2
k⟩ with kyy− > 1 and cos(kyy−) oscillates rapidly. Therefore the summation

in equation (28) of cos(kyy−) decays.

To conclude this discussion, equation (28) leads to:

Dr,r ≈


4D0

〈
ϕ̃2
〉
,when

〈
y2−
〉
→ 0,

2D0

〈
ϕ̃2
〉
,when

〈
y2−
〉
> 1.

Here D0 =
∑

ky
Rky
ω
k2y

∣∣∣ϕ̃k∣∣∣2 /⟨ϕ̃2⟩.
Similarly for Ty− and Dy,y, we let r− → 0, but keep the y− dependence,

Dy,y = lim
r1→r2

(
Dy,y

1,1
+Dy,y

2,2
−Dy,y

1,2
−Dy,y

2,1

)
≈ 2

∑
ky

Rky
ω

∣∣∣ϕ̃k∣∣∣2 k2y
k2yl

2
r

(1− cos(kyy−))
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Here lr is the correlation length of modes, which is approximately several ρi. When ⟨y2−⟩ → 0,
we have 1 − cos(kyy−) ≃ (kyy−)

2/2, which results in ⟨y2−⟩ after summation. On the other
hand, when ⟨y2−⟩ > 1, summation over cos kyy− vanishes. The results are:

Dy,y =


D0

〈
ϕ̃2
〉 〈y2−〉

l2r
,when

〈
y2−
〉
→ 0,

2D0

〈
ϕ̃2
〉 1

k̄2yl
2
r

,when
〈
y2−
〉
> 1.

We notice that both Dr,r and Dy,y are determined by the scale of ⟨y2−⟩. If we start from
the case of the small argument expansion of ⟨ϕ̃2

k⟩ in y−, which corresponds to ⟨y−⟩ = 0 and
⟨y2−⟩ → 0, then the evolution equation gives:

∂

∂t

〈
y2−
〉
=

∫
y2−

∂

∂y−
Dy,y

∂

∂y−

〈
ϕ̃2
〉

dy−∫ 〈
ϕ̃2
〉
(r, y−)dy−

∼ 2

∫
Dy,y

〈
ϕ̃2
〉

dy−∫ 〈
ϕ̃2
〉
(r, y−)dy−

∝ 2D0

〈
ϕ̃2
〉 〈y2−〉

l2r

Integrating in time yields, 〈
y2−
〉
∝ exp

(
2D0

〈
ϕ̃2
〉 t

l2r

)
This means when ⟨y2−⟩ is small, ⟨y2−⟩ will grow in y− exponentially in time, until y− reaches
the scale of several 1/ky. Then both Dr,r and Dy,y enter the case where ⟨y2−⟩ is large. So we
will focus on the limit of large ⟨y2−⟩ in the rest of this paper:

Dr,r = 2D0

〈
ϕ̃2
〉

(29)

Dy,y = 2D0

〈
ϕ̃2
〉 1

k̄2yl
2
r

(30)

Following the road map at the beginning of this section, we will apply the double Green’s
function to (27) to obtain the evolution equation of correlation function ⟨ϕ̃1ϕ̃2⟩, just as the
definition in equation (20).

B. From Potential Enstrophy to Potential Intensity Evolution

Based on equation (27), we apply the double Green’s function for Ũ , then take the limit
r1 → r2, and thus obtain the ⟨ϕ̃2⟩ evolution equation. The Green’s function used in (20)
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and (27) is based on the inverse Fourier transform of (19):

G(x) = 1

δ2b
F−1

{
1

A+ k2

}
=

√
A

2
e−

√
A|x|

G(x, x′) =
√
A

2
e−

√
A|x−x′| (31)

where A = Ce/(Ciδ
2
b ) = τ/(

√
2ε0δ

2
b ) ∼ δ−2

b . δb is the banana width, which averages over
structure on scales less than δb. Thus any structure convolved with this Green’s function
must be of order of δb or coarser. The full inverse Fourier transformation of 1/(1+δ2bk2r+ρ2i k2y)
leads to a modified Bessel function of the second kind K0(

√
(r/δb)2 + (y/ρi)2). We neglected

the ky dependence in the equation above since kyρi ≪ krδb. We first deal with the R.H.S
of the equation (27). Terms related to zonal flow may restrict turbulence propagation,
and the zonal flow effects on turbulence spreading is still under study [10, 26, 27]. For
simplicity, hereafter, we neglect the coupling to zonal potential. As for the term containing
the fluctuating temperature and curvature drift, there is:

A

4

∫∫
e−

√
A(|r′1−r1|+|r′2−r2|)

(〈
Ũ2′∂y1′ T̃1′

〉
+
〈
Ũ1′∂y2′ T̃2′

〉)
dr′1dr′2

=

√
A

2

(∫
e−

√
A|r′1−r1|

〈
ϕ̃2∂y1′ T̃1′

〉
dr′1

+

∫
e−

√
A|r′2−r2|

〈
ϕ̃1∂y2′ T̃2′

〉
dr′2
)

The Green’s function will transform Ũ into ϕ̃. Taking limit of r1 → r2 yields the equation as
below. Since the average bracket is over y+, we can integrate the result by parts, yielding:

2

√
A

2

∫
e−

√
A|r′−r|

〈
ϕ̃∂yT̃

〉
dr

=
√
A

∫
e−

√
A|r′−r|

〈
ṽrT̃
〉

dr′ (32)

This represents a distributed pumping of ⟨ϕ̃2⟩ from the heat flux ⟨ṽrT̃ ⟩. We call it the nonlocal
growth term. The nonlocal convolution kernel has a width of several δb, thus the growth of
⟨ϕ̃2⟩ at r is affected by a region of several δb in width.

Since δb/LT ≪ 1, thus what we obtain is a modest nonlocal effect. There are two
preconditions for such nonlocal growth to exist:
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• First is the curvature of the field, which causes trapped ion orbit and ion-precessional
motion.

• Second is the polarization charge due to trapped ions, resulting in redistribution of
fluctuating temperature.

On the time scale τ > τb, these processes cause nonlocal growth effects, where τb is the
trapped particle bounce time. To clarify, such nonlocal pump can exist where linear insta-
bility of trapped ion mode is absent. Because the linear response sets eigenmode or spatial
form factor dependence, but the growth of ⟨ϕ̃2⟩ is not a result only of linear amplification.

For Tr in the L.H.S of equation (27), applying the double Green’s function results in∫∫
G(x1, x′1)G(x2, x′2)Tr(1′, 2′)dx′1dx′2

Since ls > δb (i.e. length scale of correlation function exceeds the banana width), we can
expand Tr(1

′, 2′) around points x1 and x2 as:

Tr(1
′, 2′) = Tr(1, 2)

+

[
(r′1 − r1)

∂

∂r1
+ (r′2 − r2)

∂

∂r2

]
Tr(1, 2)

+
1

2

[
(r′1 − r1)

2 ∂
2

∂r21
+ (r′2 − r2)

2 ∂
2

∂r22

+ 2(r′1 − r1)(r
′
2 − r2)

∂

∂r1

∂

∂r2

]
Tr(1, 2) + · · ·

=
∞∑

m=0,n=0

T
(m,n)
r

Γ(m+ 1)Γ(n+ 1)
(r1 − r′1)

m(r2 − r′2)
n

Here Γ(m+ 1) = m!, for m an integer, is the Gamma function, and

T (m,n)
r ≡ Cm

m+n∂
m
r1
∂nr2Tr(1, 2)

=
Cm
m+n

2m+n
∂m+n
r+

Tr(1, 2) + · · ·

Some useful relations for Cm
m+n are used in following derivation. These are:

m+n∑
m=0

Cm
m+n = 2m+n, (33)

m+n∑
m=0,

mod (m,2)=0

Cm
m+n = 2m+n−1,m+ n ̸= 0 (34)
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When the Green’s function convolutions are applied to Tr(1, 2), only those terms with
both m and n even will survive in the integral, because the convolution kernel itself is an
even function in r. Thus,

A

4

∫∫
e−

√
A|r′1−r1|−

√
A|r′2−r2|Tr(1

′, 2′)dr′1dr′2

=
A

4

∞∑
m=0,n=0

T
(m,n)
r

Γ(m+ 1)Γ(n+ 1)

×
∫∫

e−
√
A(|r′1−r1|+|r′2−r2|)(r1 − r′1)

m(r2 − r′2)
ndr′1dr′2

=
A

4

∞∑
m=0,n=0
mod (m,2)=0
mod n,2=0

Cm
m+n

2m+n
∂m+n
r+

Tr(1, 2)
2

A
m+1

2

2

A
n+1
2

(35)

where the integrations are cancelled by the Gamma functions. Rewriting k ≡ m + n and
using equation (34), the equation above is rewritten as:

1

2
Tr(1, 2) +

1

2

∞∑
k=0

mod (k,2)=0

1

A
k
2

∂kr+Tr(1, 2)

=
1

2
Tr(1, 2) +

√
A

4

∫
e−

√
A|r′+−r+|Tr(1

′, 2′)dr′+

or equivalently, (
1

2
+

1

2
G(r+)⊗

)
Tr(1, 2) (36)

Here we define G(r+) =
√
A
2
e−

√
A|r+|, and f(x)⊗ g(x) =

∫
f(x− x′)g(x′)dx′ is a convolution.

The dependence on r+ in Tr(1, 2) is implicit. After taking limit of r1 → r2, Tr(1, 2) will lead
to diffusion. Since this formula involves the same convolution as in equation (32), and since
the expression above will introduce effects from other locations, we call (36) the nonlocal
diffusion term, for consistency. We emphasis that this is a modest nonlocal effect.

Actually, the polarization terms ∆ϕ̃ in the kinetic equation are approximations to the
lowest order, with δb ≪ 1[18]. When δb is not so small, the convolution kernel can be
asymmetric, thus the integrals for even m or n could be non-zero. Based on this, we argue
that for the integral to not vanish, the constraints of m and n even could be loosened to
m+ n even.

As a result, we use the expression below, instead of equation (36), to investigate the effect
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of nonlocal diffusion.
A

4

∫∫
e−

√
A|r′1−r1|−

√
A|r′2−r2|Tr(1

′, 2′)dr′1dr′2

∼
√
A

2

∫
e−

√
A|r′+−r+|Tr(1

′, 2′)dr′+

= G(r+)⊗ Tr(1, 2)

(37)

All terms including derivatives with respect to r− are neglected here and below.
The next step is taking the limit of r1 → r2 in equation (37). Using the definition of Ũ ,

we obtain, 〈
Ũ(1)Ũ(2)

〉
∼
〈(
ϕ̃(1)− δ2b∂

2
r1ϕ̃(1)

)(
ϕ̃(2)− δ2b∂

2
r2ϕ̃(2)

)〉
=
〈
ϕ̃(1)ϕ̃(2)

〉
− δ2b

(
∂2r1 + ∂2r2

) 〈
ϕ̃(1)ϕ̃(2)

〉
+ · · ·

In the limit r1 → r2, with equation above, we have Tr:

lim
r1→r2

Tr(1, 2)

= − lim
r1→r2

[
1

4
∂r+

(
Dr,r

1,1
+Dr,r

2,2
+Dr,r

1,2
+Dr,r

2,1

)
∂r+ + · · ·

]
×
[〈

ϕ̃(1)ϕ̃(2)
〉
− δ2b

2
∂2r+

〈
ϕ̃(1)ϕ̃(2)

〉
+ · · ·

]
= −∂r+Dr+,r+∂r+

[〈
ϕ̃2
〉
− δ2b

2
∂2r+

〈
ϕ̃2
〉]

(38)

Substituting Tr above into (37), together with the heat flux drive (32), we obtain the
ultimate evolution equation of ⟨ϕ̃2⟩, where we replaced r+ by r. That is:

∂t

〈
ϕ̃2
〉
=

√
A

2

∫
e−

√
A|r′−r|

× ∂

∂r′

[
2D0

〈
ϕ̃2
〉 ∂

∂r′

(〈
ϕ̃2
〉
− δ2b

2

∂2

∂r′2

〈
ϕ̃2
〉)]

dr′

− 3ΩD

√
A

2

∫
e−

√
A|r′−r|

〈
ṽrT̃
〉
(r′)dr′

+
1

2
∂y−Dy,y∂y−

〈
ϕ̃2
〉

(39)

If we neglect all nonlocal effects and δb-related terms in this equation, we obtain:

∂t

〈
ϕ̃2
〉
=

∂

∂r
Dr,r

∂

∂r

〈
ϕ̃2
〉
+

1

2
∂y−Dy,y∂y−

〈
ϕ̃2
〉

− 3ΩD

〈
ṽrT̃
〉 (40)
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Recall the usual toy spreading model for weak turbulence [9–11]:

∂tE = ∂x[(D0E)∂xE ]− γNLE2 + γE = 0 (41)

where E is the turbulence enstrophy [25]. We can see the similarity between equations (40)
and (41). In particular, for the flux term in equation (40) (the first term on the R.H.S.),
if we take the approximation Dr,r = 2D0⟨ϕ̃2⟩, as shown in the previous section (equation
(29)), there is

Γ(
〈
ϕ̃2
〉
) ∼ 2D0⟨ϕ̃2⟩∂r⟨ϕ̃2⟩

which recovers the intensity flux in the toy model. Furthermore, for Dy,y = 2D0⟨ϕ̃2⟩/(k̄2yl2r)

as shown in previous section equation (30) (N.B.: let’s say ∂y− ∼ ik̄y), then,

∂y−Dy,y∂y−

〈
ϕ̃2
〉
∝ −2D0

l2r

〈
ϕ̃2
〉2

which gives the local dissipation, even when r− → 0. This corresponds to the local nonlinear
dissipation −γNLE2 in the toy model. Using linear growth to replace the heat flux drive, we
have:

⟨ṽrT̃ ⟩ ∼ −
〈
ϕ̃2
〉
∂r⟨T ⟩ ∼ −γL

〈
ϕ̃2
〉

Here we already assumed ∂r⟨T ⟩ ∼ ⟨T ⟩/LT > 0, and γ ∝ ⟨T ⟩/LT . Finally, with all the above
statements, we obtain,

∂t

〈
ϕ̃2
〉
=

∂

∂r

(
2D0

〈
ϕ̃2
〉 ∂

∂r

〈
ϕ̃2
〉)

+ γL

〈
ϕ̃2
〉
− D0

l2r

〈
ϕ̃2
〉2

(42)

Equation (42) contains the essential nonlinear diffusion with local growth and damping,
and has the same form as equation (41), as used before in Ref. [10, 11] for turbulence
spreading. Observe there are some differences between our model and the conventional one.
The most obvious difference is that our model concerns the evolution of ⟨ϕ̃2⟩, while the
toy model describes the evolution of turbulence energy E . And, importantly, we obtain the
damping term by retaining the diffusion in y− and the growth term from the curvature drift.
These give more a detailed understanding of the physics than does the toy model.

Equation (42) is obtained for the condition δb ≪ 1. When we reinstate those nonlocal
terms dropped before, we find:

∂t

〈
ϕ̃2
〉
= G ⊗ ∂

∂r

[
2D0

〈
ϕ̃2
〉 ∂

∂r

(〈
ϕ̃2
〉
− δ2b

2

∂2

∂r2

〈
ϕ̃2
〉)]

+ G ⊗
(
γL(r)

〈
ϕ̃2
〉)

− D0

l2r

〈
ϕ̃2
〉2 (43)
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where equation (43) has both nonlocal diffusion (the first term on the R.H.S.), and nonlocal
growth (the second term on the R.H.S.). We describe them as nonlocal effects since they
involve convolutions and introduce dependence upon r′ ̸= r. These explicit nonlocal effects
are modest, but can lead to a significant difference in turbulence spreading. These nonlocal
terms highlight another difference between our results and the conventional model (41). A
comparison between our model, the conventional model, and Dupree’s two-point theory is
displayed in Table I.

We can dedimensionalize equation (42) with:

t→ t̂

γL
, r → r̂LT ,

〈
ϕ̃2
〉
→ Î

γL
γNL

where we used a constant linear growth γL and γL/γNL is the saturation level of ⟨ϕ̃⟩. Then
we have:

∂

∂t̂
Î =

∂

∂r̂

(
2D̂0Î

∂

∂r̂
Î

)
+ Î − Î2 (44)

Here,

D̂0 =
D0

L2
TγNL

=
D0l

2
r

L2
TD0

=
l2r
L2
T

The scale of lr is roughly around ρi and limited by δb. In equation (30), because of the absent
of detailed calculation of the spectrum (very challenging!), we set it to be around gyro-radius,
i.e. lr ∼ ρi. This means the transport coefficient follows gyro-Bohm scaling D̂0 ≃ (ρ/LT )

2.
And therefore the model can also be compared to previous gyro-kinetic simulation results
[28, 29]. There is only one parameter, the mode correlation length lr∗ ≡ lr/LT , which is
proportional to ρ∗ ≡ ρi/LT . For the corrected model equation (43), after dedimensionalizing
we obtain,

∂

∂t̂
Î = G ⊗ ∂

∂r̂

[
2D̂0Î

∂

∂r̂

(
Î − δ2b∗

2

∂2

∂r̂2
Î

)]
+ G ⊗ Î − Î2 (45)

where δb∗ is dedimensionalized to LT .

Because (45) is complicated, we try to simplify it by two different approaches, either
keeping only nonlocal diffusion, like (46a), or only nonlocal growth, like (46b). Of course,
the full simplification leads to equation (44).

∂

∂t̂
Î = G ⊗ ∂

∂r̂

[
2D̂0Î

∂

∂r̂

(
Î − δ2b∗

2

∂2

∂r̂2
Î

)]
+ Î − Î2 (46a)

∂

∂t̂
Î =

∂

∂r̂

(
2D̂0Î

∂

∂r̂
Î

)
+ G ⊗ Î − Î2 (46b)
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TABLE I. Comparison between contentional model, our model and the Dupree’s two-point theory

Conventional models Yan & Diamond Dupree

Quantity I ⟨ϕ̃2⟩ in Ref. [10]. ⟨ϕ̃2⟩ ⟨f̃1f̃2⟩

Turbulence energy E in Ref.[11]

Nk and Kk in Ref.[26]

Spatial dependence r r+, y− r−

D(I) ≃ D0ε
α D0⟨ϕ̃2⟩ Drel

γL Local Nonlocal -

γNL Coupling to small structure Expansion in y−, D0/l
2
r -

∆p depends on ∼
√

2D0/γNL lr, δb -

Derivation methods Phenomenology in Ref. [10] 2-p correlation, 2-p correlation

Fokker-Planck and QL in Ref.

[11]

Green’s function

We see there is another control parameter, the banana width δb∗. Effectively, we can rescale
the coordinate r to r = ˆ̂rδb/L

2
T , and see the only parameter left in equation (45) is ˆ̂

D0 =

D0l
2
r/δ

2
b . Thus lr∗ and the ratio of δb∗/lr∗ are the real control parameters. Changing the

device size or LT with fixed δb∗ and lr∗ is effectively a rescaling of the coordinates.

We shall compare the difference between (44) and (45) to see the effects on turbulence
spreading. More specifically, we aim to answer:

1. How do those nonlocal terms affect spreading front generation and propagation?

2. And more important, how do these terms affect the turbulence penetration depth
into the linearly stable region? We expect that both nonlocal effects will broaden the
propagating front, speed up the propagation and extend the penetration depth.
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3. A key question is: which is more effective? Nonlocal diffusion or nonlocal growth?
Therefore the two simplified equations (46a) and (46b) are compared with the original
equation (45) to study which effect dominates.

4. Then how do these nonlocal effects affect the transport?

It’s worthwhile to mention that, if we don’t use the convolution, but simply add more
high-order correction terms in equation (45), the numerical solution will generate negative
values and fluctuate at the leading edge, see more details in the Appendix A. By calculating
the convolution, we obtain better results.

�✁✂✄☎✁✂✆✝✞ ✟✠✡✠☛
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FIG. 2. Illustration of turbulence spreading: Definition of “Head”, “Center” and “Foot” of the

leading edge. Penetration depth ∆p and effective penetration depth Sp are defined to characterize

the spreading into stable region. Sl is the intensity lose from the unstable region.

IV. SOLVING THE INTENSITY EQUATION

In previous section, we derived the usual spreading model equation (44), and the corrected
model equation (45-46b) (with nonlocal effects), from the kinetic equation.

Equation (44) has been studied intensively[10, 11, 26]. Based on these studies, we know
the basic picture of spreading, as shown in figure 2. Turbulence grows in an unstable region
and saturates at a certain level. A front of turbulence intensity (the leading edge) moving
at a speed Vf is generated. We can define the “Head” and “Foot” of the leading edge by
specifying where the profile reaches certain levels. Also, we define the point of maximum
gradient as the “Center” of the leading edge. After the front reaches the border of the
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unstable region, it will penetrate a distance into the stable region. To analyze how much
turbulence penetrates into the stable region, we define several quantities. ∆p is the position
of the foot of the penetration front, and is given in units of LT . Sp is the total area covered
by the profile in the stable region, as shown in figure 2.

In order to answer the questions raised in the previous section, we study the turbulence
spreading in models (45-46b) numerically. We use the 6th order finite difference method
(FDM) in space and the usual 4th order Runge-Kutta method in time to investigate the
evolution. The grid size is 10−3, the time step is 10−3 (can be finer in some cases). One
parameter in equation (44) is the lr, scale or correlation length of modes. The another
parameter in equations (45-46b) is the banana orbit width δb∗. As we stated early, we let
lr ∼ ρi, and we define

ρ∗ ≡
ρi
LT

∼ 10−3 to 10−2 (47)

And there is [30],

δb∗ ≡
δb
LT

∼
√
R

r
qρ∗ ∼ 10 to 20ρ∗ (48)

where q is the safety factor.
Neumann boundaries are set by introducing ghost points u−4, · · · , u−1 and uN+1, · · · , uN+4

outside the boundary, and let,

u−4 = u4, · · · , u−1 = u1

uN+1 = uN , · · · , uN+4 = uN−3

(49)

Such a boundary condition works fine except for equation (45) and (46b), which involve the
nonlocal growth term. Because the FDM used here is of 6th order, there are at least 3 points
required on both sides of a boundary point. In practice, we find that to make boundaries
stable, there are at least 4 ghost points needed. Therefore, the boundary point is implicitly
at the middle of u−1 and u1 or uN and uN+1. But as long as the boundaries are set far
enough away from the evolving leading edge, they will not affect our conclusions.

To get an intuitive impression of the difference between equation (44) and equation (45),
we set the unstable regions as in figure 3(a) as an example. And we also set lr∗ = ρ∗ = 0.01

and δb∗ = 0.1. There are two separate unstable regions. Turbulence grows in the left unstable
region, then penetrates into the stable region, and can even spread into the right unstable
region. The intensity saturates at 1, which is the “gyro-Bohm” level. For equation (44), the
leading edges of the intensity profile have almost no discernable distance between “Center”
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FIG. 3. (a) Linearly unstable region. (b) Evolution of equation (44) with lr = 10−2, the time

interval between plot is 10.

and “Foot” in the unstable region, see figure 3(b). The front speed is well described by
classic Fisher-KPP front speed, Vf =

√
2γD [11]. With the values γ = 1 and

D =
1

4
× 2D̂0 =

1

2
l2r∗ =

1

2
× 10−4

we have Vf = 10−2. From equation above, we know as well, form the conventional spreading
model, Vf ∝ lr∗. This example sets the baseline for our study.

Solutions with δb∗ = 0.1 are shown in figure 4. In figure 4(a), the convolution kernel
in equation (46a) introduces a hyper-diffusion-like effect, which smooths the propagating
front of ⟨ϕ̃2⟩. Thus the distance between “Foot” and “Center” is greater in figure 4(a) than
in figure 3. In figure 4 (b), which includes the nonlocal growth term (and corresponds to
equation (46b)), the turbulence spreads faster and to a greater distance. The front width
thickens and moves faster. The absolute depth of turbulence penetration is larger, than
the curve in figure 4(a). When we fix the magnitude of lr and vary δb∗, one would expect
that for larger δb∗, the broader the leading edge and the deeper the penetration. If the box
or unstable region is wide enough, there still exists a steady propagating front. The front
propagation speed Vf should increase with δb∗, too.

The fundamental effects of the nonlocal growth are easy to understand, since such a
nonlocal growth term samples the growth rate from both the stable and unstable region.
This increases the effective growth in the stable region and decreases the effective growth
rate in the unstable region. When the width of the unstable region is small, as in the left
unstable region in figure 4(b), this will affect the saturation level of turbulence, and therefore
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FIG. 4. Evolution of (a) equation (46a) (with nonlocal diffusion), (b) equation (46b) (with nonlocal

growth). lr = ρ∗ = 10−2, δb∗ = 10−1. The time interval for plotting is 3. Red vertical lines indicate

the separatrix of linear growth region. The boundary conditions equation (49) successfully recover

Neumann boundary in (a). Nonlocal growth term is not compatible with our boundary setting in

(b). But as long as we set the boundary sufficiently far away from the evolving fronts, it won’t

affect the front propagation and penetration.

affect the transport scaling. However when the width of the unstable region is large enough
to eliminate the sample from the stable region, as in the R.H.S. in figure 4(b), the saturation
level will move back to 1, and the transport scaling should return to gyro-Bohm. Note that,
when δb∗ = 0.1, the small interval between the two unstable regions likely could not exist.
Thus figure 4 is for demonstration.

To quantitatively understand the effects of nonlocal corrections to the models, we scanned
the relation between both front speed Vfr and front shape for different values of δb∗, at fixed
lr∗. As we discussed in previous section, the control parameters are lr∗ and the ratio between
lr and δb∗. Results are as in figure 5 and figure 6. The range of δb∗ is from 0 to 0.1. We
included the limit case where δb∗ < lr∗ to illustrate the return to the prediction of the
conventional model (equation (44)). All speeds and widths are calculated from fronts fully
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FIG. 5. Leading edge propagation speed for different models when varying δb∗ with lr∗ = 0.01.

Data points with lighter colors indicate where δb∗ < lr∗, and are excluded from the fit lines. When

δb∗ → 0, the speed converges to
√
2γD = 0.01. Data form NG&ND and NG&LD overlapping

indicates that the nonlocal growth effect dominates.
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FIG. 6. Width of the propagating front in different equations with a fixed lr∗ = 10−2 when varying

δb∗. Nonlocal effects extend the front profiles with constant ratios to δb∗. The nonlocal models

degenerate to the conventional local model as δb∗ decreases to 0. The difference between (b) and

(c) is not distinguishable, which indicates that the nonlocal growth dominates.

saturated at 1, in a wide unstable region. So there is no size effect (LT ) in figure 5 and
figure 6. We used NG for nonlocal growth and ND for nonlocal diffusion. So in figure 5 and
6, NG&ND represents for equation (45), LG&ND for (46a) and NG&LD for (46b).

The first feature we notice from figure 5 is that when δb∗ is larger than 0.01, the front
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propagating speed increases approximately linearly with δb∗. Fitting lines from equation
(46b) and (45) with the nonlocal growth term show larger slopes than lines obtained from
equation (46a), with local growth. When δb∗ < lr∗ (the unphysical domain ), the speed
gradually transitions to the speed from the conventional model. So data points from δb∗ <

lr∗ are excluded from the fit. Notice we fixed lr, so the speed varies only linearly with
δb∗. Another feature is the data points from NG&ND and NG&LD display almost no
difference during the scan. So we conclude that the front speed is dominated by effects
from nonlocal growth rather than nonlocal diffusion in equation (45). In other words, the
effects of these two terms are not additive, and nonlocal growth is much more effective than
nonlocal diffusion.

As for the front width, the thickness of the leading edges grow linearly with δb∗ as in
figure 6. Notice that results from equation (45) and (46b) (i.e. NG&LD and NG&ND in
figure 6) display almost the same behavior, except for tiny differences around δb∗ ∼ 0.01.
This feature, together with the insensitivity of speed to nonlocal diffusion in the presence of
nonlocal growth, suggests that our argument for the nonlocal extension of the coefficients is
reasonable.

Furthermore, considering that equations (45) and (46b) both have nonlocal diffusion and
differ only in the growth term, we can say that the nonlocal growth term is much more
effective than nonlocal diffusion in intensity front generation. In other words, for intensity
front propagation, we can neglect the nonlocal diffusion correction when there is nonlocal
growth drive.

The most important aspect of turbulence spreading is to understand to what extent
turbulence extends into the stable region. In our numerical studies, the penetration depth
∆p is defined by where the front foot start to exceed 10−2 of the saturation level. In figure
7, after the front crosses the separatrix, ∆p increases quickly in a relatively short time,
then slowly penetrates to a relatively stable depth. The shape of penetration front could be
different for the cases with only nonlocal diffusion. Specifically, in figure 7(a), the intensity
around the separatrix (r ≈ 0.5) decreases with δb∗, but then increases for r ≳ 0.6. Though
this difference might be tiny, we would like to introduce the areas covered by the profile in
the stable region Sp to characterize the effective penetration depth (see definition in figure
2). In figure 8, we scan ∆p and Sp for different equations by varying δb∗. Both ∆p and Sp

can be well fit in the line of Cδb∗ with a constant C, when δb∗ > lr∗. Therefore, we have the
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FIG. 7. Leading edge penetrates into unstable region. (a) and (b) correspond to equation (46a)

with nonlocal diffusion. (c) and (d) correspond to equation (46b) with nonlocal growth. δb∗ varies

in range (0, 0.01, 0.1, 0.15, 0.2). (a) and (c) are plotted at tγL = 300.

conclusion:
∆p, Sp ∝ δb∗ (50)

The message is quite simple and clear: Nonlocal effects enhance the spreading into stable
region. The larger the range of the nonlocal kernel, the deeper the spreading occurs. Notice
that data points from NG&ND overlap with from NG&LD. This indicates that the nonlocal
growth effect again dominates. When we compare figure 8(a) and (b), we notice that the
effective penetration Sp from nonlocal diffusion is small compared to those from nonlocal
growth, even though the ∆p values have similar magnitudes. The remain fraction of tur-
bulence in the unstable region, when summed up as ¯̂

I ≡
∫
Îdr/LT , follows a simple linear

relation with δb∗:
¯̂
I = Ī/l2r∗ = 1− δb∗ (51)

The transport coefficient scales in the same way, since D(I) = D0I. This could be a
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FIG. 8. Front penetration∆p (a) and effective penetration Sp (b) against δb∗ for different equations.

All curve are plotted at tγL = 300. Simple linear relation can fit both ∆p and Sp, when δb∗ > lr∗.

Data points in lighter colors are excluded from the fits.

supplement to the interpretation of varies gyro-kinetic simulations [10, 28, 29, 31].

V. DISCUSSION AND CONCLUSIONS

In this paper, we have developed a theory of turbulence spreading for the Darmet et al.
model [17–19] of trapped ion drift wave fluctuations. The theory demonstrates that the
evolution of the potential fluctuation intensity is explicitly nonlocal. The principal results
of this paper are:

1. The derivation of an evolution equation for the two point correlation function of po-
tential vorticity.

2. The closure of this equation, using a two-point quasilinear method. The result is
specialized to the case of interest - namely turbulence spreading. Thus, we focus on
evolution of the two particles centroid in r, and on the relative coordinates in θ →

here y−. The equation be derived contains all the basic effects considered in heuristic
K − ε models.

3. The derivation of an intensity evolution equation, obtained by inverting PV to electric
potential. The intensity equation has the structure of a delocalized nonlinear Fisher
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equation [32, 33], of schematic form (after equation (43)):

∂t

〈
ϕ̃2
〉
= G ⊗ [Nonlinear Diffusion]

+ G ⊗
(
γL(r)

〈
ϕ̃2
〉)

− D0

l2r

〈
ϕ̃2
〉2

Here G is a Green’s function and ⊗ refers to a spatial convolution,

4. The important observation is that the intensity equation is explicitly non-local, with
a range of non-locality set by G. Note that in general, the scale of PV inversion sets
the range of the explicit nonlocality. Here this length scale is δb, which is modest.

5. The determination that the explicit non-local growth is the principal new effect.

6. The observation that the nonlocal growth enhances the speed of intensity front prop-
agation (V ≃ (γD)1/2(1 + δb)) and the depth of penetration into the stable region by
a front originating in the unstable region. This penetration depth scales as ∆p ∼ δb∗.

7. The result that enhanced turbulence spreading effects tend to lower average saturated
levels in the unstable region. If the unstable region is spatially symmetric, saturation
level scales according to ¯̂

I = 1− δb∗.

More generally, the paper once again demonstrates the utility of PV (potential vorticity),
and that turbulence spreading is best formulated in terms of this conserved (or conserved up
to linear effects) quantity. It also shows that the potential enstrophy evolution equation is
the optimal way to address and calculate intensity spreading. This work also identifies that
there indeed exists an explicit non-locality, which arises as a consequence of PV inversion.
The range of this non-locality is the range of the PV inversion kernel. A good question
is what nonlocal physics could be missed in equation (39), comparing to equation (27).
Actually, the nonlocality is implicitly buried in the triplet terms, for example ⟨ṽr1Ũ1U2⟩,
in equation (27), since ϕ̃ has a nonlocal relation with the quantity Ũ (the PV) described
in this equation. The inversion of Ũ to ϕ̃ make the nonlocality explicit. Some nonlocality
scattering effects could be truncated because of the 2-point quasilinear approximation.

In the relevant case of trapped ion mode fluctuations, we note that the scale of explicit
nonlocality in radial direction is δb, and so such effects here are modest. This is in accord
with the conventional wisdom that while transport dynamics are nonlocal, they are only
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weakly so. However, this theory determines systematically the scale of such effects, on the
basis of fundamental physics. Also, we note that near conditions of macroscopic marginality,
where the range of the PV inversion can become long, so can the range of explicit nonlocality.
Or any other mechanism of which enhances the scale of the screening response could enhance
the nonlocality, and therefore results in a nonlocal transport beyond modest.

We should add, however, that “weakly nonlocal” is quite different from “quasilinear”. The
physics content of the turbulence intensity evolution equation is important and essential.
The impact of intensity field explicit nonlocality can be substantial. C. Gillot [34] told ,
intensity evolution is an important component of a transport model.

Regarding future directions, one obvious suggestion is application to energetic particle-
driven turbulence, especially EPM fluctuations [35, 36]. There, the scale δb can be large, so
explicit nonlocality effects can be much stronger. Cross-scale coupling can affect the bulk
transport, as well. Another direction is toward pedestal turbulence, where δb/LT is not
so small. Indeed, pedestal nonlocality may be a simplifying effect, as it will wash out the
microstructure which is frequently discussed [37]. We also aim to include zonal flows in the
analysis. Note that propagating turbulence can be expected to simply drag the zonal model
along with it, since the former generates the latter. Less clear, however, is what happens
when zonal mode friction varies in space, leading to transitions, say, between Dimits-shift-
like and heavily damped regimes. Finally, we hope to dispense with ⟨ϕ̃ϕ̃⟩, and to calculate
directly the evolution of the flux, i.e. to obtain an equation of the form ∂t⟨ṽrT̃ ⟩ = · · · . This
result will then be applied to the evolution of staircase formation, via jamming [38, 39].
These extensions will be discussed in future works.

Appendix A: Expansion Approximation of Convolution

The convolution form will keep the values positive as long as the intensity is positive at
the beginning. But approximating the convolution with higher-order derivatives can result
in negative values of intensity. A simple linear analysis of equation (43) shows why. Think
of the convolution as an operator:

(∫ ∞

0

e−|r|/δb
)
⊗ ⇒ 1 + δ2b∂

2
r + δ4b∂

4
r + · · · ⇒ 1− δ2bm

2
r + δ4bm

4
r − · · · (A1)
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Here we use mr to represent the mode number of ⟨ϕ̃2⟩, so as to make a distinction with the
mode number k of ϕ̃. Then equation (43) can be written as:

−iω⟨ϕ̃2⟩mr =
(
1− δ2bm

2
r + δ4bm

4
r − · · ·

)(
γL⟨ϕ̃2⟩mr − 2D0m

2
r(1 +

δ2b
2
m2
r)⟨ϕ̃2⟩2mr

)
− D0

l2r
⟨ϕ̃2⟩2mr

(A2)

Let ω = ωR + iγtotal, which contains the real part and total growth rate. Because mr ∼ l−1
s

and ls > δb, we can try to approximate the convolution to different order of δ2bm2
r. For

example, zero-th order of approximation leads to

γ
(0)
total = γL −

(
2D0m

2
r +

D0

l2r

)
⟨ϕ̃2⟩mr (A3)

This corresponds to the usual turbulence spreading model. The evolution of ⟨ϕ̃2⟩ is excited
by linear growth γL and saturates for a large enough positive value of ⟨ϕ̃2⟩. If we include
the next order (second order) approximation, we obtain,

γ
(0)
total + γ

(2)
total = γL −

(
2D0m

2
r +

D0

l2r

)
⟨ϕ̃2⟩mr − δ2bm

2
rγL + δ2bD0m

4
r⟨ϕ̃2⟩mr (A4)

The third term of R.H.S. of equation above comes from the approximation of the convolution
with growth rate and does no harm to the saturation. But the forth term in R.H.S of above
equation can break the saturation mechanism when mr is big enough for a positive ⟨ϕ̃2⟩mr .
And a negative ⟨ϕ̃2⟩mr can still saturate, therefore in the evolution of ⟨ϕ̃2⟩ can have negative
values. When we continue to include the forth order approximation, we obtain,

γ
(4)
total = δ4bm

4
rγL − δ4bD0m

6
r⟨ϕ̃2⟩mr (A5)

It seems eliminate the high mr problems but now requires a 6th order derivative and a finer
mesh gird. A brief conclusion is the negative value of intensity is caused by the nonlocal
nonlinear diffusion term in equation (43). As we showed in the paper it can be simplified
as the usual nonlinear diffusion as long as the nonlocal growth exists. Such behavior is a
result of the factor 1/2 in 2D0m

2
r(1+

δ2b
2
m2
r)⟨ϕ̃2⟩2mr

, which appears because we persist in the
sequency of doing the integral first, then taking the limitation 1 → 2. So it is not crucial
for the physics.
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