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Abstract

Gaussian Process Kernel Selection for Performance Prediction Based on

Physiological Data

by

Jonathan M. Wagstaff

The adoption of Human-Robot (HR) teaming continues to increase within

many high-risk fields (e.g., space exploration, medical treatment). This work solves

an important problem in HR teaming by learning to interpret Mental Workload (MW)

from human passive biosignals in the context of human performance. Using a previously

designed experiment, we analyze GP kernels for human performance estimation. GP

models help limit designer bias and provide prediction confidence intervals. This analysis

offers the following contributions to this field: a heuristic to help understand which

biosignals are informative, an evaluation of data, and a comparison of GP kernels. The

experiment showed that smooth kernels yield lower performance prediction Root Mean

Squared Error (RMSE) and Standard Error of the Mean (SEM) for each performance

metric considered. As a result of this work, performance prediction model designers

will have a guide for improving HR systems, passive MW monitoring, and performance

estimation of HR teaming.
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Chapter 1

Introduction

MW models provide robotic systems informative data to increase performance

within HR teams in a variety of high-risk missions. For example, scenarios involving

rescue missions [27], driving [7], aviation (both manned [2, 33] and un-manned [41] air-

craft), and surgery [45] have shown interest in MW evaluation. Studies measure MW,

the ratio of demand and allocated resources [9], through periodic surveys or continu-

ous physiological monitoring while a subject completes various tasks [6]. While surveys

produce a subjective validation for MW models, physiological responses provide con-

tinuous, objective data. Many studies use physiological measurements, or biosignals, to

estimate MW which then correlates to task performance [18, 43]. Poor MW modeling

can lead to increases in cognitive demand and negative emotional state [15], decreases in

safety and performance [43], delayed informational processing [32], and an inability to

resume a task [13]. Adoption of MW models will require operator confidence in model

predictions, which interpretable models can provide. In order to mitigate risks and
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improve HR teaming performance, designers need to optimize models for physiological

data while maintaining prediction interpretability.

Useful MWmodels require data that reflect realistic responses to task demands

from a variety of biosignal sources. Physiological responses to MW manifest in several

ways, including changes in brain, cardiac, respiration, skin, and ocular activity [6].

Research shows that creating multimodal models from different biosignals may yield

better MW estimates [3, 10]. Collection of realistic physiological data requires test

subjects to experience authentic task demands. Virtual Reality (VR) has become an

immersive, experiential environment to induce genuine responses [23], especially for

high operational cost and high-risk tasks (e.g. fighter pilot missions). VR simulations

help immerse subjects into the environment and conveniently permit subjects to wear

a variety of passive biosensors.

GPs, a probabilistic machine learning (ML) technique, estimate functions with

confidence intervals meeting the criteria for a model with interpretable predictions. GPs

have also proven effective for biosignals [5]. While deterministic models require a large

amount of training data, GPs do not require any training data making them good

candidates for online modeling. As a GP designer, the primary decision in creating a GP

model is the choice of kernel, which defines similarity between data points [11, 29]. We

are unaware of any study that has investigated which kernel yields the best performance

predictions based on physiological data.

This study explores the optimization of online GP performance predictions for

different kernels based on a VR experiment data set [42]. The main contributions of
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this work are a heuristic for determining which biosignals supply useful insight to MW

and a comparison of GP performance based on kernel selection. Chapter 2 details the

mechanics of measuring mental workload and introduces GP kernels and the VR data

set used in this study. Chapter 3 clarifies the scope of this study. Chapter 4 explains the

procedure for data processing, GP model development, and kernel evaluation. Chapter

5 examines the kernel evaluations and implications, with details of this work’s greater

impact considered in Chapter 6.
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Chapter 2

Previous Work

The subject matter for this research stems from two primary fields: cognitive

state estimation (CSE) from physiological measurements and GP kernel selection. MW,

synonymous with Cognitive State or Cognitive Load in this paper, has been defined

as the ratio of demand to allocated resources [9]. In particular, MW considers an

individual’s reaction to the demands of a task. GPs are a ML technique that estimates

functions to fit a data set. This chapter reviews and discusses previous studies that

incorporated these topics as well as the origin of the data used in this study.

2.1 Measuring Mental Workload

Physiological signals from cardiac, blood pressure, skin, respiratory, ocular,

and brain measurements give quantitative insight into an individual’s MW [6]. For

most raw physiological data, features are extracted to interpret and detect physiological

changes. For example, breathing rate is extracted from a respiratory waveform. The
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most common measurement in CSE is electrocardiac activity measured by Electrocar-

diogram (ECG) [6]. Multimodal models based on more than one biosignal lead to better

estimates [3, 10]. The physiological measurements discussed in this section are limited

to the set of features from the data set used in this study.

2.1.1 Cardiac Measurements

Changes in cardiovascular activity provide indirect insight into MW [6]. ECG,

the most common measurement of heart activity in CSE, records the electrical activity

of the heart. Multiple electrodes rest on the body and measure the electrical potential

between themselves. The ECG waveform can be decomposed into a chain of smaller

waves (see Figure 2.1). Previous extensive studies have composed a standard list of

useful features from the frequency, magnitude, and variation of the ECG waveform [35].

Figure 2.1: Raw ECG waveform. Most features extracted from the ECG waveform
consider the timing and frequency of wave peaks.
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ECG feature extraction produces measures in both the time and frequency

domains. Temporally, ECG measures (Heart Rate and Heart Rate Variability (HRV))

have demonstrated relationships to MW [6, 30, 39]. In the frequency domain, power

bands increase or decrease as a function of task load [6]. Notably, physical exertion

confounds cardiovascular measures, making them poorly suited for tasks with significant

physical loads [14].

2.1.2 Skin Measurements

Dermal measures relate to MW as a response to general Autonomic Nervous

System (ANS) stimulation. Electrodermal Activity (EDA), also known as Galvanic Skin

Response (GSR), quantifies the electrical resistance of skin. Two electrodes placed an

inch apart on the body have a weak current running between them. Changes in mea-

sured electrical resistance suggest how the body reacts to external events. The signal is

comprised of Skin Conductance Level (SCL) and Skin Conductance Response (SCR),

otherwise known as tonic and phasic components. The background tonic response sets

a slow-moving baseline that originates from autonomic arousal. Because the tonic SCL

differs between individuals, it indicates moderate utility for MW estimation (i.e., tonic

components loosely correlate with MW). Phasic SCR comprises faster changing re-

sponses to events and thus suggests a stronger MW relationship [9]. Higher frequency

and magnitude of phasic peaks correlate to increased MW.

Skin temperature provides some insight to MW, but with temporal and en-

vironmental limitations. Slow rise times and delayed event responses make it difficult

6



Figure 2.2: Raw EDA measurements decomposed into tonic and phasic waveforms.

to detect changes in MW if MW changes faster than skin temperature reacts. Control

of ambient temperature restricts the environment and situations for non-biased skin

temperature measurements. Generally, Skin Temperature (ST) decreases in response to

MW [21]. However, ST responses to MW may be location dependent [1].

2.1.3 Respiratory Measurements

The Respiration Waveform gives insight into MW through breathing rate and

variations [14]. A pressure pad sensor, typically constructed as a chest strap, measures

the expansion of the rib cage due to breathing action. In a relaxed state, a human

breathes slowly and consistently. However, as MW rises, overall breathing rate increases
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along with an increased prevalence of irregular rhythms, quick variations, and cessations

[17].

Figure 2.3: Raw Respiration waveform.

2.1.4 Ocular Measurements

Pupillometry measures fluctuations in pupil size and reactivity, which have a

direct relationship to MW through the Central Nervous System (CNS) [26]. Several

studies have linked blink rate, blink frequency, and pupil diameter to MW [6, 24, 8]

Another ocular feature extracts variations in the rate and magnitude of microsaccades,

involuntary eye movements that occur during fixation, and have shown to separate

different MW levels [19]. One study specifically records pupillometry in VR and found

a positive correlation between pupil diameter and subjective task load scores [34]. In

virtual environments, VR headsets readily record ocular measurements, but this may

not be practical in real-world situations.
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Figure 2.4: Plot of raw eye gaze data.

2.1.5 Subjective Measurements

Subjective MW assessments provide a means to validate objective methods of

estimating MW. The NASA Task Load Index (NASA-TLX), Bedford [31], and Rating

Scale of Mental Effort (RSME) [46] are subjective assessments implemented in MW

estimation using physiological measures, with NASA-TLX being the most common [6].

The NASA-TLX consists of six questions where subjects rate their MW on a scale

of 1-21. Each question links the given task to a specific category: mental demand,

physical demand, temporal demand, performance, effort, and frustration [16]. Results

from the NASA-TLX surveys serve as a useful subjective tool to compare and validate

MW models. However, subjective MW measurements are susceptible to survey fatigue.
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2.2 Gaussian Process Kernels

GP Regression models calculate interpretable estimate functions and confi-

dence intervals based on n-dimensional data with no training data. A GP is a collection

of random variables, any finite number of which have a joint Gaussian distribution [29].

GPs are defined by a mean function (m(x)) and covariance function (k(x, x′)) (Eq. 2.1)

where x and x′ are inputs (scalar or vector). In practice, a GP starts with a distribution

of possible functions known as priors. The user can decide what type of distribution

based on prior knowledge of the data. Given input and output data, the GP calculates

a mean function to fit the data as well as its uncertainty at each point along with the

function. Understanding the uncertainty of the model provides better prediction inter-

pretations than other ML models. For example, Figure 2.5 shows the mean function and

its uncertainty for a single input and single output data, but GPs have the capability

to model multivariate data in both the input and output.

f(x) ∼ GP
(
m(x), k(x, x′)

)
(2.1)

Covariance functions, also known as kernels, encode how the GP defines simi-

larity between data. The choice of kernel determines the generalization properties of a

GP model dictated by [11]. Each kernel contains hyperparameters such as variance and

lengthscale that tune its similarity calculations. The Radial Basis Function (RBF), or

Squared Exponential (SE), kernel has become the most common kernel because of its

generally sufficient performance to model a wide variety of functions [36, 37]. The RBF
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Figure 2.5: Example of a GP mean function estimate showing a ±2σ confidence interval.
Areas of low uncertainty surround measured data points and areas of high uncertainty
sit between data.

kernel measures the similarity between two data points by calculating the Euclidean dis-

tance (Eq. 2.2). ℓ and σ are the hyperparameters for lengthscale and variance, which

determine the reach of the influence and average distance away from the mean respec-

tively. As the distance between data increases, the similarity decreases in the shape of

a Gaussian distribution (see Figure 2.6).

kRBF (x, x
′) = σ2exp

(
−|x− x′|2

2ℓ2

)
(2.2)

For some physical processes, the RBF kernel is considered too smooth, and

leads to poor function estimates for data with sharp, rapid changes [38]. While still

based on Euclidean distance, the Rational Quadratic (RQ) (Eq. 2.3), Matérn 3/2

(Eq. 2.4), Ornstein-Uhlenbeck (OU) (Eq. 2.5), and Exponential (Eq. 2.6) kernels are
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Figure 2.6: Covariance of kernels defined by Euclidean distance. The x-axis represents
distance between data points and the y-axis represents similarity. Smaller distances
correlate with larger similarity. Generally, kernels with a wider, smooth curve are better
at predicting smooth functions.

less smooth and may be better suited compared to the RBF kernel for certain data.

Figure 2.6 plots each kernel showing higher data similarity with shorter distances, but

as the distance increases, the similarity distribution changes for each kernel. Because of

the slight variations of similarity distributions, each kernel produces different resultant

function estimates (see Figure 2.7).

kRQ(x, x
′) = σ2

(
1 +
|x− x′|2

2αℓ2

)−α

(2.3)

kMat3/2(x, x
′) = σ2

(
1 +

√
3|x− x′|
ℓ2

)
exp

(
−
√
3|x− x′|2

2ℓ2

)
(2.4)
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kOU (x, x
′) = σ2exp

(
−|x− x′|

2ℓ2

)
(2.5)

kExp(x, x
′) = σ2exp

(
−|x− x′|

ℓ

)
(2.6)

Figure 2.7: Random prior mean functions for several kernels. RBF, MLP, and RQ
kernels have smooth predictions while Matérn 3/2, Exponential, and OU produce less
smooth functions. The Linear and 3rd degree Polynomial kernels calculate the best fit
line or cubic curve respectively.

While many kernels use distance as a metric for similarity, others approach it

differently. Linear (Eq. 2.7) and polynomial (Eq. 2.8) kernels serve the same purpose

as performing Bayesian linear or polynomial regression. Multilayer Perceptron (MLP)

(Eq. 2.9), also known as neural network or arc sine, kernels mimic a feed-forward neural

network [28]. Their prior function estimates are shown in Figure 2.7.
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kLin(x, x
′) = σ2

b + σ2
v(x

⊤ − c)(x′ − c) (2.7)

kPoly(x, x
′) = (x⊤x′ + σ)d (2.8)

kMLP (x, x
′) = σ2 2

π
asin

(
σwx

⊤x′ + σb√
σwx⊤x+ σb + 1

√
σwx′⊤x′ + σb + 1

)
(2.9)

The usefulness of a GP hinges on the model designer’s choice of kernel; for mul-

tivariate data sets, the choice of kernel is a non-trivial decision. For simple 2-dimensional

data, designers can use their intuition to select a kernel based on visualizing the data.

However, multivariate data (e.g. multi-modal physiological data) lacks intuitive visual

representation to determine the best suited kernel. Previous studies involving physiolog-

ical data selected RBF for their kernel-based methods [5, 12, 20, 22, 25]. One study used

data comprised of features extracted from GSR, ECG, respiration for a Support Vector

Machine (SVM) and Extreme Learning Machine (ELM) (kernel-based classifiers) with

RBF, linear, and sigmoid kernels [20]. Another study selected the RBF kernel for their

GP regression model that predicted cognitive workload based on Electroencephalogra-

phy (EEG) data [5]. To the best of our knowledge, no study has investigated which

kernel best suits each type of data.
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2.3 Data Origin

The data set for this thesis comes from Wilson’s, et al. study that creates a

framework for online multimodal CSE model development and performance prediction

[42]. Wilson’s framework uses a suite of biosensors to monitor subjects completing tasks

in a VR environment while driving a rover on a lunar surface. Subjects sit in a multi-

axis motion platform wearing a VR headset, a chest strap sensor, and a wrist sensor.

The HTC Vive headset tracks eye movement and pupil size. The Zephyr Bioharness

chest strap records ECG and respiration measurements. The Empatica E4 wrist sensor

measures EDA and ST. From the raw biosignals, as reported by each sensor, the system

performs feature extraction.

Wilson’s experiment monitors subject task performance throughout four mis-

sions. The objective of each mission is to drive a lunar rover to a designated location

while attending to tasks that the rover system requires. The rover system tasks are

based on NASA’s Multi-Attribute Task Battery II (MATB-II) evaluation, consisting of

resource management, system monitoring, tracking, and communications tasks. During

the experiment, the VR system records the subject’s task performance. The missions

vary between high and low difficulties inducing high and low MW. Each subject un-

dergoes two missions at each difficulty in random order with free play time before each

mission to allow the body to return to a resting state. Using Robot Operating Sys-

tem (ROS), the physiological features and task performance metrics are time synced.

NASA-TLX survey responses along with a Random Forest Classifier validated the ex-

15



periment’s ability to modulate between high and low MW.

The selected data set provides a few critical advantages over other data sets.

Previous studies derived MW models from a few physiological signals, while Wilson’s

data contains a more complete suite of signals using passive sensors. Even though

other studies created VR environments to immerse subjects, this study incorporates a

multi-axis motion platform to deepen the immersive experience and induce more realistic

physiological responses. Time synchronicity of biosignal features and performance allows

online model development whereas most studies are limited to offline data analysis.
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Chapter 3

Problem Statement

The purpose of this chapter is to clarify the problem explored in this study

and its scope. Given time-synced physiological data from passive biosensors, we wish

to predict human performance for multiple tasks using an array of models with the

intention of future online implementations. Because systems involving humans benefit

from model prediction interpretability, we model performance with GPs. GPs calculate

prediction uncertainty and do not require training data. The input for the GP contains

time, principal components of the physiological data, and measured task performance.

Time allows the model to put less weight on data that has happened further in the

past. To reduce data sparsity and dimensionality, a Principal Component Analysis

(PCA) transforms the physiological data into principal components. Although the data

contains performance measures for multiple tasks, GPs will only predict one performance

metric. The experiment models will output performance predictions, the RMSE of

the predictions, and the computation time to predict and update the model at every

17



time step. This approach assumes tasks can be graded, tasks are done alone, repeated

measures are considered independent, and subjects can perform the tasks wearing the

required biosensors.

The array of models considered in this study is defined by the different kernels

introduced in Section 2.2. Previous research has not performed an in-depth analysis of

which kernels yield the best performance predictions for biosignal data. We evaluate

each kernel based on their RMSE mean and SEM and mean computation time for each

performance metric considered. The results of this study provide a guide for online

human performance modeling by detailing appropriate kernel selection and performance

calculations.

18



Chapter 4

Methods

This chapter describes the methods for computing a comparable metric to

evaluate kernel selection for Wilson’s data set, herein referred to as the VR data set.

The first sections provide further details about the VR data set (e.g., the preprocess-

ing procedure) along with an algorithmic overview for simulated online GP modeling.

Lastly, we explain the process and rationale for kernel evaluation.

4.1 Data Preprocessing

The VR data set consists of 20 subjects, with each subject completing 4 mis-

sions. Before starting the set of four missions, subjects have 5 minutes of free play to

establish base physiological states and get a feel for operating the rover system. After

the initial free play, the first mission starts. Upon completion of the mission, the sub-

jects complete a NASA-TLX survey. Again, the subject has a free play session, but for

only 3 minutes. In total the subject has four missions with a free play session before

19



t1 f1,1 . . . f83,1 p1,1 . . . p4,1
...

...
. . .

...
...

. . .
...

tn f1,n . . . f83,n p1,n . . . p4,n


Figure 4.1: Shape of data from one mission. At each time step t there are 83 features
f and 4 performance metrics p.

each one (the first being 5 minutes and the rest 3 minutes). The GP models examine

each of the 4 missions independently with its implications described in Section 5.2.2.

Data from each mission consists of 83 physiological features and 4 performance metrics

at each time step (see Figure 4.1)

Figure 4.2: Performance measures.

Performance measures track resource management, system monitoring, track-

20



ing, and communications based on the MATB-II. While the data contains metrics for

multiple tasks within each category, this study considers one metric per category for

GP kernel evaluation (see Figure 4.2). The resource management metric describes the

likelihood of reaching the objective point by computing the ratio of remaining oxygen

to remaining distance to the goal. Engine temperature monitoring represents system

monitoring. The subjects’ ability to maintain a strong communication signal with the

onboard antenna falls under the tracking task, which requires the user to monitor their

heading with respect to a fixed point in the environment. Response time to commu-

nication channel requests tracks communication task performance. While a subject’s

performance from mission to mission can improve from learning, the randomized order

of difficulty helps remove bias. The purpose of this study revolves around determin-

ing the appropriate kernel for physiological feature data, not the method of measuring

performance.

GP models are prone to high uncertainty predictions where data is sparse (see

Figure 2.5). To reduce data sparsity, the simulation free play data undergoes PCA. The

PCA helps reduce sparsity and serves as a dimensionality reduction by calculating the

principal components of the data that have an associated variance explained. Closely

grouped data, along with fewer dimensions, reduce the computation time for GP model

optimization. Implementing the PCA class from the sklearn Python library, we set

the percentage of desired variability explained to 95%, which returns 16 principal com-

ponents on average. The rationale for selecting 95% variability explained comes from

finding the average number of principal components required to reach each percentage of

21



Figure 4.3: Plot of percentage of variance explained by the average number of principal
components with 95% as the selected percentage.

variability explained. Figure 4.3 demonstrates that increasing the variability explained

from 95% to 98% requires 31.2% more components, and the small amount of added

variability explained does not justify the increase in computation time from additional

principal components. The PCA reduces the 83 input dimensions from the original

data set by 80%. With fewer input data, computation time for calculating GP models

diminishes, which better suits online applications.

Including a PCA step also provides insight into which sources of data have

the largest variability and potentially more useful information. While greater variation

does not exactly equate to more useful information, it does provide insight into physio-

logical data’s connection to mental workload. Chapter 5 discusses PCA interpretation

in further detail.
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4.2 Gaussian Process Model Development

In order to simulate online GP modeling, the model predicts performance and

updates at each time step. Algorithm 1 provides a high level model overview, where x,

x, X, and X represent scalars, vectors, program objects, and matrices respectively. The

algorithm runs once per mission and starts by creating a principal component transform

function Tform based on free play data A. The input data B appends the physiological

features at each time step, bi, until the input reaches the desired size, determined by

t0, to initialize the GP model. For this experiment t0 = 10, meaning that the initial GP

model starts with 10 seconds of data. Physiological data undergoes a transformation into

principal components B′. For each kernel Ki and performance metric Pi the algorithm

creates or updates a GP with the transformed data. The kernels enable Automatic

Relevance Determination (ARD) and use the number of principal components as active

dimensions. ARD implicitly determines the relevance of each input by creating a length-

scale parameter for each input.

Algorithm 1 Top Level Algorithm

1: Set parameters: t0, K
2: Tform ← getDimRedux(A)
3: while running do
4: B ← B.append(bi)
5: while ti ≥ t0 do
6: B′ ← Tform(B)
7: for K do
8: for P do
9: µ̂t+1, σ̂t+1, ϵt ← gpAnalysis(B′,Pi,Ki)

10: end for
11: end for
12: end while
13: end while
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Algorithm 2 functions as a human performance predictor, with time, principal

components, measured performance, and kernel as the inputs. Once initialized, the

model computes the predicted performance mean value µ̂t+1 and its variance σ̂t+1 for the

next time point based on the current mean function. The model evaluates the prediction

by calculating prediction RMSE. Lastly, Line 7 updates H, the hyperparameters, of

the chosen K to be used at the next time step. To ensure model trustworthiness, we

validated Algorithm 2 by analyzing model evolution with increased data (see Appendix

A). If implemented online, the algorithm would receive new data at 1Hz (the frequency

of data collection from the VR study), but with the entire data set present, this study

neglects time between incoming data and instead presents data sequentially to mimic

an online environment.

Algorithm 2 Gaussian Process Algorithm

gpAnalysis(B,P ,K)

1: if not(initialized) then
2: GP ← GP.initialize(B,P ,K)
3: else
4: µ̂t+1, σ̂t+1 ← GP.predict(B,P )
5: ϵt ← modelEval(pt, p̂1)
6: H ← GP.update(B,P )
7: end if
8: return p̂t+1, v̂t+1, ϵt

Since kernel performance may vary between performance metrics, each metric

has its own GP. The algorithms can estimate functions with multivariate data, but

each GP only takes one performance measure into account (discussed further in Section

5.2.2). Thus, B is multivariate, but P is one dimensional. Computing performance

estimate functions for each performance measure allows comparisons between kernel
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performance that a multivariate performance output may hide.

4.3 Kernel Evaluation

The choice of kernel determines the generalization properties of a GP model

[11]. Since the purpose of this study’s GP models are to predict performance, we

evaluate kernel selection by model prediction accuracy. This experiment calculates

model prediction RMSE at each time step. By normalizing the RMSE with the average

true performance value, the errors serve as a comparable model performance metric

across each kernel and task performance metric.

The kernels introduced in Chapter 2 are the candidates used in this study:

RBF, RQ, Matérn 3/2, OU, Exponential, Linear, 3rd degree Polynomial, and MLP

kernels (see Figure 2.7). This study aims to find a kernel that outperforms the most

commonly implement kernel, RBF. Matérn 3/2, OU, and Exponential kernels produce

less smooth estimates compared to RBF, while RQ and MLP compute smoother es-

timates. Linear or cubic fits may produce a lower error and would add the benefit

of drastically decreasing computation time. For each kernel, the model undergoes Al-

gorithm 2 and the resultant average RMSEs are compared. Overall, the experiment

analyzes 8 kernels over 20 subjects’ data which includes 4 performance measures for all

4 missions for a total of 2,560 models.
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Chapter 5

Results & Discussion

The following sections report the findings and interpretations of the GP human

performance prediction. Section 5.1 summarizes the results of the study. Section 5.2.1

describes a heuristic for understanding which biosignals supply greater information for

human performance modeling. Section 5.2.2 provides a visualization for GP predictions,

draws conclusions from kernel performance, and suggests further work.

5.1 Results

5.1.1 Principal Component Analysis

PCA calculates the principal components of a data set, along with the contri-

bution of each data type to the component’s variability, referred to as loadings. Each

principal component contains a percentage of the original data information. Figure

5.1 represents each physiological feature’s contribution to the total variability of each
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component. The figure orders principal components along the x-axis from highest to

lowest percent variability explained. The first principal component has ECG, EDA, and

pupillometry frequency domain features comprising most of the variation. Pupillometry

time-domain features hold the majority of variability in the second principal component.

Figure 5.1: Heat map of principal components and the amount of variation explained
per physiological feature. Features are grouped by source sensor on the left

5.1.2 Gaussian Process Performance Prediction Surfaces

The methods described in Chapter 4, created a GP for each mission, perfor-

mance measure, and kernel totaling 2,560 models and calculated RMSEs for performance

predictions made at each time step. Before reviewing the kernel performance, we can
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visualize a simplified version of the problem to gain better intuition of the results. Fig-

ure 5.2 shows one principal component and performance metric over time. By reducing

the multivariate models to a single principal component and performance metric (i.e.

the data input and output) over time and predicting along the principal component

axis, the GP predictions create a surface. The plots overlay the measured values on the

prediction performance surfaces. While the mean and SEM of the RMSEs (discussed

later in Section 5.2.2) measure the accuracy of the models, the surfaces provide further

insight. Figure 5.2 shows the surfaces from the RBF, Linear, Matérn 3/2, and MLP

kernels. The RBF, Matérn 3/2, and MLP kernels produce similar surfaces, with MLP

having the smoothest predictions. The Linear kernel appears to have accurate local

estimations but drastically deviates from the other models away from measured values.

5.1.3 Kernel Root Mean Square Error

Given the RMSEs from the experiment, this section shows the kernel accuracy

across the four performance metrics. For each mission’s performance metric, we cal-

culate the prediction RMSE mean and SEM. RMSE was selected over Mean Absolute

Error (MAE), because RMSE is more sensitive to larger errors. In this study, the model

predictions are 1D, so the two are equivalent. However, if the model were to predict

n-dimensions, it may matter a great deal. To allow comparisons between performance

metrics, the means and SEMs are first normalized by the mean measured performance

(Equations 5.1 and 5.2). Since each mission’s length of time varies, we calculate the

weighted mean RMSE (Equation 5.3) and pooled SEM (Equation 5.4) across missions
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Figure 5.2: Surface Performance Predictions.

for each kernel and performance metric. Table 5.1 shows the resulting RMSE means

and SEM. For all performance metrics, the RQ and MLP kernels yielded the lowest

RMSE and SEM. Table 5.2 describes the RMSEs normalized by the lowest RMSE for

each performance metric. It is important to also recognize that not all models improved
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accuracy with more time and data (see Figure 5.4).

RMSEnormalized =

√
1
n

∑n
i (yp − yi)2

ȳ
(5.1)

SEMnormalized =
SEM

ȳ
(5.2)

RMSEmean =
n1RMSE1 + n2RMSE2 + ...+ nkRMSEk

n1 + n2 + ...+ nk
(5.3)

SEMpooled =

√
(n1 − 1)SEM2

1 + (n2 − 1)SEM2
2 + ...+ (nk − 1)SEM2

k

n1 + n2 + ...+ nk − k
(5.4)

Performance Metric

Kernel Tracking Resource Mgmt Comms Sys Monitoring

RBF 0.36 ± 0.020 0.19 ± 0.031 0.28 + 0.027 0.09 ± 0.004
RQ 0.25 ± 0.018 0.06 ± 0.017 0.14 ± 0.018 0.03 ± 0.002
Mat 3/2 0.36 ± 0.020 0.20 ± 0.031 0.28 + 0.027 0.09 ± 0.004
Exp 0.36 ± 0.020 0.22 ± 0.032 0.30 ± 0.027 0.10 ± 0.004
OU 0.36 ± 0.020 0.22 ± 0.032 0.30 ± 0.027 0.10 ± 0.004
Linear 0.39 ± 0.023 0.14 ± 0.025 0.31 ± 0.025 0.06 ± 0.002
Cubic 0.40 ± 0.038 0.08 ± 0.025 0.36 ± 0.218 0.06 ± 0.024
MLP 0.25 ± 0.019 0.05 ± 0.020 0.15 ± 0.020 0.03 ± 0.002

Table 5.1: RMSE means and SEM across each kernel and performance measure. Bolded
values represent the lowest mean and SEM. RQ and MLP yielded the best performance
across all performance metrics.
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Performance Metric

Kernel Tracking Resource Mgmt Comms Sys Monitoring

RBF 1.44 3.62 2.02 3.06
RQ 1.01 1.15 1.00 1.02
Mat 3/2 1.44 3.72 2.04 3.06
Exp 1.46 4.07 2.17 3.29
OU 1.46 4.07 2.17 3.29
Linear 1.57 2.66 2.22 1.96
Cubic 1.64 1.57 2.60 2.20
MLP 1.00 1.00 1.12 1.00

Table 5.2: RMSE means as a ratio of RMSE over the lowest RMSE for each performance
metric.

5.1.4 Computation Time

With the motivation to implement performance predictions online, we recorded

the computation time to predict performance, update the model, and optimize hyper-

paramters at each time step (i.e. time to complete Algorithm 2). As the model in-

corporates more data, the computation time and its variation increases linearly (see

Figure 5.3). Table 5.3 shows the mean and SEM computation times for each kernel and

performance metric. Calculations for means and SEM used Equations 5.3 and 5.4 due

to differing lengths of missions.

Performance Metric

Kernel Tracking Resource Mgmt Comms Sys Monitoring

RBF 4.90 ± 0.20 5.95 ± 0.26 5.36 ± 0.25 3.58 ± 0.14
RQ 5.66 ± 0.22 8.24 ± 0.42 4.54 ± 0.19 2.26 ± 0.08
Mat 3/2 4.94 ± 0.20 5.82 ± 0.25 4.59 ± 0.18 3.58 ± 0.13
Exp 4.83 ± 0.18 4.87 ± 0.19 4.23 ± 0.15 3.74 ± 0.13
OU 4.83 ± 0.18 4.87 ± 0.19 4.23 ± 0.15 3.74 ± 0.13
Linear 3.11 ± 0.15 4.52 ± 0.18 3.55 ± 0.15 3.38 ± 0.13
Cubic 1.52 ± 0.09 4.91 ± 0.27 3.15 ± 0.15 3.73 ± 0.16
MLP 4.23 ± 0.21 6.35 ± 0.34 4.62 ± 0.20 2.93 ± 0.13

Table 5.3: Computation time means and SEM.
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Figure 5.3: Plot of computation time with increased data.

Because computation time largely depends on hardware, Table 5.4 reports

values as ratios of mean computation time over the shortest computation time. The

cubic kernel computed the model updates fastest for tracking, thus it has a value of 1.00.

Whereas, RBF for tracking took 3.22 times the computation time. MLP, one of the

higher accuracy kernels, takes less time to compute for all but resource management

compared to RBF. RQ, the other high-performing kernel, only computes faster for

communications and system monitoring. While MLP and RQ outperform the other

kernels in accuracy for all metrics, they do not outperform in computation time.

Tables 5.5 and 5.6 describes computation time as comparisons within each

performance metric and kernel respectively. For tracking, resource management, and

communications linear and cubic kernels compute the fastest. Between kernels, they

32



Performance Metric

Kernel Tracking Resource Mgmt Comms Sys Monitoring

RBF 3.22 3.91 3.52 2.35
RQ 3.72 5.41 2.99 1.49
Mat 3/2 3.25 3.83 3.02 2.39
Exp 3.17 3.20 2.78 1.46
OU 3.17 3.19 2.77 2.46
Linear 2.05 2.97 2.33 2.22
Cubic 1.00 3.23 2.07 2.45
MLP 2.78 4.18 3.04 1.92

Table 5.4: Computation times as a ratio of mean time over lowest overall mean time.

computed system monitoring quickest except for the linear and cubic kernels which

favored tracking.

5.2 Discussion

5.2.1 Principal Component Analysis Interpretation

An added bonus of PCA is additional insight into which data features contain

the most variability. Figure 5.1 shows a heatmap of the principal components and

the contribution of each physiological feature to the principal component’s variability

explained. By taking the first two or three components, we can draw coarse conclusions

about which features contain the most information. In Figure 5.1, ECG, EDA, and

pupillometry features make up the majority of the variation in the first component.

Pupillometry contributes the most in the first three components, which suggests that

ocular measurements provide more information than other biosignals.

While larger variability in signal does not exactly mean more useful infor-
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mation, PCA yields a heuristic into which signals may prove more informative. The

number of features from each physiological signal may cause redundancy. For example,

the second component in Figure 5.1 shows a lot of variation in ocular features. Some

of those features may give the same information. Narrowing the features to ones that

supply the most useful information could decrease the number of principal components,

lead to faster and more accurate estimates, and reduce the number of required sensors

to acquire data.

5.2.2 Kernel Performance

While the weighted mean and SEM of RMSE represent the accuracy and pre-

cision of the predictions, they do not give the evolution of the prediction error over

time. Figure 5.4 gives two examples of the RMSE over time. Figure 5.4a represents ex-

pected decay of RSME over time because with more data, the model predictions should

improve. Figure 5.4b shows the RMSE for the same performance metric and kernel,

but different subject. Instead of the error decreasing over time, the mean error and

spread do not decay. One potential cause of no error decay could stem from subject

learning. The purpose of including time in the model is to allow for the model to neglect

older measurements, assisting in modeling learning to a degree. Applying a limit to the

amount of data in the model, something not done here, could better force the model

to forget older data that may not be relevant because of subject learning. Another

cause, related to learning, may derive from treating each mission independently. As

subjects complete each mission, they learn and adapt. During the learning process, the
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subject’s physiological responses may differ from post-learning in response to the same

task demands. A model designed to account for repeated measures may improve model

performance.

(a) (b)

Figure 5.4: Plots RMSE over time for two subjects for the same kernel and performance
metric. Plot (a) shows a decay of RSME over time while plot (b) does not decay.

Table 5.3 presents RQ and MLP as the most accurate kernels for modeling

performance from physiological data. RQ and MLP may outperform other kernels

because they have smoother priors compared to RBF. The less smooth kernels, Matérn

3/2, Exponential, and OU, yielded approximately the same prediction accuracy and

spread as RBF. The results suggest that a smoother kernel may better suit human

physiological and performance data sets.

The simple Linear and Cubic kernels outperformed RBF for some performance

metrics. While a Linear fit model may perform better than other kernels for resource

management and system monitoring, Figure 5.2 shows that a Linear model may only

have good predictions locally. Because the experiment only predicts one second in

the future, simple or smooth models may suffice. Future work should evaluate kernel
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selection based on predicting multiple observations in the future.

The type of estimated performance metric contributes to the GP model predic-

tion accuracy. The rankings of each kernel based on lowest mean (Table 5.1), generally

stays the same across all performance metrics. However, the range of mean and SEM

changes between performance metrics with the highest errors coming from tracking and

lowest from system monitoring. Because each performance metric yields a different ac-

curacy, model designers may need to tune their model(s) to each metric or even change

how to calculate the metrics.

By creating GP models for each performance metric, we can understand the

relationship between physiological responses and each metric. Many findings from this

section would not have been apparent had the experiment models used a multivariate

output. Individual models allowed differences in kernel performance for each metric

to emerge. The results show that the RQ and MLP kernels perform best across each

metric. Knowing that performance metrics do not determine which kernel performs

best, the future GP models could estimate all performance metrics as a multivariate

output using one kernel.

Differing accuracy and spread across performance metrics may result from

different physiological responses to each demand. The higher mean error for tracking

performance predictions may stem from the difficulty in tracking quick changes based on

slower physiological responses. As shown in Figure 4.2, antenna accuracy, or tracking,

rapidly changes. Interestingly, for rapidly changing performance metrics, less smooth

kernels did not outperform smooth kernels. While some physiological responses slowly
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change (e.g. heart rate, breathing rate, skin temperature), faster responses (e.g. pupil

size, eye gaze) may better predict tracking. Perhaps a multimodal approach for all

performance metrics does not yield the best models.

Resource management mean RMSE had the highest spread (Table 5.1), most

likely due to poor performance metric calculations. The resource management metric,

or O2 performance (see Figure 4.2), exponentially increases with good performance. As

the subject approaches the mission objective, the denominator of the metric, distance

remaining, goes to zero. This causes an unusually high error towards the end of a

successful mission, which may explain the high SEM. However, even with high spreads,

the smooth kernels’ accuracy exceeded all but system monitoring predictions. Unlike

tracking, resource management changes slowly over time, which suits RQ and MLP

kernels. To lower mean and standard errors, the resource management metric needs

bounds that prevent exponential changes.

Communication performance predictions also yielded high SEM (Table 5.1).

The communications metric calculates the subject time response to requests, but that

time changes step-wise and its changed value depends on the occurrence of requests (see

Figure 4.2). The subject most likely responds between the time of request and response.

The metric holds that response time until the next request, which may not correlate

well with MW. In order to lower mean error and spread, the model should estimate

performance during the window of time that the subject responds to the request.

The system monitoring metric reflects the rover engine temperature and had

the lowest mean and spread for all kernels (Table 5.1). The level of accuracy and
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precision suggests that physiological responses to the demand of system monitoring

correlate well. As a background task, it may not cause much response, but during critical

portions of the mission (e.g. scaling a hill) the engine temperature increase probably

induces a large response. The magnitude of response between each task demand may

also contribute to the lack of accuracy in other metrics.

For online modeling, computation time contributes to overall kernel perfor-

mance. Table 5.5 compares computation time by performance metric. It is no surprise

that for three of the four metrics, Linear and Cubic function fits compute faster. How-

ever, for the lowest prediction error metric, system monitoring, RQ computes fastest.

Ignoring the Linear and Cubic kernels, MLP has the lowest computation time for track-

ing, and OU and Exponential have the lowest for resource management and communica-

tions. RQ and MLP time suggests they are not only good candidates based on accuracy

but also computation time as a single choice kernel to estimate all performance metrics.

To meet the speed required for online modeling, the amount of data considered in a

model needs a reduction. By setting a limit, or running window, of data size (i.e. model

memory), the computation time will decrease, but further study needs to verify the

effects on model accuracy.

The most accurate models also compute the fastest. Comparing computations

by kernel choice, all but Linear and Cubic compute fastest for system monitoring (Table

5.6). If estimating functions for well correlated data requires less computation time

(as Tables 5.1 and 5.6 suggest), tuning the right physiological features to each task

demand will better correlate data and decrease computation time. It is important to
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Performance Metric

Kernel Tracking Resource Mgmt Comms Sys Monitoring

RBF 3.22 1.32 1.70 1.58
RQ 3.72 1.82 1.44 1.00
Mat 3/2 3.25 1.29 1.46 1.58
Exp 3.17 1.08 1.34 1.65
OU 3.17 1.07 1.34 1.65
Linear 2.05 1.00 1.13 1.49
Cubic 1.00 1.09 1.00 1.65
MLP 2.78 1.41 1.47 1.29

Table 5.5: Computation times as a ratio of mean time over the lowest mean time for
each performance measure (column).

note that the largest contribution to computation time comes from optimizing the kernel

hyperparameters. As described in Algorithm 2, model optimization occurs at every time

step. Reducing the frequency of model optimization would decrease computation time,

but the amount of reduction to not decrease model performance needs further study.

Performance Metric

Kernel Tracking Resource Mgmt Comms Sys Monitoring

RBF 1.37 1.66 1.50 1.00
RQ 2.50 3.64 2.01 1.00
Mat 3/2 1.38 1.63 1.28 1.00
Exp 1.29 1.30 1.13 1.00
OU 1.29 1.30 1.13 1.00
Linear 1.00 1.45 1.14 1.09
Cubic 1.00 3.23 2.07 2.45
MLP 1.44 2.17 1.58 1.00

Table 5.6: Computation times as a ratio of mean time over the lowest mean time for
each kernel (row).
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5.3 Future Work

Further investigations should aim to improve predictions by adjusting the num-

ber and type of physiological features, improving performance metrics, and conducting

a deeper analysis of kernel selection. Given the physiological insight from PCA, a study

to verify what biosignal features contain the most useful information, could improve

performance predictions. In a practical sense, a study dedicated to only using signals

from some of the sensors would help reduce costs, complexity, and sensors required. The

possibility of tuning models for each performance metric by only considering features

that correlate well with that metric could prove useful. For example, estimating rapidly

changing tracking performance may require physiological features that can change and

react quickly (e.g. eye movement). Ultimately, the question of which features offer

the most information and their correlation to different task performance needs more

exploration.

Based on the findings in Section 5.2.2, we better understand what makes a

good performance metric. The communications metric would improve by limiting model

data and predictions to the time between requests and response so that the subjects’

physiological signals reflect that demand. Also, bounding performance metrics will help

shrink the spread of error, especially for resource management.

While the experiment resulted in two kernels with higher accuracy, future

work needs to verify this selection for predictions made further in the future, with

limited data, and for multivariate outputs. By making predictions greater than one
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second ahead, the kernels that previously performed equally may separate. In addition

to changing prediction methods, researchers can explore combinations of kernels by

adding or multiplying them together. Combining kernels increases kernel complexity

and may increase computation time because of the added hyperparameters to optimize,

but improved predictions could justify the additional time cost. In order to improve

computation time, the amount of data held within the GP needs to have a limit, or the

frequency of model optimization needs to decrease. Creating a window of data will help

keep computation time under a desired threshold, but the effects on accuracy deserve

further study. In the long term, model designers should consider a combined model

where a single GP predicts all of the performance metrics. A holistic model may better

reflect the complexity of MW in performance.
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Chapter 6

Conclusion

The results of this study show that smooth kernels, compared to RBF, better

suit human performance models based on physiological data. RQ and MLP kernels yield

lower mean RMSE, SEM and computation time compared across all performance metrics

considered. Our PCA interpretation and analysis of mean RMSE between performance

metrics provide insight into understanding physiological data and its correlation to

MW and human performance, which is key to improving confidence in MW models.

By improving MW models, we decrease the likelihood of models leading to poor safety,

performance, and task completion rate in high-risk, high operational cost scenarios.

The comparison of computation time for model prediction and optimization points to

further refinement to allow online modeling. The combination of improved MW and

performance modeling and necessary adjustments for online modeling help form the

basis for better HR teaming and future adaptive, closed-looped control systems.
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Appendix A

Gaussian Process Algorithm Validation

In order to ensure the GP algorithm performs correctly, the algorithm was

validated using a data set from an example in GPFlow Python library shown in Figure

A.1.

Figure A.1: An arbitrary 2-D data set used for validating the GP algorithm.

Using the GPy python library, the algorithm creates an initial GP model with

a SE kernel based on an initial desired number of data points (Figure A.2a). The
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SE kernel enables ARD, which implicitly determines the relevance of each input by

creating a length-scale parameter for each input. While ARD does not affect single

input modeling, enabling ARD allows further sifting for informative data. The GP fits

a mean function to the data and reports associated variances along that function. Figure

A.2 details the conversion of variances to confidence intervals to show low uncertainty

near data points and high uncertainty in between data. As the GP receives new data,

the model updates and optimizes hyperparameters (Figure A.2b-c).

By adding a third dimension, the number of data points considered, we can

view the progression of the model as a surface (Figure A.3). Each updated model

appends to the plot as a line and then interpolated to extend the surface along the

number of data points axis.

The algorithm produces an evolution of the model based on the validation data

set. While the GP model presented in this work excludes time, using the number of

data as an axis served the same purpose. To verify GP model reliability, the algorithm

calculated performance surfaces for each performance metric based on the first principal

component (Figure 5.2). Knowing the GP algorithm produces trustworthy results with

the validation data set and simplified physiological data, GP we have confidence in the

multivariate GP model performance predictions explained herein.
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(a)

(b)

(c)

Figure A.2: Simulating online modeling, the GP updates with each new data point.
Model (a) includes 11 data points with (b) and (c) adding one more data point for each.
The shaded regions represent a 95% confidence interval. The highest uncertainty sits
between large gaps of data, but when new data fills the gap, the uncertainty drops.
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Figure A.3: GP model evolution with each additional data point. Starting with a model
of 6 data points, the model successively updates with each new data point. Using the
number of data points as one of the axes, the models create a surface. For the presented
GP algorithm, time takes the place of number of data points.
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