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Abstract

With recent advances in computing, communication, sensor, and actuator technologies, it has become possible

to create virtual representations of physical objects that can communicate with the real world. These

connected virtual representations are a new technology, called digital twins, with the possibly to transform

numerous industries including: manufacturing, aerospace, and medicine. While there are many examples of

digital twins already, the current body of work is insufficient with the majority of the published work on

digital twins featuring frameworks or demonstrations that lack the physical component. A set of functional

digital twins of laser ablated disks are presented here to demonstrate how one can be used in a machining

process. The virtual representations of the disks are a geometric model built in COMSOL Multiphysics®

that defines the shape of the disk. The digital twins showcased are able to detect potential faults and control

the ablation process. The fault detection was done using images of the plasma plumes generated during the

process and modifications to the virtual representation were used to guide the amount of energy used by the

laser ablation system to remove material from the physical disk’s surface. In addition to demonstrating how

the digital twins can be used as part of the process, three test cases are presented to display how the digital

twins compared to their physical counterparts.
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Chapter 1

Introduction

The advancement of the capabilities of manufacturing has been an essential part of the technological ad-

vancement of humans, with the earliest known use of machining dating back to the Roman Empire [3].

The development of new technologies has happened in lockstep with the development of more precise and

sophisticated components. This effect was apparent during the first industrial revolution, from 1760 to 1830.

James Watt’s steam engine required cast iron and copper alloy parts, which could not be produced with

enough precision by hand. To overcome this, John Wilkinson invented a water powered boring machine,

which is widely regarded as the first modern machine tool [4]. This machine was capable of boring a hole

to within one sixteenth of an inch of the desired diameter [5]. With the ability to mass produce the parts

needed for steam engines, steam power became more accessible. This spurred the rapid development of the

machines powering the industrial revolution. With reliable consistency of produced parts, it was not long

before the first replaceable parts appeared. Eli Whitney tasked with producing 10,000 muskets for the U.S.

military, had the necessary parts machined such that any set of the individual parts could be assembled into

a rifle [6]. He proved this capability by disassembling the rifles and reassembling them with randomly chosen

parts in front of the United States Congress [5].

From the early 20th century through to the end of the Second World War, machine tools were heavily

used in the automobile and aircraft manufacturing industries in the United States [7]. The capabilities of

machining continued to grow leading to the creation of Ultra-Precision Machining technologies [8] after the

Second World War, and computerized numerical control (CNC) machines in the late 1960s [9]. Computer

aided design (CAD) software also improved the efficiency of manufacturing processes by enabling direct

interfacing between machine tools and the computers used to design the parts being fabricated [7].

Today we are experiencing the fourth industrial revolution, where the role of computerized systems to
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collect, store, and use data has grown dramatically. Sensors have gotten smaller and more energy efficient,

allowing them to be incorporated into more devices than ever before. The ability to collect and process large

amounts of data is enabling a new technology, digital twins. Digital twins are an emerging technology which

has applications in a variety of fields [10]. It is broadly defined as a virtual representation of a physical

entity with communication between the virtual and physical domains [11]. These virtual representations

are descriptions of the physical entities they correspond to in a digital environment. In the context of

manufacturing digital twins could be utilized in a variety of ways, as the production facilities, equipment,

or items being produced. Using sensors, both onboard the production equipment and external, the status of

manufacturing processes can be monitored and used to update the virtual representation of a digital twin of

a product as it is manufactured. Digital twins of products can be utilized both during the manufacturing and

its operational life. As a product moves towards completion, its digital twin can be used to monitor processes

and detect defects. In addition to the benefits during manufacturing, the digital twins can incorporate any

inspection or quality assurance data collected for use by the customers.

This research sets out to create and test the construction of digital twins of machined parts made using a

nanosecond laser ablation system to perform laser drilling. Laser drilling is a machining technique with the

capability to drill holes with diameters between 0.005mm and 1.5mm and depth to diameter ratios between

1 and 50 [12], making it useful for the machining of aircraft parts and electronics [13]. The small scale of the

holes created by laser drilling and the frequent need for precision, makes parts machined with laser drilling

an interesting candidate for digital twins and a likely use case for industry in the future. By creating a

virtual representation of the part during machining, system operators can view a prediction of the resulting

changes to the part without the use of measurement equipment. Digital twins of laser drilling equipment

[14] and the parts produced with laser drilling [15], have already been proposed in literature. The digital

twin proposed by Stavropoulos, Papacharalampopoulos, and Athanasopoulou used a model of a femtosecond

laser pulse to remove material, which is modeled differently from nanosecond and longer laser pulses. Their

work also did not consider the time required to simulate the change to the part. The research presented here

aims to expand the existing research for laser drilling digital twins by contributing a working example of a

digital twin of a part machined using nanosecond laser pulses while operating within the time and resource

constraints needed for real-time usage in industry.

Just as previous advances in manufacturing capabilities have improved the technological capabilities of

humanity, digital twins offer the same opportunity. The development of digital twins promises to benefit both

manufacturers and consumers. By allowing manufacturers to track virtual representations of their products,

they can monitor trends and identify faults, both during and after production. For consumers, digital twins

offer a variety of benefits from predictive maintenance [16] to system optimization [17]. However none of
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these advantages can be utilized without methodologies for manufacturers to build there own digital twin

systems from. To provide these methodologies it is important that research is performed on a wide variety

of techniques and applications for digital twins, so that system designers have examples that fit their unique

production systems.

Research Objective

The purpose of this project is to demonstrate how digital twins can be used in a machining process, by

creating digital twins of parts being laser machined. To facilitate the laser machining a standard laser

ablation system was used to create small craters on the surfaces of the parts. These craters were made to

provide a removal of material similar to the effects of laser drilling. To provide information of the machining

process to the virtual representations of the part, an intensified charge coupled device (iCCD) camera was

used to image the plasma plumes generated by the removal of material. This provided both a means of

observing the plumes generated to detect potential faults and measurements of the energy deposited on the

surfaces of the parts, which was used as an input to a simulation of the laser ablation process. After adjusting

for this input the virtual representation could be used as a prediction of the physical crater’s depth and the

amount of ablation still required. These elements were combined to create a connected set of physical entities

and virtual representations that drove a feedback loop to control the machining process.

While this effort is only a small portion of the on-going work of the fourth industrial revolution, the

usage of digital twins during manufacturing holds great potential for manufacturers. By monitoring both

a physical part and its virtual representation as it is built or machined, manufacturers can compare the

two. This data can be used to provide insights to guide the manufacturing processes, as described below,

or be used to identify artifacts, systemic issues, and inefficiencies of the production process. Through the

incorporation of digital twins, manufacturers can leverage the volumes of data that are now accessible with

modern sensors to improve their efficiency and precision.
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Chapter 2

Background

2.1 Digital Twins

The concept of digital twins was first presented by Michael Grieves in 2002 at a product life-cycle management

conference [18]. Over the next decade and a half interest in digital twins grew slowly, with a recent boom

in the number of publications about digital twins and their potential [11, 10, 1], shown in Figure 2.1. The

growing interest has caught the attention of not just those in academia, but also industry keen to apply this

new technology. In particular, Siemens has been actively involved in developing tools for applying the digital

twin concept [19, 20] and even holds patents on multiple digital twin related inventions [21].

While exact definitions of what a digital twin is vary [22], the consensus formed in literature is that a

digital twin is a virtual representation of a physical entity with bidirectional-communication between the

virtual and real space [10, 23, 24]. By integrating these components together the digital twin can create a

process where information is collected from the physical entity and used to update the virtual representation.

The virtual representation can then in turn create some insight to be communicated back to the physical

system to be leveraged in the real world. This process serves as a feedback loop to provide numerous benefits

to the system operators and designers. This concept is similar to that of digital shadows, which are virtual

representations of real world objects and receive real world data to stay up to date [25]. In contrast to a

digital twin, digital shadows exist as just the virtual representations and contain no models, simulations, or

other means of utilizing the physical entity’s data beyond viewing the assigned status.

A digital twin should not be confused with a simulation either. The essential difference between a digital

twin and simulation is the connection between the virtual representation and the physical entity. Without

that flow of information the simulation is a representation of a physical entity as it was at the time of
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Figure 2.1: Graph of digital twin publications as function of time with the category indicated by the color
coding. Reprinted from Figure 2 of ”Analyzing the Scholarly Literature of Digital Twin Research: Trends,
Topics and Structure” by Emmert-Streib, Tripathi, and Dehmer [1], Copyright 2023, with permission from
Frank Emmert-Streib

measurement. Over time the differences between the simulation and the physical entity will grow, since

there is no information being feed to the simulation to keep it in sync. That is not to say a simulation

cannot be a part of a digital twin, simulations can be leveraged by a digital twin to use measured data and

predict a physical process or property.

Once a digital twin is created and is linked to its physical entity, it is intended to remain connected to

the physical entity as an inseparable pair for the rest of its operational lifespan. There are suggestions in

literature that digital twins should be created during the manufacturing process, so that any initialization

or quality assurance data can be incorporated in the digital twin prior to the use of its physical entity [26].

In doing so vendors could provide digital twins of their products to manufacturers who could incorporate

them as components in a digital twin of a larger product, creating a digital twin out of smaller digital twins.

While potentially beneficial to system designers, this could increase the development effort if there are not

industry standards to define how digital twins interface with each other.

One advantage to the system designer is the ability to collect performance data for a product throughout

its life cycle. This would enable engineers to evaluate how the product performs in different environments,

and make adjustments to the product in the current production cycle instead of in the next iteration of the

product [27].

5



2.2 Pre-Cursors to Digital Twins

Like most innovations, digital twins are an improvement on existing methods. There are numerous method-

ologies used in industry that incorporate a subset of the features that make a digital twin, some which are

outlined in the following sections.

2.2.1 Simulation and Modeling

As noted earlier simulations are only a part of digital twins, however the development of simulations and

computational models was a necessary step in the technological advancement towards digital twins. The

first computerized simulation was the usage of the Monte Carlo method at Los Alamos Laboratory on

the newly built Electric Numerical Integrator and Computer (ENIAC) [28]. Since then the availability of

computational power has grown, as Gordon Moore famously predicted in 1975 [29], in what is called Moore’s

Law. This prediction has held true until at least 2020 [30], however it may soon be no longer be true as the

semiconductor industry shifts from reducing the size of components to reducing energy consumption [31].

With this growth in computational power the number of simulation tools has grown as well, resulting in 137

simulation programming languages being created by 1981 [32]. Today there are many different tools available

for simulating a broad spectrum of physical systems [33]. For this research, COMSOL Multiphysics®, a

commercially available simulation environment, is used for the simulations.

2.2.2 Hardware-in-the-loop

Another step closer to digital twins was the application of simulations outside of an isolated digital environ-

ment, hardware-in-the-loop. This method enables system designers to test their control algorithms on the

hardware that will be used. The controller under test communicates with a simulated version of the system

that will be controlled [34]. The interaction between the hardware and the simulation acts in a similar

fashion to a digital twin’s connections to the real world. However instead of using the virtual representation

to generate information for the betterment of the corresponding physical entity, the hardware-in-the-loop’s

simulation merely provides a simulated response to the controller’s output. While this may seem similar

to a digital twin, it is important to note that the simulation does not represent the hardware being tested.

Additionally, the hardware-in-the-loop is used solely during the development stages of a controller and digital

twins are intended to exist throughout a system’s lifespan. However, hardware-in-the-loop testing can be

improved through the usage of digital twins. In this use case the simulated system that interacts with the

controller under test is a digital twin of the system [35]. The digital twin used in this paradigm could be

either the “pre-digital twin” that Makarov et al. define as the virtual prototype during product development
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[36] or a digital twin of a system already in operation when evaluating new components.

2.3 Features of a digital Twin

As explained above, there are a number of elements required for a digital twin. Most important is the linkage

between the virtual representation and the physical entity.

2.3.1 Physical Entity

The available literature does not place any bounds on what a digital twin can be created for. However

the examples seen in literature tend to focus on manufacturing, aerospace, and medical applications [10].

These industries are interested in the development of digital twin technology due to both the improvements

to human safety and the reduction in monetary cost that predicting, detecting, and diagnosing problems

provides.

2.3.2 Virtual Representation

The virtual representation can be any digital expression of the system that is able to create an accurate

depiction of the state of the system. The form of the virtual representation is heavily dependent on the

physical entity and the purpose behind creating a digital twin. Some examples from literature include using

a geometric description for a machined part [37], a state space model for a solar farm [17], and a machine

learning model for petrochemical production control [38]. Regardless of how the virtual presentation captures

the physical entity, a clear consensus is formed in literature that the virtual representation must be of high

fidelity [11, 21, 39]. This requirement is derived from the fact that digital twins are not designed to be

a model of an object’s specifications, but the virtual representation of a singular instance of the object.

As such, the virtual representation must capture the individual features of its physical entity. To properly

describe the physical entity, the virtual representation must be able to change according to changes in the

physical entity over its lifespan.

2.3.3 Physical to Virtual Connection

In order for the virtual representation to satisfy the high fidelity requirement the state of the physical entity

must be communicated to the virtual representation [40]. This information can be gathered in a variety

of different ways, but a common approach is using sensors on or in the physical entity [16]. The ability to

incorporate sensors into the physical entity has become easier thanks to the development of micro-electro-
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mechanical systems (MEMS) sensors [41]. While MEMS sensors are currently not used in machine tools,

they can be utilized in products to acquire data for the product’s digital twin. The small form factor of

MEMS sensors makes them easy to fit into a system, and their low power usage means that it is possible for

them to operate on battery power alone for the duration of the system’s working life [26] depending on its

lifespan. MEMS sensors have already been demonstrated for usage in digital twin applications [42].

In the event that the virtual representation is not stored locally, the sensor data will need to be com-

municated to the remote server that houses the virtual representation. Fortunately the deployment of 5G

networks has enabled high speed, low latency wireless data transmissions [43].

2.3.4 Virtual to Physical Connection

The focus of the communication from the virtual representation to the physical entity usually is to provide

some information that can be acted upon to enhance the operations of the physical entity. As with the other

components of a digital twin, it can take many forms and is typically determined based on what best suits

the application. In the solar farm example mentioned earlier, the optimized power factor set points were

communicated to the system to maximize output while staying within safety margins [17]. Another common

form of insight is fault prediction, detection, and diagnosis information [24]. This use case is of particular

interest to the aerospace industry. Increased forecasting of failures would allow aircraft operators to schedule

maintenance more effectively and reduce downtime of their aircraft [16].

2.3.5 Fault Detection

There are many methods of fault detection developed for different applications today [44]. These methods

range in both the amount of expert knowledge required to identify faults and the complexity of the mathe-

matics used in the fault detection algorithms. The continuous collection of sensor data from a digital twin’s

physical entity provides a natural opportunity to incorporate fault detection into many digital twin systems.

One such example utilized key performance indicators (KPIs) from the aggregation of sensor data to

monitor the health of a system [45]. A linear regression of the KPIs would reveal trends in the performance

data without the need for training models or expert knowledge. Thresholds could then be set to alarm the

human operators when a fault would occur.

More complicated approaches to fault detection have also been presented in literature. Neural networks

have been developed for usage in proposed digital twins [46, 47]. Darvishi, Eivind, and Rossi proposed a

machine learning architecture to detect and isolate faults in the Internet of Things (IoT) sensors on board a

digital twin’s physical entity. Their methodology entailed creating a machine learning model which produced
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virtual sensor readings that could be compared to the real sensor output. The residual of real and virtual

readings were then used as inputs to a neural network classifier to isolate the sensor in which the fault

occurred. With the faulty sensors identified, the virtual sensor readings could be used in place of the failed

real sensors. Similarly, Wang et al. [46] put forward a digital twin that utilized XGBoost to create a fault

classifier. After training the model on existing optical communications data, the model was able to detect

faults in the network one day prior to failure occurring.

2.3.6 Twinning Rate

The synchronization between physical entity and virtual representation is referred to as twinning. The rate

at which this synchronization takes place is described in literature as a process happening constantly in real

time [11]. Under this paradigm, the onboard sensors in the physical entity would be continuously collecting

and transmitting data to the virtual representation with any adjustment made in the virtual representation

realized instantly in the physical entity. This would ensure the high fidelity requirement of keeping the virtual

representation as an up-to-date description of the physical entity. However certain information cannot be

communicated in real time, as Detzner and Eigner [27] illustrate with their example discussing vehicle

maintenance data. The repair and replacement of components within a vehicle would not be detected by

the vehicle’s sensors, thus requiring manual entry of the operations performed. The synchronization of the

physical entity and virtual representation would take place after the maintenance was completed, not in real

time.

2.4 Enabling Technology

At the time of digital twin’s initial inception the technology required to gather, communicate, and utilize the

information needed was not available. A digital twin created at that time would have limited functionality.

Over the past twenty years there have been large advancements in the technological capabilities of sensors

and digital communications [21], which now make achieving digital twin’s technological requirements feasible.

2.4.1 Internet of Things

The operation of many digital twins will require that the physical entity’s onboard sensors and actuators be

able to communicate with other devices. The Internet of Things (IoT) provides the infrastructure for device

to device communication via the internet [48]. This connectivity enables devices to work together remotely

to accomplish a shared task [49]. When applied to digital twins, the virtual representation can receive data

and provide feedback to the physical entity regardless of the physical location of either component.
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2.4.2 Cloud Computing

Without the need to store the virtual representation locally, it could be kept in a cloud based environment.

For digital twin applications that are highly mobile, such as vehicles, or those that cannot house the com-

putation equipment to store and run the virtual representation, such as medical applications, cloud based

environments offer a location for the virtual representation to exist [50]. The remote nature of cloud systems

also adds the benefit of allowing access to the virtual representation for multiple users of the data. For

healthcare applications the remote access will be particularly important as it allows for healthcare providers

to access patient data for diagnosis and treatment planning [51].

2.5 Digital Twin Applications

As interest in digital twins has grown, the literature has focused on applications within a small number of

industries [10].

2.5.1 Automotive and Aerospace Industry

The recent increase in the availability and affordability of IoT sensors has enabled automotive and aircraft

manufacturers to use embedded sensors for monitoring a wide range of parameters. This provides the vehicles

with the operational conditions of its sub-systems. The main incentive for the adoption of digital twins within

the aerospace industry is the benefit of fault prediction [10] and degradation modeling [16]. Earlier warning

of faults allows aircraft operators to schedule the maintenance required for opportune times rather than

causing costly delays. While full scale digital twins of aircraft have not been developed yet, digital twins of

plane subsystems have been created [16].

The automotive industry is interested in utilizing digital twins for more than just preventive maintenance.

Since automobiles are used in a wide variety of environments the degradation of components cannot always

be predicted. The digital twins of automobiles can be used by engineers both during their operational life

and afterwards to evaluate the state of automobiles after being deployed in a variety of different environments

[27].

2.5.2 Medical Industry

The development of digital twins for medical applications could provide many advantages to patient care.

With medical devices becoming more sophisticated the amount of health data that can be collected about

an individual has increased. Through the usage of Wireless Body Area Networks (WBAN), sensor data from
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medical devices can be collected and sent through the internet [52]. This data along with data gathered by

a patient’s healthcare providers can be used to create a virtual representation of the patient.

As data is fed to the digital twin, mathematical models of the human body can be used to screen for

potential illnesses and create personalized models for treatment [53]. Already digital twins have been tested

for the treatment of type 1 diabetes [54]. Using blood glucose readings collected during an initial period

with a generic closed loop model, digital twins were created for each patient to model their blood glucose

levels.

As with much of today’s storage of patient healthcare information, healthcare digital twins will likely be

stored in a cloud environment. This will allow healthcare providers to access patient data more easily. Their

ease of access will be useful not only in the treatment of patients, but also in the allocation and planning of

healthcare resources (hospital beds, staffing, etc.) [51]. In addition to the potential benefits of using patient

data in cloud based digital twins, there is also the difficultly of implementing a system compliant with the

Health Insurance Portability and Accountability Act (HIPAA) and the added risk of potential data breaches

of private medical information.

2.5.3 Manufacturing

Digital twins have always been discussed as a product life-cycle management technology, however 43.3% of

the available literature as of 2020 is focused on just the manufacturing stage of products [55]. Given this,

it is unsurprising that manufacturing applications have the largest representation among the digital twins

proposed so far [10]. The scale of digital twins proposed in literature cover all aspects of production including

the production facility [56], the production equipment [57], and the products themselves [37].

The introduction of automated manufacturing equipment, such as CNC machines, has increased the

productivity of manufacturing industries [9]. Continuing this trend, there are efforts to leverage the wealth

of data that can be collected during factory operations to track, analyze, and optimize the performance of

facilities [56]. To do so, the data of products, employees, and equipment must be collected and processed.

Several strategies have already been proposed including ticket based tracking methods [58], and location

sensors to track both employee and product movements [59]. In Figure 2.2, a digital twin of factory equipment

for the purpose of fault detection is illustrated. Collected data is only part of the effort required in the

development of digital twins, a virtual representation must also be created to utilize the data. Fortunately

there are existing tools that can be used to create virtual representations of factories. Siemens Tecnomatix

plant simulator has been used in multiple digital twin demonstrations to create a virtual representation

[26, 59]. To complete the facility level digital twins, a virtual-to-physical connection is required. This
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virtual-to-physical connection often takes the form of an optimization of the production facility’s workflow

to improve efficiency or throughput [56]. Digital twins of the machine tools within factories are also a topic

of interest. As machine tools have become more sophisticated, they have become increasingly computerized.

The connectivity and data collection offered by modern machine tools make them ideal candidates for the

adoption of digital twins. There has already been effort put into the conceptualization of digital twins for

CNC machine tools [57]. In the ultra precision machining field, digital twins could be beneficial in both fault

detection and reducing processing time during the planing of part machining [8].

Beyond just the factories and the machines, the parts being produced are another possible application of

digital twins. As products are created, it has been suggested their digital twins should be produced along

side them [60]. Under this paradigm as parts are being manufactured, the operations would be performed in

both the physical world and the virtual environment. This process would allow for the deviations or defects

as a result of the manufacturing process to be detected. Additionally vendors could supply the digital twins

Figure 2.2: The system diagram of a proposed digital twin of instruments for the purpose of fault diagnosis
and prediction. Reprinted from Figure 1 of ”Intelligent instrument fault diagnosis and prediction system
based on digital twin technology” by Gao et al. [2], licensed under CC BY 3.0.
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of their products to customers to be used in larger digital twins [19].

The scale of digital twins proposed for manufacturing varies from whole factories down to individual

parts being produced. Adoption of these different levels of digital twins is not intended to be exclusive to

one another. On the contrary, it is suggested that to fully benefit from digitization, manufacturers should

seek to create a digital twin factory which houses the virtual representations of their equipment and of the

products progressing through their factory [26].

2.5.4 Facility Management

Interest in facility level digital twins is not limited to just production facilities. Xie et al. [61] demonstrated a

digital twin of the Institute for Manufacturing at the University of Cambridge. By using historical vibration

data from the building’s variable refrigerant flow cooling pumps, they were able to detect faults that would

adversely effect the systems regulating the building’s temperature.

There are also efforts to develop digital twins of buildings on smaller scales [62]. Lydon et al. used

simulations of the thermal properties of a concrete roof to determine placement of hydronic piping. Once

determined, a digital twin of the building was used to develop the control policy of the heating system.

2.6 Open Challenges

Digital twins have huge potential benefits to the operators and designers of systems, however there are still

many unaddressed issues surrounding the topic [10, 63].

2.6.1 Data Privacy and Security

As with any digital system, there is concern over the data collected by digital twins. Cybercrime is a large

problem in today’s connected world that is expected to continue growing [64]. The large volumes of data

that digital twins will collect combined with the likelihood of them being accessible through the internet

will make them an appealing target to criminals. Potential data breaches have already started to happen.

Siemens Metaverse, a platform for the creation of digital twins of factories and offices, was discovered in

March of 2023 to have leaked user credentials of another application owned by Siemens, ComfyApp [65].

2.6.2 Proprietary Applications

In order for a digital twin to communicate with other digital twins, its developers must create an interface

through which it can send and receive data. Since digital twins are still an emerging technology, there is
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currently no definition of how digital twins should communicate with one another. This could pose a large

risk to the ability to use digital twins from multiple vendors due to the difficulty of supporting multiple

standards. To alleviate this and enhance the potential benefit of digital twins, industry standards must be

created for how digital twins communicate with each other.

The usage of proprietary technologies could also increase the cost of using digital twins and limit access

to only applications with large budgets. That does not mean that it is impossible to create a digital twin

without using licensed proprietary tools. Karan et al. [66] proved this by making a digital twin using free

and open source tools.

2.6.3 Wealth Disparity

Digital twins will likely be costly due to the large amount of resources needed to develop and support them.

The economic burden will most likely exclude poorer individuals from the benefits of digital twins. This

impact will be felt more strongly in the healthcare industry, where economic inequality already effects the

quality of care received [10].

2.7 Laser Machining

Up to this point the background has covered digital twins. As discussed above, the application of a digital

twin heavily influences its design. For that reason it is important to also provide background on lasers

and laser ablation, which was used to machine the physical entities discussed in the later chapters and was

simulated in the digital twins created.

2.7.1 Solid-State Lasers

Laser is an acronym for Light Amplification by the Stimulated Emission of Radiation, which describes the

underlying physics of how they function. The basic operating principle of lasers is the creation of photons

as a result of electrons decaying from an excited state into a ground state [67]. This process can happen

spontaneously or as the result of a photon colliding with an electron in an excited state, this is called

stimulated emission. Lasers use three major components to exploit this phenomenon and produce a beam: a

gain medium, a source of energy, and an optical resonator [68]. The gain medium provides the amplification

of the light needed to produce a laser beam [69]. Solid-state lasers are built using a solid material for the

gain medium [70], as opposed to gas or liquid [68]. Yttrium aluminum garnet (YAG) is a crystal commonly

used in gain mediums [71] due to its high optical transparency [72], low internal stress, high hardness, and
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high thermal and chemical resistance [73, 74]. By themselves YAG crystals do not provide any amplification,

however when they are doped with rare-earth ions they become active mediums [72].

2.7.2 Flashlamps

To move electrons from the ground state to the exited state, frequently referred to as ‘pumping’ [67], a

source of energy is required. As the electrons in the gain medium absorb energy eventually the majority of

them will be in the excited state, this is called population inversion. This condition is necessary to produce

enough photons to form a beam. Flashlamps were used in the first functioning laser in 1960 as the energy

source [75]. They provide broad spectrum light of which only a small amount is absorbed by electrons in the

gain medium, making them largely inefficient [76]. However despite this they still provide enough energy to

cause population inversion and are used in many laser systems today. Other possible energy sources include

electric currents or discharge, chemical reactions, and light produced by other lasers [68].

2.7.3 Q-switching

As the photons are produced from spontaneous emission, it is necessary to confine those traveling along the

axis of the gain medium to produce a beam. This is done using an optical resonator that will trap photons

in an optical cavity. A simple example of this is two parallel mirrors, with one reflecting all light and the

other being partially reflective to allow some the photons to escape and form the laser beam [70]. As the

photons travel back and forth in the medium they will collide with excited electrons to produce more photons

traveling in the same direction. This grows until enough photons are present that the amount escaping the

cavity will produce a beam.

To increase the number of photons in a laser pulse, the loss of the resonator can be manipulated with

a technique called Q-switching. This is done by adjusting the ratio of energy kept in the resonator to the

energy loss per cycle, called the quality factor or Q [77]. By keeping cavity Q low, the formation of a beam

will be prevented by the high losses in the gain medium. As the flashlamp pumps the electrons in the gain

medium a higher level of population inversion will be reached. The Q is then raised to prevent loss in the

gain medium, which prevents photons from leaving the medium. Finally the energy stored in the medium is

converted into photons using stimulated emission and a high energy laser pulse is generated.

2.7.4 Laser Ablation

Laser ablation is the process of removing material from a surface by depositing energy from a pulsed or

continuous laser source. The time span of the pulses range between the femtoseconds and nanoseconds range
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typically. The primary cause of the material removal is determined by the time span and the irradiance of the

laser pulse [78]. For pulses in the femtoseconds range with an irradiance between 1012 and 1017 W/cm2 most

of the material removal is caused by Coulomb explosion, which is the phenomenon caused by the electrons

absorbing energy and being ejected [79]. This creates a strong electric field in the material that repels the

ions with a greater force than the binding energy of the lattice. Longer pulses in the nanosecond range with

an irradiance ranging from 107 and 1011 W/cm2, instead drive the removal of material through thermal

vaporization.

2.7.5 Plasma formation

Once the pulse has deposited its energy on the surface, a plasma plume is formed from the ejected material.

The expansion of this plume is influenced by the environment in which the laser ablation is occurring. In

a vacuum the expansion can be modeled using hydrodynamic equations [78] or Monte Carlo simulations

[80]. When the plume is in a gas at ambient pressure the expansion of the plume and its interaction with

the surrounding media can be modeled with one of several models [81, 82, 83], which define an expanding

spherical shell.

The light produced by the plasma plume can be used in laser induced breakdown spectroscopy (LIBS)

to determine the atomic composition of the material.

2.7.6 Modeling of Laser Ablation

Due to differences in the prevailing phenomena as a result of time span and irradiance of the laser pulse,

the methods employed in modeling the process depends on the timescale of the laser pulse. A common

modeling approach used for the simulation of femtosecond and picosecond pulses is the two temperature

model [84, 85, 86, 87], which considers the temperature of the lattice and of the electrons. For longer

nanosecond pulse laser ablation, where the physics revolves more around the heating and vaporization of

material, multiphysics simulations packages have been used to simulate the process of laser ablation with

many leveraging modules that compute the thermodynamics, fluid flow, and change in geometry [88, 89, 90].

First principles models have also been used for both femtosecond and nanosecond pulses [91, 92, 93].

In addition to modeling the physics, machine learning models have been developed and trained to infer

the surface of a material after laser ablation [94, 95]. A trained model can provide a prediction that closely

matches the actual surface, however they must be trained for each material used [94].
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Chapter 3

Methodology

The existing research on digital twins for usage in the manufacturing industry currently has an insufficient

number of examples of digital twins being created and used during manufacturing. The majority of the

work for manufacturing applications focuses on digital twins of the production facilities or equipment. While

examples of digital twins of items being produced do exist [26], more research is needed into this application

of digital twins; and this research endeavors to add a new use case to the body of research. Given the wide

variety of machining techniques in use in industry today, it is necessary to create a large body of frameworks

that those in industry can utilize in their own digital twin designs. The methodology presented below will

serve as an example for how digital twins can be implemented in laser machining facilities for laser drilled

components. It will ultimately contribute to the larger body of work required to make digital twins feasible

for industrial usage.

For this project the digital twin concept was applied to a part being machined through laser drilling.

A laser ablation system was used to remove material from the target by heating the surface up to the

temperature at which the material boils and is ejected as a plasma plume. The virtual representation of

the machined part is a geometric description defined in the mesh format used by COMSOL Multiphysics®.

To update the virtual representation the plume that forms during laser ablation is imaged and analyzed to

determine the input energy. That energy value is used in the ablation simulation, which keeps the digital

twin in sync with its physical entity. The crater depth is determined from the shape of the crater formed in

the virtual representation and used to evaluate the amount of energy to be used in the next laser pulse. The

process continues in loop, as displayed in Figure 3.1, until the desired depth is reached. This method allows

for the ablated depth to be estimated without the usage of other measurement techniques, which might

require movement of the part [96]. Fault detection is performed using the plume images to determine if the
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energy deviates from the expected value and alert the operator if the geometry might not be as expected.

Figure 3.1: An overview of how the digital twin operates. The physical entity is a 6061 aluminum alloy
disk, which will be ablated. During the ablation, an image of the plasma plume that forms is captured and
used to extract the amount of energy deposited on the surface as part of the physical-to-virtual connection.
The virtual representation of that 6061 aluminum alloy disk is updated using a COMSOL Multiphysics®

simulation of the ablation process. Finally the virtual-to-physical connection provides fault detection of the
ablation process and control over the transmission percentage of the laser.

3.1 Physical Entity

The physical entities, which the digital twins mirror, are disks of 6061 aluminum alloy, seen in Figure 3.2.

The disks had a radius of 2 cm and thickness of 3mm. The surface of the disks had a polished finish to

create a smooth surface. This material was selected because of the usage of aluminum and its alloys in high

precision aircraft components [97], which can require laser drilling to produce [98].

Figure 3.2: A 6061 aluminum alloy disk prior to being used as the physical entity in a laser ablation
experiment.
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Figure 3.3: A diagram of the laser ablation system used to create the craters on the surfaces of the physical
entities.

To perform the material removal a laser ablation system, pictured in 3.4, was used to deposit energy to

the surface of the physical entity. The laser ablation system used a laser, a delay generator, and various

optics to direct the light and focus it onto the surface of the physical entity, as depicted in Figure 3.3.

3.1.1 Laser

A Quantel Ultra 100, Q-Switched Nd:YAG laser that produced 1064 nm wavelength light was used. The laser

was used in a single shot configuration to allow for the digital twin to perform the simulations between pulses.

In order to control the amount of energy being deposited on the surface, a motorized variable attenuator

(MVAT) was mounted on the output of the Quantel Ultra 100.

3.1.2 Delay Generator

A delay generator was used to control the timing of the laser and plume imaging camera to reduce the jitter

in the system timing. The particular delay generator was a Stanford Research Systems DG645. Two of the

DG645’s outputs were used to trigger the flashlamp, the Q-switch, and the camera. The flashlamp and the

camera were triggered by the first output and the Q-switch was triggered by the second. The camera used

its own internal delay as well to make adjusting the shutter timing easier.
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Figure 3.4: The laser ablation system used to ablate the physical entity. The Laser beam originates from
the laser head in the center of the image. The beam then travels through two reflecting optics to reach the
focusing optic and hits the surface which is mounted on the stage in the lower left corner of the image. To
the right of the stage is a magnification lens and a band-pass filter which light generated by the plasma
plume travels through before being imaged by the iCCD camera in the right of the image.

3.2 Virtual Representation

The virtual representation of the physical entity was created using COMSOL Desktop®, shown in Figure

3.5.

3.2.1 3D Modeling

The initial model of the physical entity was a 3 dimensional model defined in the COMSOL Multiphysics®

user interface. The model combined three different multiphysics aspects: ray tracing of the laser light, the

thermal change in the material due to the laser light, and the change in the surface geometry.

The model, which can be seen in Figure 3.6, contained an cylindrical piece of aluminum 6061 to represent

the physical entity that would be ablated. This part was positioned with the center of the ablation region at

the center of the disk. A beam splitter cube was added in front of the aluminum disk to reflect the simulated

light rays to the disk and allow some of the light to travel to a simulated sensor.

The laser light in the simulation was defined using the ray tracing module in COMSOL Multiphysics®.

The light originated from a point source at the coordinate system’s origin. It then propagated forwards in
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Figure 3.5: The COMSOL Multiphysics® user interface, also referred to as COMSOL Desktop®, which was
used to create the virtual representation. The elements of the model are displayed in the left hand section.
Parameter values of the model elements can viewed and edited in the center column and model elements can
be viewed graphical in the right most section.

the x direction towards the beam splitter cube. When the light reached the cube, the beam split with 99

percent of the light reflected towards the target and the remaining one percent of the light passing straight

through the cube to be collected on a simulated beam profile sensor. The output of the simulated sensor

could be compared to the measured beam profile to confirm that the simulated beam matched the real beam.

The light that traveled towards the target was absorbed by the surface upon impact. As the light hit the

surface it was converted into thermal energy on the surface of the physical entity. This energy heated the

material to high enough temperatures that the material was ejected into the surrounding air from the surface

by evaporation. The resulting change to the surface in the three dimensional simulation is shown in Figure

3.7.

While this model provided a higher fidelity simulation of the ablation, it proved to be too computationally

intense to be operated in real time. Initial simulations took upwards of 10 hours to complete half of the

simulation when being performed on a Dell Latitude 7400 with an Intel Core i7-8665U processor. Reducing

the mesh points in the aluminum disk did not alleviate the problem, due to the simulations failing to converge

with a sparse mesh.
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Figure 3.6: The three dimensional model displaying the heating of the aluminum target from the ray power
being deposited on the surface. The beam begins at the bottom center of the image and travels to the right
(along the positive x axis) towards the beam splitter cube, which is represented by the outline a cube. One
percent of the light continues traveling to the right and is captured by the beam profile sensor, represented
by a small disk. The remaining 99 percent of the light is reflected to travel upwards and to the left (along
the y axis). The rays are focused by the lens, shown as an outline of a disk, onto the surface of the virtual
representation of the aluminum alloy disk. The colorbar indicates the temperature scale of the target in
degrees kelvin

Figure 3.7: The indentation created in the surface’s mesh using the moving mesh module, viewed in the
COMSOL Multiphysics® user interface. The color represents different temperatures of the material, with
lighter colors indicating higher temperatures caused by heating from the laser beam.
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3.2.2 2D Axi-Symmetric Modeling

Since the main objective of this project was to demonstrate the methodology of how a digital twin of a

machined part can be created for use in industry, it was decided that creating a system that can function

in a real-time capacity was more important than achieving a higher fidelity virtual representation. The

computation effort of the simulation was reduced by changing the dimensionality from three dimensions to

a two dimensional axi-symmetric simulation. Since the pulse was focused down to a spot only 0.3mm in

diameter, deviations in the beam’s shape are combined together to create a smaller beam that is symmetrical

about the central axis. Using this approximation the computational difficulty could be greatly reduced. The

two dimensional model only required 2 to 10 minutes to complete the simulation using the same computer

mentioned earlier, based on the amount of laser power used. With the transition to an axi-symmetric model,

the ray tracing, beam splitter cube, and beam profiler sensor were removed, as they would not make physical

sense in the new model. The energy from the laser pulse was then simulated using the Deposited Beam

Power boundary condition in the Thermal Transfer in Solids module of COMSOL Multiphysics®. With

the reduced time required for simulation the virtual representation could be used in real time between laser

pulses during the laser drilling process.

(a) The full view of the virtual representation (b) A close up view of the ablated region of the virtual
representation

Figure 3.8: Views of the virtual representation in a 2D Axi-Symmetric model. The view is of the two
dimensional description rotated about the central axis to express it in 3D dimensions. The colorbar on the
right side of both images is the temperature in degrees kelvin

3.2.2.1 Mesh Properties

The quality of the simulation is dependent on the quality of the mesh used in the model. However as

the number of mesh points increased, so did the computational effort required and the time needed per

simulation. Due to the simulation’s 2D nature, the mesh was generated as a set of triangular points in

which each triangle is referred to as an element. To maintain a reasonable quality to the model and not

waste computational effort on unneeded aspects of the model the mesh was designed with two different
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Maximum Element Size Simulated Ablation Depth Simulation Time
10 µm 0.0608 µm 256 s
7.5 µm 0.1971 µm 212 s
5 µm 0.2947 µm 171 s
2.5 µm 0.3417 µm 208 s
1 µm 0.3668 µm 528 s

0.75 µm 0.3638 µm 1067 s
0.5 µm 0.3675 µm 2029 s
0.25 µm 0.3692 µm 4360 s
0.1 µm 0.3734 µm 20 725 s

Table 3.1: The reported ablation depth on the central axis and simulation time for an input energy of
15mJ with varying maximum elements sizes for the mesh in the ablated region. The data was collected by
performing the simulation with each of the maximum mesh element sizes listed and measuring the change
in the mesh’s height along the central axis.

(a) The mesh points used in the laser ablation model. (b) A zoomed in view of the mesh in region that is
deformed by the laser ablation.

Figure 3.9: The mesh elements of the virtual representation are much smaller at the top of the disk close
to the central axis. The elements are much larger as they move away from the point of impact of the laser,
since the laser heating will only affect the small area at the top of the disk near the central axis.

specifications on the size of the triangle elements, as seen in Figure 3.9a. In the region closest to the central

axis on the top surface, where the laser light impacts the surface and ablation is expected, the maximum

element size of the mesh was 1 µm. The relationship between the maximum element size, the simulation

results, and the simulation time was explored in a mesh independence study, the results of which are in Table

3.1. 1µm was selected as the maximum element size because for values less than that, the results changed

by up to 1.8% only and the time required for the simulation increased dramatically. For areas outside of the

ablation region, the mesh was generated from the predefined normal spacing which had a maximum element

size of 3.35mm and a minimum element size of 15µm. The combination of the specifications created a mesh

with a much denser set of elements on the top of the disk near the central axis. The mesh rapidly expands

in the regions that do not require higher resolution, as shown in Figure 3.9b.
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3.2.2.2 Thermal Transfer in solids

The input laser energy and thermal aspects of the simulation were handled by the Thermal Transfer in Solids

module. Boundary conditions were used to instruct the simulation how to handle the interaction between

the material, the laser pulse, and the environment.

Deposited Beam Power

To introduce the energy from the laser pulse into the simulation, the Deposited Beam Power boundary

condition was used to provide the input thermal energy to the top surface of the material, as seen in

Equation 3.1.

Pdeposited(t, T ) = α(T ) ∗ Plaser(t) ∗ rect(t) [W] (3.1)

α is the absorption coefficient which is a function of temperature, T , Plaser(t) is the power of the laser at

time t, and rect(t) is a simple rectangular function to ensure that the laser power deposited on the surface

is zero outside of times when the laser pulse is impacting the surface. The absorption coefficient was added

to the deposited energy to factor in the portion of the energy reflected back into the environment and that

the reflection is temperature dependent [99]. The relationship between temperature and the absorption

coefficient for an ideal 6061 Aluminum Alloy is presented in Equation 3.2 and Equation 3.3, which was

derived by Gao et al. [99].

α(t) = 0.365
√
ρ(T )− 0.0667ρ(T ) + 0.003 (ρ(T ))

3
2 (3.2)

ρ(T ) =
ρ20(1 + γT )

λ
(3.3)

ρ20 is the resistivity of the material at 20◦C and γ is the temperature coefficient of resistivity. The power

of the laser, Equation 3.4, is modeled as a Gaussian function with the center placed at t = 15 ns and a full

width at half maximum equal to 9 ns.

Plaser(t, Emeasured) =
Emeasured

3.8219 · 10−9 ·
√
2π

e−
1
2 (

t−15e−9
3.8219e−09 )

2

[W] (3.4)

The rectangular function in Equation 3.1 is also centered at t = 15 ns with a width of 22 ns for the non-zero

region of the function. A transition zone of 0.1 ns on each side of the rectangle was added to make the
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function continuous, which is seen Equation 3.5.

rect(t) =



0, t ≤ 3.95 ns

t · 1010 − 39.5, 95 ns < t < 4.05 ns

1, 4.05 ns ≤ t ≤ 21.95 ns

t · −1010 + 220.5, 21.95 ns < t < 22.05 ns

0, t ≥ 22.05 ns

(3.5)

Ablative Heat Flux

As the material was being removed through evaporation, the thermal energy required for that transition

from liquid to gas was removed from the material. This loss of energy, shown in Equation 3.6, was modeled

as convective heat flux at the boundary of the material using Newton’s law of cooling, with the temperature

of the environment replaced with the boiling point of the material.

qa = ha(T − Tv)
[
Wm−2

]
(3.6)

Tv is the boiling point of the aluminum alloy. ha is the convection coefficient defined in Equation 3.7, which

is zero for values of T less than zero and an arbitrary large slope for values greater than zero [100]. This

causes the thermal energy to be removed quickly as the material is ablated.

ha(T ) =


0, T < 0

T · 109, T ≥ 0

[
Wm−2 K−1

]
(3.7)

In addition to the ablative heat flux, there is also heat loss due to black body radiation. The resulting heat

flux is modeled with the Stefan-Boltzmann law, displayed in Equation 3.8.

qr = ϵσsb(T
4 − T 4

ext)
[
Wm−2

]
(3.8)

Other Boundary Conditions

The heat added by the Deposited Beam Power boundary condition dissipates within micrometers of the

heated surface [101], resulting in the outer and lower edges being sufficiently far from the heated region that

they were unaffected by the absorption of laser energy. Since these edges have no thermal flux they were
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given the boundary condition of thermal insulation [102] that is seen in Equation 3.9.

−n⃗ · q⃗ = 0 (3.9)

The axi-symmetric nature of the model requires that the edge of the model on the central axis have a

boundary condition of axial symmetry.

3.2.2.3 Deformed Geometry

To simulate the removal of material as it was ejected from the surface, the Deformed Geometry module in

COMSOL Multiphysics® was used. This module allowed the simulation to change the shape of mesh, thus

making it possible to simulate the crater formation. The edge being deformed by the ablation was given the

Prescribed Normal Mesh Velocity boundary condition. Only motion normal to the surface was considered,

reducing both the computation effort required and the complexity of the modeling equations. This approach

has minimal impacts to the accuracy of the simulation and is used in many nanosecond laser ablation models

[103, 104, 88]. Additionally, any deformation as a result of the residual stresses from the thermal expansion

and contraction was ignored. The velocity of the normal motion, presented in Equation 3.10, was derived

from the heat flux due to the vaporization of the material [105].

va =
qa
ρHv

[
ms−1

]
(3.10)

Where ρ is the density of the material and Hv is the heat of vaporization. The remaining edges of the disk

did not have any motion due to the laser energy only heating the area of the impact. This was indicated

to the model using another boundary condition within the Deformed Geometry module. The Prescribed

Normal Mesh Displacement boundary condition was used with a fixed displacement of zero to forbid any

motion of the outer edges.

3.3 Physical-to-Virtual Connection

To provide data to the virtual representation of the ablated part, an image of the plume generated during

the laser ablation was captured. This image was collected using an iCCD camera with a shutter time in the

nanoseconds range. The particular camera used was an Andor iStar DH334T-18U-73. The camera’s shutter

was opened 641.14 µs after the laser energy was deposited on the surface of the material. This delay allowed

the plume to expand and be recorded when it was at its largest.
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(a) An image of he plume forming on the surface of the
disk. The disk is not visible in the original image, so
a semi-transparent layer has been to added to illustrate
the location of the disk.

(b) A diagram of the plumes are imaged. The system is
viewed from above in the diagram.

Figure 3.10: The plume of evaporated material formed during the laser ablation of an aluminum target with
the bounds of the plume in red. The vertical line protruding out of the top and bottom of the plume is the
surface that is being ablated. The light to right of the vertical line formed by the protrusions is the plasma
plume, while the light to left of the vertical line is the plume’s reflection off of the disk’s surface. The image
is taken using the optics and camera seen in Figure 3.4.

The image of the plume was analyzed to determine the length between the left and right edges of the

plume. In Figure 3.10, the plume can be seen rising off the surface of the disk. The disk is not visible due to

the camera being configured to captured the high intensity of the light without over saturating. The vertical

line that extends out of the top and bottom of the plume is the surface of the disk. The light to the right

of this vertical line is the plume and the light to left of the line is the plume’s reflection off of the physical

entity’s surface. To determine the width of the plume the image was first compressed into a one dimensional

array composed of the maximum value in each column. The edges of the plume were then found by scanning

through the array starting at both ends of the array and moving inwards. The process first identified the

start of data by locating the first pixel on each side above the noise threshold. The edge was then selected by

taking the innermost index of the longest continuous set of points with a positive derivative. The background

values were reliably between 500 and 650, so a pixel value of 800 was chosen as the threshold for selecting

data from the background. Once the left and right edges were found from the array of maximum column

values, the index of the left edge was subtracted from the index of the right edge to get the width of the

plume.

The width of the plume could then be used to determine the amount of energy deposited onto the surface

of the material. The relationship between the plume width and energy deposited was not initially known,

so empirical data was needed. To measure the energy contained in a single laser pulse, an energy meter was
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Figure 3.11: The averaged plume widths and energy readings at each different laser transmission level. A fit
to the data is given in Equation 3.11.

used. The energy meter was mounted in the beampath of the laser, but further back than the stand that

the ablated parts were set on during normal operations to avoid damaging the sensor. In this configuration

either the plume or the energy could be recorded depending on if the target was present or not. To collect

the energy measurements, the laser was fired with the transmission percentages set to integer values between

1% and 25%. The laser was fired ten times at the energy meter at each transmission value before progressing

to the next transmission percentage. The full set of energy reading are listed in Table A.2 in the Appendix.

To get a set of plume images to compare the energy readings to, the laser was fired another ten times while

using the same transmission percentage values and the resulting plumes were recorded, seen in Table A.1 in

the Appendix. The disk was not changed between the laser pulses since the previous ablations of the surface

did not impact the size of the plume observed. The energy readings and plume widths for each transmission

percentage value were averaged together to create a set of values that could be used to fit a curve to the

data. Multiple curve fits were performed and the second degree polynomial seen in Equation 3.11 was found

to best represent the data. The data used for fitting the curve can be found in the Appendix.

Energy = 2.60 · 10−7 ·Width2 + 3.98 · 10−7 ·Width + 1.02 · 10−3 [J] (3.11)

3.4 Virtual-to-Physical Connection

The virtual-to-physical connection provided two aspects to the digital twin: fault detection and determination

of the energy still required to achieve the desired crater depth.
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Figure 3.12: The relationship between the depth of the crater formed in simulation for a given energy value.
The expression of the trend line is seen in Equation (3.12).

3.4.1 Process Control

The only means of controlling the amount of energy in each laser pulse was to adjust the amount of light

passing through the attenuator mounted onto the front of the laser head. The transmission percentage

necessary was determined though first calculating the remaining depth that needed to be ablated to achieve

the desired depth. Next the required energy was found using the linear fit of the simulation data of the

predicted ablation depth, Equation 3.12, for different energy levels, seen in Figure 3.12.

Energy =
Desired Depth + 2.04 · 10−7

3.80 · 10−5
, for Desired Depth > 0m [J] (3.12)

Finally the transmission percentage needed was determined by using the linear relationship between the

transmission percentage and the energy contained in the pulse, shown in Equation 3.13 and plotted in Figure

3.13.

Transmission Percentage = Energy · 1314.34 + 0.17 [%] (3.13)

That value would then be communicated to the attenuator before initiating another laser pulse. Due to

the chaotic phenomenon that can happen in laser ablation, the transmission percentage had to be limited to

15 percent. Inspection of craters formed from laser pulses with higher transmission percentages above this

threshold showed jagged raised sections in the ablation crater.

30



Figure 3.13: The relationship between the transmission percentage of the attenuator mounted on the laser
and the energy with a pulse. The expression of the trend line is seen in Equation (3.13).

3.4.2 Fault Detection

To enhance the operation of the laser ablation system and alert operators when the ablated surface would

not match the expected profile, a simple fault detection method was developed. The most observable feature

of the laser ablation system was the plasma plume created by the ejection of material on the surface of the

part. Using the images collected during ablation, deviations from the expected plume size can be observed

and used as a basis for identifying fault conditions. Four different fault conditions were identified using the

plume images and are discussed below.

3.4.2.1 No pulse detected

In the event of insufficient energy to form a plasma plume, the image captured by the Andor iStar will

consist of just background noise. This could be caused by a number of conditions, such as an obstruction in

the beam path, the trigger signal not reaching the laser, or the Q-switch and flashlamp being in the wrong

state. The lack of plume indicates that an insufficient amount of energy to cause ablation was deposited on

the surface and that the material did not change. This fault condition would be detected by the maximum

brightness value of all the pixels in the image being less than 700.

It is also possible that an issue with the timing of the camera could result in an image without a plume,

despite the material being ablated. In this situation the fault detection routine would still alert the operator

that no pulse had been detected. However, a characteristic pop as a result of the laser ablation would

provide the system operator with evidence that the laser energy did reach the surface of the material.

This combination of the audible sound of the ablation and the no pulse detected alert would indicate to the

operator that the machining process should be stopped and the camera’s timing be adjusted before restarting
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the process. This condition is not expected after initial setup due to the time of the plume formation not

changing.

3.4.2.2 Pulse Energy lower than expected

If a plume appeared smaller than expected that would indicate that the energy deposited on the surface was

less than what was intended. This would still result in ablation as seen from the existence of a plume, but

the amount of material removed would be lessened. An alert was designed to be triggered when the width of

the plume is less than eighty percent of the expected value. This fault could be a result of a communication

fault with the attenuator, dirty or damaged optics, or a fault in the flashlamp reducing the laser’s output.

3.4.2.3 Pulse Energy greater than expected

On the other hand, if the plume is larger than expected that would indicate that the amount of energy

deposited on the surface was larger than expected as well. This fault alert would be triggered by the width

of the plume being greater than the expected value by five percent. The threshold for a larger than expected

plume is only a difference of five percent, as opposed to the twenty percent for the other size threshold. This

is a result of the change in plume size decreasing as the energy increased, which can be seen back in Figure

3.11. The larger energy delivered to the surface resulted in the profile of the ablation crater having jagged

points rising out of the crater instead of the approximately flat surface predicted in simulations. There are

two possible issues that could cause the energy to be greater than expected: a fault in the communication

to the attenuation or a change in optics that reduced the losses in the beam path.

3.4.2.4 Desired depth exceeded

In addition to the possibly of jagged points in the ablation crater, pulses containing too much energy could

cause an overshoot in the ablated depth. The fault detection routine would identify this by the measured

depth of the virtual representation’s crater at the central axis exceeding the desired depth by 0.1 µm.

3.5 Digital Twin Application

During initial prototyping, all of the tasks required for the digital twins to function were performed by

hand. This included both controlling the equipment, which was done using their physical control panels,

and computer based tasks, such as performing computations and running the laser ablation simulation.

Several applications were used for the computer based tasks, which created a risk of transcription errors

when performed by a human. There is also the risk of tasks being performed out of the required sequence,
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Figure 3.14: The application used to control the equipment, collect the plume images, and run the COMSOL
Multiphysics® simulations. The graph in the left hand section of the interface displays the triangular
elements of the mesh and the window in the right hand section shows the image of the plume captured from
the most recent laser pulse.

which could have a dramatic impact on the synchronization between the physical entity and the virtual

representation. For example, firing the laser twice instead of once or failing to change the transmission

percentage would create a discrepancy between the two. For this reason, an application was created to

handle the steps described previously in the methodology. The application was written in LabVIEWTM

due to it providing a simple way to create user interfaces and an existing familiarity with LabVIEWTM

programming. The user interface of the application created is shown in Figure 3.14. To perform the tasks

required to control the laser ablation system and run simulations, routines were developed to interface with

both the equipment used in the system and COMSOL Multiphysics®.

The LabVIEWTM code, seen in Figure 3.15, has three main parts to it: starting the COMSOLMultphysics®

server and setting up the virtual representation; performing the laser ablations and simulations; and exporting

the results and shutting down the COMSOL Multiphysics® server. The central part of the code, performing

the laser ablations and simulations, is run in a loop which continues to execute until the desired depth has

been met.

While COMSOL Multiphysics® does have an integrated development environment for creating models

and simulating the physics acting on them, it was not suitable for use in this case. It could not operate in an

autonomous fashion and would have introduced too many steps that would require data entry or initiation by

a human operator into the laser ablation process. Fortunately COMSOL Multiphysics® can be used without

the development environment by launching a server running COMSOL Multiphysics® and connecting to it.
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Figure 3.15: The block diagram of the LabVIEWTM code that controls the laser ablation system, extracts
the energy measurement, and interfaces with COMSOL Multiphysics® to update the virtual representation.

Since there is no interface for direct communication between LabVIEWTM and COMSOL Multiphysics®,

COMSOL’s LiveLinkTM for MATLAB® software was used to facilitate communication between the two

environments. A set of LabVIEWTM functions were created as wrappers containing the MATLAB® code

to perform the needed tasks to set up and use the COMSOL Multiphysics® model.
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Chapter 4

Results

4.1 Initial Attempts

Early attempts at creating digital twins of the ablated disks showed that the application for controlling the

laser ablation system and the COMSOL Multiphysics® model was able to successfully implement the control

logic. However, there was a large discrepancy between the virtual representations and physical entities. This

discrepancy was apparent in both the depth of the crater at the center and the shape of the crater. As can be

seen in Figure 4.1, at the center of the crater jagged points reach up out of the crater. These features could

be the result of multiple phenomena, such as explosive boiling or recoil pressure, that are too complex to be

modeled in this application. Craters with similar topography to the one in Figure 4.1 consistently formed

after being ablated with a laser pulse greater that 15mJ. Repeated pulses were deposited onto the same

Figure 4.1: Depth profile of an ablation crater with jagged features rising upwards out of the crater. The
colorbar in the lower left corner of the image indicates the depth, with positive values representing heights
above the over flat surface. Darker colors indicate deeper locations of the crater.
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location on the surface to test whether the raised portions of the crater could be ablated away to form a

smoother surface. This process only yielded partial success. The repeated laser pulse did remove the jagged

points making the center smoother, but a raised mound was still left in the center of the crater with the

outer ring continuing to get deeper, as evidenced in Figure 4.2.

(a) Depth after 5 laser pulses at 30% transmission (b) Depth after 10 laser pulses at 30% transmission

(c) Depth after 15 laser pulses at 30% transmission (d) Depth after 20 laser pulses at 30% transmission

Figure 4.2: The crater depth after multiple laser pulses have impacted the surface of the material with the
attenuator set to thirty percent transmission. This amount of energy created a jagged surface with points
reaching up out of the crater and would not match virtual representations. The jagged points were smoothed
out after repeated pulses, however a raised mound remained in the center of the crater, as seen in the lower
right image.

More accurate simulations of laser ablation exist [84] than the simple model developed in COMSOL

Multiphysics® for this application, however utilizing them would have increased the time required for each

simulation and would still not account for all of the physics occurring in reality in the way that a first

principles model could. In the initial attempts using a three dimensional model, which still did not account

for all of the physics involved, the simulations required over ten hours for a single pulse. Using this would have
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(a) Depth after 5 laser pulses at 10% transmission (b) Depth after 10 laser pulses at 10% transmission

(c) Depth after 15 laser pulses at 10% transmission (d) Depth after 20 laser pulses at 10% transmission

Figure 4.3: The crater depth after multiple laser pulses have impacted the surface of the material with the
attenuator set to ten percent transmission. With lower energy levels the craters where much smoother and
more closely resembled the craters formed on the virtual representations.

made the twinning rate untenable for real-time operation. For this reason a two dimensional axisymmetric

model was used and the laser energy was confined to a region where the simpler model is accurate enough for

this project. Fortunately when the laser energy is kept below 15mJ, the produced surface is much smoother

and more closely reflects the output of the simulations, shown in Figure 4.3.

4.2 Fault Detection

Monitoring the images of the plumes used to determine the amount of energy deposited on the surface of

the physical entity, allowed for the fault detection to be conducted. The fault detection methodology was

tested to ensure it was able to catch when a fault occurred.
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(a) The background light when no
plume observed.

(b) A small plume generated when
the laser energy is lower than ex-
pected.

(c) A large plume generated from
too much energy in the laser pulse.

Figure 4.4: Camera images displaying the three fault conditions that can be determined using the plume
imaging. The images display the side of the plume and the plume’s reflection in the surface of the disks.
They were captured at the same horizontal position as the plume, from the plume’s right side.

4.2.1 No Plume Detected

To confirm that the lack of a plume could be detected, the manual shutter on the laser was closed before

the laser fired. The fault was successfully detected by applying the threshold approach described in section

3.4.2. The fault occurring did not adversely affect the difference between the virtual representation and

the physical entity. Since no energy reached the surface, it was not ablated and the geometry was not the

changed. The lack of a plume in the image was also interpreted by the physical to virtual connection as

zero energy, which would result in zero change to the virtual representation during the simulation. The

application alerted the user to the fault and continued operating afterwards.

4.2.2 Low Energy

When the energy contained in a pulse went below the normal range of the variation, the image processing

routine in the physical to virtual connection was able to detect the deviation. This was tested by inserting a

routine into the LabVIEWTM application that lowered the transmission percentage after it was determined

for the next laser pulse. When tested, the low energy fault was successfully detected by the fault detection

routine. The low energy value was inputted into the simulation resulting in less change to the crater on

the virtual representation. Since the virtual representation provided an expected depth of the crater, the

fault was automatically mitigated by the routine in the virtual to physical connection that computes the

transmission percentage required.
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(a) The crater on the physical entity after receiving
a pulse with too much energy

(b) The virtual representation of the surface, which
is smooth unlike the physical entity.

Figure 4.5: Laser pulse with too much energy creates a vastly different and unpredictable surface that the
virtual representation can not match.

4.2.3 High Energy

The detection of a high energy fault was tested in the same fashion as the low energy fault, by adding a routine

to the LabVIEWTM application that increased the transmission percentage before being communicated to

the attenuator. The fault detection routine was successful in identifing this fault and alerting the user to its

occurrence, as displayed in Figure 4.6. The effect of the laser energy being greater than expected is more

likely to have an adverse effect on the difference between the physical entity and the virtual representation

than the other fault conditions. As already shown in Figure 4.1, a high energy pulse can cause the surface to

be extremely rough and create jagged points that rise up out of the crater. This deformation caused deviation

between the virtual representation and the physical entity that could not be corrected. This difference can

be seen in Figure 4.5. Once the fault had occurred the crater could be smoothed out to a certain degree,

similar to the change in the craters in Figure 4.2. However unless there was a large distance to the desired

depth, the repeated pulses needed would remove too much material from the physical entity and overshoot

the desired crater depth.

4.2.4 Depth Exceeded

The final fault condition was observed when the depth of the virtual representation’s crater was greater than

the desired depth. This was also tested by increasing the transmission percentage used to deliver a larger

pulse and ablate more material from the surface. Due to the virtual to physical connection monitoring the

depth and determining the transmission percentage of the laser light, this condition was only witnessed in
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Figure 4.6: The application dashboard alerting the user to the laser pulse containing more energy than
expected.

combination with the high energy fault. This fault condition was also successfully detected by the fault

detection routine.

4.3 Physical Entity to Virtual Representation

Once the control logic determining the transmission percentage in each pulse had been modified to use a

maximum of 15%, the shape of the craters formed on the virtual representations were more characteristic of

the craters on the physical entities. To compare the depth of the crater on the physical entity and the crater

on the virtual representations, digital twins were created with intended crater depths of 1 µm, 2 µm, and

3 µm. The measurement of the craters formed on the physical entity was performed using an optical profiler.

The particular optical profiler used was a Zygo ZeGageTM fitted with a 20x magnification objective. The

measurements taken with the Zygo ZeGageTM have a surface topography repeatability of ≤ 3.5 nm, which

can be used as estimate of the uncertainty of the measurement. Twelve different attempts at creating digital

twins were performed to fine tune the synchronized operation of the laser ablation system, the COMSOL

Multphysics® simulation, and the LabVIEWTM application. When the system began operating smoothly,

a new set of calibration data was collected, found in Tables A.1 and A.2 in the Appendix, and the three

digital twin test cases discussed below were created. The three test cases were created to test how much the

virtual representations deviated from the physical entities. Three different ablation depths were used to see

how varying the amount of material removed affected the deviation. The results of the three test cases are

in Table 4.1.

The crater formed in the 1µm ablation experiment, seen in Figure 4.7, has a rough surface that does not
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Intended Depth Depth of physical Crater Depth of Virtual Crater Difference Error
1 µm 1.012 µm 0.837 µm 0.175 µm 20.8%
2 µm 1.431 µm 2.001 µm 0.570 µm 28.5%
3 µm 2.012 µm 3.073 µm 1.061 µm 34.5%

Table 4.1: Comparison of the depths of the craters on the physical entities and the virtual representations.

match the smoothness of the surface in the virtual representation. The average depth of physical entity’s

crater was 1.012 µm over a circular profile at the center of the crater, shown in Figure 4.7c. The depth of

the crater formed in the virtual representation was 0.837 µm, representing a 20.8% difference.

(a) The crater in the center of the physical en-
tity.

(b) The digital twin’s surface after the simu-
lated ablation. The simulated crater depth is
0.837 µm.

(c) The depth profile over the circle in (a).

Figure 4.7: The virtual representation of the surface and the optical profiler measurements of the physical
surface for the 1 µm test case. The average depth over the circle in (a) was 1.012 µm.

When attempting to drill a 2 µm deep crater, the difference between the depths of the craters on the

physical entity and the virtual representation grew. The crater created on the physical entity had an average

depth of 1.431 µm over the circular profile displayed in Figure 4.8c. The virtual representation had a crater

depth of 2.001 µm. This created a difference of 28.5% between the two craters.

The results from the attempt to make a 3 µm deep crater show a physical entity with a smoother surface.

The smoother surface holds a closer resemblance to the smooth surface of the virtual representation than

the results from the 1µm and 2µm experiments. However the numerical difference in crater depth is larger

than in other the demonstrations. The physical entity had a crater with an average depth of 2.012 µm, while

the virtual representation’s crater was 3.073 µm deep. The difference between the two craters was 34.5%.
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(a) The crater in the center of the physical en-
tity.

(b) The digital twin’s surface after the simu-
lated ablation. The simulated crater depth is
2.001 µm.

(c) The depth profile over the circle in (a).

Figure 4.8: The virtual representation of the surface and the optical profiler measurements of the physical
surface for the 2 µm test case. The average depth over the circle in (a) was 1.431 µm.

(a) The crater in the center of the physical en-
tity.

(b) The digital twin’s surface after the simu-
lated ablation. The simulated crater depth is
3.073 µm.

(c) The depth profile over the circle in (a).

Figure 4.9: The virtual representation of the surface and the optical profiler measurements of the physical
surface for the 3 µm test case. The average depth over the circle in (a) was 2.012 µm.
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4.4 Discussion: Crater Depth Differences

The craters formed on the physical entity and the virtual representation, displayed earlier in the chapter,

have differences of up to 34.5% in their depths. The deviation between the physical and virtual craters is

primarily caused by the simulation only capturing a portion of the physics occurring during the process.

The deviations increased as the number of laser pulses used increased. As noted before, more aspects of

the physics could have been modeled, such as fluid flow or the thin layer of oxide on the material [88].

However, this would have increased the time required to compute the change to the virtual representation

further diminishing the ability for the system to operate in real time. It also would not have been feasible

to perform multiple pulses and simulate the collective change to the surface with a single simulation. Since

the surface cools between each pulse the simulation needs to compute the effects of each pulse individually.

Furthermore, this would interfere with the process control aspect of the digital twin, since the input energy

of the next pulse is determined from the crater depth in the virtual representation. The additional time

required by a more sophisticated model would have made the digital twin not feasible for industrial usage

without further investment in computational resources and data collection. However, if those resources are

available there at least two approaches to developing a better simulation; a first principles model or a neural

network.

Utilizing a first principles simulation of laser ablation would be possible [92, 91]. However this would

have a dramatic impact on the time required to simulate the effects of the laser pulse. Given the large

computational expense of just running the simulation in three dimensions, computing a complete model of

the physical process would be too large. This is demonstrated in the effort by Sonntag et al. [93] to simulate

the molecular dynamics, which required 500,000 CPU hours to simulate the 254.5 ps of a femtosecond laser

ablation. While the computational power accessible has increased since then, high fidelity simulations are

still performed on large computing clusters [84]. Even with the computation resources to perform a first

principles simulation, the simulation time would be too great for a real-time usage of the resulting surface

profile.

Instead of attempting to create a higher resolution model, a deep neural network could be used to model

the changes to the surface [94]. With a trained model, the surface and laser pulse parameters could be

inputted into a model which could more efficiently predict the resulting surface of the physical entity. The

trade off for the increased efficiency of a neutral network is the effort required to collect the data used for

training. This would add a large investment in time and equipment to build datasets. Tani et al. [94]

used between 3,700 and 39,000 datasets of laser ablation experiments to train models on different materials.

Both the time and equipment needed to train a neural network placed this method outside the scope of this
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project, however it is worth noting that using a neural network would provide high resolution changes to the

virtual representation and maintain the real-time digital twin synchronization.
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Chapter 5

Conclusion

In order for digital twins to be useful in the manufacturing industry, a large volume of examples must exist

for system designers that are feasible in industrial settings. The methodology presented above demonstrated

the creation of digital twins of laser drilled parts and was used to create three proof-of-concept test cases

using currently available tools. These digital twins serve as an example of how digital twins can be developed

for precision machined products. Manufacturing facilities could leverage them to monitor the progress of an

operation, detect issues occurring during the process, provide inputs to the control logic, and deliver models

of individual machined parts to customers. Currently the existing literature on digital twins lacks sufficient

examples to enable adoption of digital twins by manufacturers. This research contributes to the expanding

body of work on digital twins and will hopefully provide an example for system designers of how the concept

can be leveraged for laser drilling. Future researchers will be able to expand on the methodology presented

here by incorporating more efficient and higher fidelity models. While the virtual representations and physical

entities had large discrepancies; with improved models and computational resources the methods employed

would deliver digital twins that could be utilized in laser drilling applications.

To demonstrate how a digital twin could be used in machining, crater formation during laser drilling was

selected as an application. To facilitate the laser drilling a pulsed laser ablation system was used. The digital

twins consisted of virtual representations of 6061 Aluminum alloy disks. These virtual representations existed

as geometric descriptions of the 6061 aluminum disks created in COMSOL Multiphysics®. The geometric

descriptions were kept up to date with the physical entities by simulating the changes caused by laser ablation

using the input energy. The energy reading was provided by the physical-to-virtual connection, which used

an iCCD camera and an image processing routine. The camera captured images of the plumes generated on

the surfaces of the physical entities and the image processing routine extracted the widths of the plumes in
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the images. Those widths were converted to energy values using a relationship found from empirical data.

The virtual-to-physical connection could then provide the process control and fault detection to the system.

By taking measurements of the depths of the craters on the virtual representations the predicted remaining

ablation depth was found. Using that remaining depth and a relationship between the incident energy and

the predicted ablation depth, the energy required for the next pulse was calculated. The needed energy

for the pulse was converted to the transmission percentage, using another relationship found from empirical

data, and communicated to the attenuator. The pulse would then be fired and the process would repeat until

the desired ablation depth was reached in the virtual representation. In addition to the process control, a

fault detection routine would check for issues as the surface of the physical entities were being ablated. The

routine monitored for four different fault conditions: no plume being generated, lower than expected energy,

higher than expected energy, and the ablated depth exceeding the desired depth. Each fault condition was

created purposefully to test that it could be detected by the fault detection routine. In all four cases the

fault detection was successful in detecting and alerting the user to the fault.

To further illustrate that this methodology was not just a framework of what could be done, three digital

twins were created as test cases. By creating the digital twins it demonstrates that the methodology is

more than simply an idea of how a digital twin could function. The necessity of the digital twin actually

functioning, required that each of component of the system be created with real world considerations of

what resources and tools might be used in an industrial setting. Three different ablation depths were used

to test the performance of the digital twin over different crater sizes. The 1 µm case showed good agreement

between the depths of the physical entity’s and the virtual representation’s crater. However the surface of

the physical crater differed from the virtual representation’s crater in terms of the roughness of the surface.

The digital twin’s simulations produced a crater that was much smoother than the physical entity due to

the assumed rotational symmetry and the simplified aspects of the simulation. When the desired depth was

increased to 2µm the difference between the depths of the physical crater and virtual crater increased to

28.5% and the surface of the physical entity became smoother. This trend continued with the 3 µm depth

test case, the difference increased to 34.5% and the surface was the smoothest of the three test cases. The

increase in smoothness can be attributed to the repeated pulses having a smoothing effect on the surface. The

correlation between the crater smoothness and the number of laser pulses used can be seen in the test data

of repeated pulses and the three test cases. The change in accuracy is more difficult to explain and could be

the result of higher level physics not captured in the simulation environment. As noted in the methodology,

the exclusion of these higher order phenomenons was an intentional choice to keep the simulation runtime

short enough to be useful in real time. Even with the accuracy decreasing as ablation depth increased, the

project fulfilled its main objective of demonstrating how a digital twin could be created and used during a
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machining process. Those in the manufacturing industry could replicate the methodology and modify it to

fit their own applications. The feedback loop generated would allow for automated routines to monitor and

control the laser drilling of materials.

Further improvements to the quality of the virtual representation could be made to both improve the

speed and accuracy of the simulation. The most likely approach to yield success would be using a neural

network instead of a multiphysics simulation. While it would require a lot of upfront effort to gather the

necessary training data for each material being ablated, it could be worthwhile in industrial applications.

The work of Tani et al. [94] showed promise in how a neural network could be used to deliver fast and

accurate predictions of the crater profile. By exchanging the multiphysics simulation with a neural network,

this methodology could be expanded to be used in industrial ultra-precision machining factories.

The usage of digital twins, similar to ones described earlier, could enable the manufacturing industries

to leverage the volumes of data that are now accessible. By feeding real world sensor data into digital

twins of the objects progressing through their production facilities, manufacturers can monitor the virtual

representations. This would allow them to potentially increase the precision and efficiency of their operations

through better process control and fault detection. Future advances in computing and automation will enable

the usage of high fidelity models that are able to operate in real time, and will empower manufacturers to

incorporate digital twins as we progress through the fourth industrial revolution.
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Appendix

Transmission (%) Plume Width (Pixels)
1 0,0,0,0,0,0,0,0,0,0
2 44,39,35,43,40,43,46,37,43,46
3 63,60,63,61,63,66,59,59,69,67
4 83,76,76,77,73,79,79,79,80,79
5 86,90,87,89,98,89,95,106,95,91
6 106,112,114,103,112,115,103,112,114,107
7 131,132,121,135,130,137,137,125,128,127
8 138,134,140,134,140,135,135,135,131,137
9 139,148,141,155,149,152,144,153,141,137
10 153,161,165,159,156,154,168,152,161,158
11 169,167,166,163,162,166,163,175,164,168
12 176,173,179,177,174,174,170,178,177,180
13 187,184,185,180,180,178,184,177,188,183
14 188,190,197,184,188,199,184,183,194,193
15 198,202,198,202,198,198,199,198,202,198
16 217,207,207,211,211,202,205,202,204,212
17 213,213,215,213,217,211,216,217,219,209
18 221,219,222,220,214,215,219,214,221,215
19 221,229,225,225,222,236,225,221,227,222
20 230,226,235,230,234,230,229,229,233,234
21 237,237,238,238,238,242,241,231,237,232
22 242,238,241,252,252,242,241,242,242,237
23 256,253,246,255,249,248,252,249,249,256
24 256,257,257,256,259,255,259,256,259,259
25 259,259,262,259,259,258,262,259,259,259

Table A.1: The plume width data collected as part of the data set used to determine the plume width to
pulse energy relationship.
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Transmission (%) Pulse Energy (mJ)
1 0.711,0.721,0.724,0.728,0.725,0.727,0.731,0.723,0.726,0.725
2 1.498,1.499,1.506,1.488,1.488,1.487,1.501,1.442,1.507,1.492
3 2.146,2.155,2.166,2.152,2.148,2.166,2.158,2.168,2.167,2.152
4 2.892,2.904,2.889,2.894,2.894,2.896,2.893,2.885,2.894,2.9
5 3.689,3.697,3.696,3.687,3.69,3.705,3.685,3.714,3.698,3.689
6 4.483,4.455,4.476,4.461,4.453,4.448,4.474,4.462,4.461,4.458
7 5.231,5.213,5.238,5.23,5.218,5.224,5.211,5.231,5.221,5.221
8 5.976,5.982,5.967,5.975,5.975,5.999,5.98,5.93,5.954,5.967
9 6.63,6.64,6.64,6.66,6.658,6.742,6.731,6.762,6.785,6.764
10 7.37,7.42,7.42,7.4,7.38,7.41,7.37,7.38,7.38,7.39
11 8.19,8.16,8.19,8.17,8.18,8.17,8.17,8.14,8.17,8.13
12 8.82,8.86,8.86,8.84,8.83,8.84,8.87,8.85,8.84,8.86
13 9.66,9.65,9.69,9.65,9.67,9.66,9.63,9.67,9.63,9.65
14 10.42,10.42,10.4,10.47,10.44,10.44,10.43,10.4,10.44,10.46
15 11.23,11.23,11.28,11.19,11.18,11.22,11.22,11.19,11.21,11.18
16 11.99,12.02,12,12.07,12.02,12.01,12.01,11.96,12,11.99
17 12.86,12.87,12.81,12.85,12.8,12.82,12.79,12.89,12.85,12.8
18 13.57,13.53,13.57,13.6,13.57,13.6,13.54,13.62,13.57,13.61
19 14.35,14.43,14.4,14.38,14.46,14.45,14.47,14.43,14.37,14.39
20 15.15,15.11,15.14,15.09,15.07,15.09,15.14,15.15,15.18,15.15
21 15.86,15.88,15.89,15.92,15.91,15.85,15.85,15.93,15.91,15.93
22 16.67,16.67,16.63,16.71,16.69,16.7,16.68,16.65,16.65,16.69
23 17.4,17.34,17.35,17.33,17.33,17.38,17.37,17.32,17.36,17.32
24 18.11,18.14,18.14,18.22,18.16,18.13,18.09,18.14,18.1,18.2
25 18.86,18.97,18.99,18.98,18.89,18.94,18.88,18.92,18.91,18.89

Table A.2: The pulse energy data collected as part of the data set used to determine the plume width to
pulse energy relationship.
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Energy (mJ) Simulated Crater Depth (µm)
0.5 0
1 0
1.5 0
2 0
2.5 0
3 0
3.5 0
4 0
4.5 0
5 0
5.5 0.013633
6 0.027924
6.5 0.044938
7 0.064073
7.5 0.080477
8 0.099757
8.5 0.118304
9 0.137339
9.5 0.156827
10 0.176568
10.5 0.182461
11 0.208222
11.5 0.23178
12 0.247215
12.5 0.271385
13 0.281985
13.5 0.303946
14 0.32722
14.5 0.346292
15 0.366829
15.5 0.387548
16 0.404496
16.5 0.425978
17 0.440279
17.5 0.463142
18 0.482134
18.5 0.498604
19 0.523667
19.5 0.547465
20 0.566961

Table A.3: The depths of the craters formed in the COMSOL Multiphysics® simulation for different energy
inputs.
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Parameter Symbol Value
Molar Mass M 26.98 g
Boiling point Tv 2740K

Ambient Temperature Text 293.15K

Latent Heat of Vaporization Lv 10.53MJkg−1

Latent Heat of melting Lm 0.39MJkg−1

Heat of Sublimation Hv 10.92MJkg−1

Stefan-Boltzmann constant σsb 5.670 374 42e−8Wm−2K−4

Resistivity at 20 ◦C ρ20 3.25e−8Ωm
Thermal Coefficient of resistivity γ 0.0039K−1

Laser Wavelength λ 1064 nm
Pulse full width half maximum FWHM 9ns

Table A.4: Parameters used in the COMSOL Multiphysics® model.
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[65] J. Lapienytė. “Siemens Metaverse exposes sensitive corporate data”. Cybernews. https://cybernews.
com/security/siemens-metaverse-data-leak/ (accessed Oct. 29, 2023).

[66] K. Shah, T. V. Prabhakar, S. C. R., A. S. V., and V. K. T, “Construction of a digital
twin framework using free and open-source software programs,” IEEE Internet Computing,
vol. 26, no. 5, pp. 50–59, 2022, doi: 10.1109/MIC.2021.3051798. [Online]. Available:
https://ieeexplore.ieee.org/document/9325003

56



[67] P. Milonni and J. Eberly, Laser Physics. Hoboken, NJ, USA: John Wiley & Sons, Ltd, 2010,
doi: 10.1002/9780470409718. [Online]. Available: https://onlinelibrary.wiley.com/doi/abs/10.1002/
9780470409718

[68] D. Williams, “Laser basics,” Anaesthesia & Intensive Care Medicine, vol. 9, no. 12, pp. 550–552,
2008, doi: 10.1016/j.mpaic.2008.09.008. [Online]. Available: https://www.sciencedirect.com/science/
article/pii/S1472029908002191

[69] W. Silfvast, Laser Fundamentals, 2nd ed. Cambridge, UK: Cambridge University Press, 2004, doi:
10.1017/CBO9780511616426.003.

[70] S. A. Payne and G. F. Albrecht, “Lasers, solid-state,” in Encyclopedia of Physical Science and
Technology, 3rd ed., R. A. Meyers, Ed. New York: Academic Press, 2003, pp. 477–498, doi:
10.1016/B0-12-227410-5/00372-0. [Online]. Available: https://www.sciencedirect.com/science/article/
pii/B0122274105003720

[71] V. Lupei and A. Lupei, “Nd:yag at its 50th anniversary: Still to learn,” Journal
of Luminescence, vol. 169, pp. 426–439, 2016, the 17th International Conference on
Luminescence and Optical Spectroscopy of Condensed Matter (ICL’14). [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S0022231315002094

[72] D. Franta and M.-G. Mures,an, “Wide spectral range optical characterization of yttrium
aluminum garnet (yag) single crystal by the universal dispersion model,” Opt. Mater. Express,
vol. 11, no. 12, pp. 3930–3945, Dec 2021, doi: 10.1364/OME.441088. [Online]. Available:
https://opg.optica.org/ome/abstract.cfm?URI=ome-11-12-3930

[73] Y. Nagata, R. Takeda, and M. Suginome, “High-pressure circular dichroism spectroscopy up to
400 mpa using polycrystalline yttrium aluminum garnet (yag) as pressure-resistant optical windows,”
RSC Adv., vol. 6, pp. 109 726–109 729, 2016, doi: 10.1039/C6RA23736C. [Online]. Available:
http://dx.doi.org/10.1039/C6RA23736C
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